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1. Introduction

A great deal of investment, both in developed and less developed countries, is made by governments and other public agencies in order to provide infrastructure services to consumers and producers in the affected region. The primary purpose of this report is to provide a methodology for evaluating the benefits (particularly to producers) of infrastructure investments.

It seems appropriate to list the types of infrastructure investment that we wish to model. The specific classes of investment we have in mind are grouped into the following four broader categories: utilities, communication, transportation and land development.

Utility Investments.
2. Electricity Supply.
3. Natural Gas Supply.
4. Sewage Disposal.
5. Garbage Collection.

Communication Investments.
6. Telephone Services.
7. Postal Services.
8. Cable Services.

Transportation Investments.
10. Railways.
Land Development Projects.

15. Irrigation Projects.
17. Erosion Control Projects.
18. Reforestation Projects.

Most of the above categories of infrastructure improvement are self-explanatory. With respect to categories 1 to 8, we mean that the relevant service is to be provided to an area which previously did not have access to that service. For most of these categories (garbage collection and the provision of postal services might be exceptions), bringing the service to the affected area is a major portion of the cost of providing that service. Typically, the additional cost of hooking up an extra household or business establishment to the area distribution network is low. Once an establishment is hooked up to the distribution network, the marginal cost of providing units of the service may be low (e.g., water supply, sewage disposal services) or relatively high (e.g., postal services, the supply of natural gas).

With respect to transportation investments, it is obvious that the provision of a new road (or an improvement made to an existing road) or the provision of a new rail link into an area will benefit businesses located in the area. Similarly, the construction or improvement of an airport or port will benefit consumers and producers in the surrounding area. It is less obvious but equally true that a transportation improvement made in one area will benefit even distant areas that are linked to the improving area. A similar comment applies to communication improvements. The fact that a transportation or communication improvement may lead to benefits that are shared over a very large area complicates considerably the measurement of these benefits.

A few comments on the last general category of infrastructure improvements are in order. Drainage improvement projects could refer to the draining of swamps or they could refer to more pedestrian projects such as the provision of drains to carry away surplus rainfall. Flood control and irrigation projects are self-explanatory. Pest control projects could refer to insect control or weed control. Erosion control and reforestation projects are self-explanatory. Land preparation projects could refer to major inland sea reclamation projects (e.g., a Netherlands type project) or less exciting landfill or land clearing projects.

What virtually all of the above types of infrastructure investment projects have in common is that the provision of the service to an area provides benefits to many households and businesses in the area and it may be very difficult to charge users of the service the true marginal cost of providing that service (e.g., consider the case of roads). In the limiting case where all users have access to the infrastructure service at no charge, the service is called a public good. The majority of our 19 types of infrastructure investment projects are not pure public goods since access charges for the relevant service are frequently possible. However, these infrastructure projects are like public goods in at least two respects: (1) there is a substantial cost of providing the service to an area and a small marginal cost of adding an extra customer to the area service grid (in the
pure public good case, the small marginal cost is zero) and (ii) charging customers the marginal cost of providing the service once the area service has been established will not lead to an efficient allocation of resources; i.e., marginal cost pricing won't work.

The reason why marginal cost pricing does not tend to work well in the context of pricing infrastructure services is the same reason why it does not work well in the context of providing the services of a pure public good: there is a problem in getting customers to reveal their true willingness to pay for the service. The pure public good case is explained well in Varian (1978; 197-203). The provision of infrastructure services case is similar. If the governmental authority asks households and business enterprises how much they would be willing to pay for an infrastructure service but the government tells these potential customers that it will not necessarily charge them according to their willingness to pay estimates, then these customers will have an incentive to inflate their willingness to pay estimates. On the other hand, if the government tells the potential customers that it will charge them for the service according to their willingness to pay bids, then the customers will have an incentive to deflate their willingness to pay estimates.

The above general discussion should make it clear that there are substantial theoretical and practical difficulties in measuring the contribution of infrastructure investments. Additional difficulties will become apparent as the reader works his way through this paper.

We conclude this section by providing a brief overview of the paper.

In Section 2, we introduce our first attempt at a measure of infrastructure benefits for a producer. The gross benefits to a producer in an area affected by an investment in infrastructure services are defined to be the producer's change in revenues minus variable costs (at constant reference prices for outputs and variable inputs). The two net revenues in the difference correspond to the pre and post project levels of infrastructure services. Any charges for the infrastructure services are excluded from these net revenues. We also hold constant the firm's initial endowment of land and fixed components of the capital stock. We find that the firm's restricted profit function is a useful tool which may be used to define the gross benefit measure in a succinct manner. A brief description of the properties of restricted profit functions may be found in Appendix 1. The net benefits of an infrastructure investment may be obtained by summing over the firm gross benefit measures in the project affected area and subtracting the cost of producing the infrastructure investment. We find that the government's cost function is a useful tool for describing the costs involved in producing the infrastructure investment. Appendix 2 describes briefly the relevant properties of cost functions.

In section 3, we explore the gross benefit function of an individual firm in the investment affected area in more detail. In particular, willingness to pay functions are introduced and are found to be derivatives of the firm's restricted profit function with respect to infrastructure variables. We show how integration of the areas under these willingness to pay functions yields the gross benefit measure.

In section 4, we show how the gross benefit measure can be approximated by using ex post data on prices and quantities. Obviously the analysis presented in this section is of limited use from the viewpoint of evaluating the benefits of a proposed infrastructure investment, but it may be of some use from the viewpoint of an ex post evaluation of a project.
In section 5, we consider some of the theoretical limitations of the net benefit measure proposed in section 2. In section 5.1, we indicate that the static benefit measures developed in the previous sections can be given a dynamic interpretation under certain assumptions. However, the assumptions are somewhat restrictive and the informational difficulties that we encounter in the dynamic case are very severe. In section 5.2, we address the problem of the existence of local goods. The problem here is that the infrastructure investment project may cause the prices of local goods and services to change in a systematic (i.e., endogenous) manner. In section 5.2, we adapt a productive efficiency approach to project evaluation to deal with the problem of endogenous prices. This approach has the advantage that it depends only on producer information. In section 5.3, we bring into our modelling not only the existence of local goods, but also the existence of potential consumer benefits due to the infrastructure project. Once consumers are brought into the picture, we must face up to the difficulty that the infrastructure project may alter the distribution of income and welfare in the affected area, and hence it is difficult to separate the efficiency effects of the project from the redistributive effects. Our method for focussing on the efficiency aspects of the infrastructure project is to use the methodology pioneered by Allais [1943, 1977] and Debreu [1951, 1954] to determine the efficiency effects of eliminating tax or monopoly distortions; we freeze the real income distribution in the economy at the preproject levels, introduce the project and ask if we can extract some resources out of the economy as a result of the project while meeting all relevant demand and supply constraints. This seems to be a natural efficiency measure for a project and we develop its properties in section 5.3.

Having dealt at length with the conceptual problems associated with measuring infrastructure investment benefits, in section 6 we turn our attention to alternative methods for measuring a firm's gross benefit function. The gross benefit function is defined in terms of the firm's restricted profit function, so we need techniques for measuring this last function or the associated willingness to pay functions. In section 6.1, we discuss the sample survey or questionnaire approach. In section 6.2, we summarize the ex post accounting approach based on section 4. In section 6.3, we discuss the engineering or programming approach. In sections 6.4 and 6.5, we discuss two general equilibrium approaches. In section 6.6, we discuss various econometric techniques in an introductory manner.

In the remaining sections of the paper, we explore the econometric approach to measurement in more detail. Section 7 considers the problems involved in choosing an appropriate functional form while section 8 considers the problems associated with measuring the basic price and quantity data that must be used in the econometric approach. Section 9 considers additional problems that the researcher will encounter with the econometric approach when working with time series data while section 10 considers some of the problems associated with working with cross section data.

Readers who are interested only in the conceptual foundations for measures of the benefits of infrastructure investments need only read sections 2 through 5. Empirically oriented readers, who wish to estimate econometrically either production functions or their dual restricted profit functions, need only read sections 7 through 10 and Appendix 1. In particular, section 7 discusses functional form considerations in some detail. Section 8 provides a relatively comprehensive but succinct discussion
of the measurement and aggregation problems that the researcher will encounter in attempting to estimate econometrically a production, cost or profit function. This section may be read independently of the rest of the paper.

Section II concludes.

Proofs of various propositions are presented in technical appendix 4.

Finally, each section concludes with some notes on the literature, which provide some historical references and suggestions for further reading.

Notes

The concept of a public good is due to Samuelson [1964]. As we mentioned in the text, Varian [1978; 197-203] provides an excellent introduction to public goods and the associated free rider problems. Varian also discusses a variant of the Groves [1976] incentive mechanism, which will induce customers to reveal their correct willingness to pay functions. A knowledge of the Mathematical Appendix in Varian will enable the reader of the present paper to follow the proofs in this paper.

Productive efficiency approaches to project evaluation (and the elimination of distortions) are pursued in Dievert [1983a; 1983b]. An Allais-Debreu approach to project benefit measurement may be found in Dievert, Turunen and Woodland [1984], Kanemoto and Mera [1984] and Dievert [1984b].

2. A Simple Producer Benefit Measure

Consider a region in which there are a finite number (F say) of profit maximizing firms or enterprises that consume various amounts of government infrastructure services of the types listed in the previous section. We assume that there are three classes of goods in this regional economy.

Class I consists of N goods which can be bought or sold by firms at the fixed positive prices \( p_1, p_2, \ldots, p_N \) which we denote by the price vector \( p \).

Firm \( f \)'s net supply vector for these \( N \) goods is denoted by \( x^f = (x^f_1, x^f_2, \ldots, x^f_N) \).

If \( x^f_n > 0 \), then firm \( f \) is producing good \( n \) as an output, while if \( x^f_n < 0 \), then firm \( f \) is using \( -x^f_n > 0 \) units of good \( n \) as an input. The second class of goods is a class of I infrastructure services that are provided by all levels of government to the inhabitants of the region. Included in the list of infrastructure services are potential new services that might be provided by the government but are being provided at zero levels in the current period.

Firm \( f \)'s consumption of the \( i \)th type of infrastructure service is denoted by the nonnegative number \( s^f_i \geq 0 \) for \( i = 1, \ldots, I \) and \( f = 1, \ldots, F \). The vector of infrastructure services utilized by firm \( f \) will be denoted by the nonnegative vector \( s^f = (s^f_1, s^f_2, \ldots, s^f_I) \geq 0 \), where \( 0 \) denotes a vector of zeros of dimension \( I \). The firm may or may not be paying any user charges for the use of the infrastructure services. If all of the infrastructure services were pure public goods, then we would have \( s^f = s \), for \( f = 1, \ldots, F \); i.e., each firm can consume the common amount of each of the \( I \) types of infrastructure services. However, in general, we will assume that each firm is utilizing a firm specific amount of water, electricity, natural gas, postal services, rail services, etc. The third class of goods is a class of J fixed capital stocks. Firm \( f \)'s holdings of the \( j \)th type of structure, land, or other fixed capital stock component is denoted by the nonnegative number \( k^f_j \geq 0 \) for \( j = 1, 2, \ldots, J \) and \( f = 1, 2, \ldots, F \). The vector of fixed capital
stocks held by firm $f$ is denoted by the nonnegative vector $k^f = (k^f_1, k^f_2, \ldots, k^f_J) \geq 0_J$.

We assume that the a priori technology set for firm $f$ is a closed subset $\mathcal{T}^f$ of $N + I + J$ dimensional space: if $(k^f_1, s^f, k^f) = (k^f_1, \ldots, k^f_J, s^f_1, \ldots, s^f_N, k^f_1, \ldots, k^f_J)$ belongs to $\mathcal{T}^f$ (written as $(x^f, s^f, k^f) \in \mathcal{T}^f$), then the net output vector $x^f$ is producible given that the firm has at its disposal the vector $s^f$ of government infrastructure services and the vector $k^f$ of fixed capital stocks.

Given an infrastructure services vector $s^f$ and a capital vector $k^f$ and a positive vector of prices $p > 0_N$ for variable outputs and inputs, the profit maximizing enterprise $f$ will want to choose a net supply vector $x^f$ which will maximize variable profits $p^x^f \equiv \sum_{n=1}^N p_n x^f_n$ subject to the constraints of its technology set; i.e., firm $f$ will want to solve the following restricted profit maximization problem:

$$\max_{x} \{ p^x : (x, s^f, k^f) \in \mathcal{T}^f \} \equiv \pi^f(p, s^f, k^f)$$

where $p^x$ signifies the inner product of the vectors $p$ and $x$; i.e.,

$p^x = \sum_{n=1}^N p_n x_n$. Suppose $x^f$ solves (1). Then we have defined the firm's restricted profit function $\pi^f$ by $p^x^f = \pi^f(p, s^f, k^f)$; i.e., the maximum variable profits of firm $f$ are a function of the price vector $p$ it faces for its outputs and variable inputs, the vector of infrastructure services $s^f$ it has at its disposal and its historically given vector of fixed capital inputs $k^f$.

The mathematical properties of restricted profit functions are developed in Appendix 1. In the Appendix, the vector $s^f, k^f$ is combined into the vector $z$.

If firm $f$ faces the constant product and input prices $p$ and has a fixed vector $k^f$ of capital stocks at its disposal, then what benefits will accrue to the firm if the government changes the firm $f$ infrastructure services vector from $s^{f0}$ to $s^{f1}$? If we ignore any possible charges for infrastructure services, a natural measure of firm $f$'s gross benefits from the change in infrastructure services, $\Delta^f$ say, is the change in the firm's variable profits; i.e., define $\Delta^f$ for $f = 1, 2, \ldots, F$ by

$$(2) \quad \Delta^f(p^{s^0}, s^{f1}, p, k^f) = \pi^f(p, s^{f1}, k^f) - \pi^f(p, s^{f0}, k^f).$$

The benefits of the infrastructure change to firm $f$ are called gross benefits because we do not net out any changes in user charges that may accompany the infrastructure change. The firm $f$ gross benefit change is also a measure of gross benefits changes to society since it represents a change in the quantities of outputs produced by the firm minus the change in the variable inputs utilized by the firm, where all outputs and inputs are valued at the constant reference prices $(p_1, p_2, \ldots, p_N) \equiv p$. This benefit to society is a gross one because we have not yet subtracted off the change in government costs that are associated with the change in infrastructure services that were provided to firm $f$.

Note that the firm $f$ gross benefit change measure $\Delta^f$ defined by (2) depends on the two infrastructure service vectors $s^{f0}$ and $s^{f1}$, the reference variable price vector $p$ and the reference firm $f$ capital stock vector $k^f$.

We now sum over the firm benefit change measures in order to define the regional gross benefit change measure due to a change in the government's provision of infrastructure services from $s^{f0}$ to $s^{f1}$ for firm $f$, $f = 1, \ldots, F$.
Thus if $x^0 \geq 0_N$ solves (4), then we have defined the government's restricted cost function $c$ by $c(p, s^1, \ldots, s^F, k^0) = p \cdot x^0 = \sum_{n=1}^{N} p_n x_{n}^0$, the the minimized variable cost. This minimized variable cost is a function of the price vector $p$ that the government faces for its variable inputs, the vector of infrastructure services that it is producing for the $F$ firms in the region, $s^1, s^2, \ldots, s^F$, and the capital stock vector $k^0$ the government has at its disposal.

The mathematical properties of restricted cost functions are developed in Appendix 2.

We now define the net benefits of a government change in infrastructure services for firm $f$ from $s_{f}^{0}$ to $s_{f}^{1}$ for $f = 1, \ldots, F$, holding constant the reference price vector for variable goods $p$ and holding constant the fixed capital stock vectors for the government and all of the firms, $k_{f}^{0}, k_{1}^{1}, \ldots, k_{F}^{1}$, to be (3) minus the change in government variable costs, i.e., the net benefits function $B$ is defined by:

$$B(s^{10}, \ldots, s^{11}, \ldots, s^{F1}; p, k_{1}^{0}, k_{1}^{1}, \ldots, k_{F}^{1})$$

$$= \sum_{f=1}^{F} \left[ \pi^{e}(p, s_{f}^{1}, k_{f}^{1}) - \pi^{e}(p, s_{f}^{0}, k_{f}^{0}) \right] - c(p, s^{11}, \ldots, s^{F1}, k_{0}^{0}) - c(p, s^{10}, \ldots, s^{F0}, k_{0}^{0}).$$

Some of the deficiencies of our net benefits measure $B$ will be discussed in section 5 below. However, a few comments on the role of the reference price vector $p$ and the reference capital stock vectors $k_{0}^{0}, k_{1}^{1}, \ldots, k_{F}^{1}$ are in order. We are holding the prices of variable goods fixed because for now, we are assuming that the region under consideration is small and changes in the
regional demand or supply for these goods will not affect the "world" prices. Thus we do not wish to contaminate the effects of changes in infrastructure service availabilities with the effects of exogenous changes in the region's terms of trade: we wish to focus on the pure efficiency effects of infrastructure investment projects. The government and firm capital stock vectors are held fixed because the region's endowment of natural resources, land and historically given capital stock components are fixed constraints.

Notice that the differences in the firm restricted profit functions, \( \pi^f(p, s^f, k^f) - \pi^f(p, s^0, k^f) \), play a key role in definition (5). Thus in subsequent sections of this paper, we will focus our attention on methods for the empirical determination of these differences of the underlying profit functions \( \pi^f \). Much of our discussion could be adapted to the analogous problems of estimating the difference in the government's restricted cost function, \( c(p, s^1, \ldots, s^f, k^0) - c(p, s^0, \ldots, s^0, k^0) \). However, the assumption of cost minimizing behaviour on the part of the government may be harder to justify than the assumption of variable profit maximization on the part of firms.

3. Willingness to Pay Functions and Marginal Cost Functions.

Recall that the gross measure of benefit change for firm \( f \) due to a change in infrastructure services from \( s^0 \) to \( s^f \) was defined in the previous section to be the variable profit difference \( \pi^f(p, s^f, k^f) - \pi^f(p, s^0, k^f) \). In this section, we explore this measure of firm benefit change in more detail. To save notational clutter, we shall drop the firm superscript \( f \) in what follows. Thus \( \pi(p, s, k) \) refers to the restricted profit function for any one of the firms in our regional economy.

Let us temporarily further simplify the discussion by assuming that there is only one type of infrastructure service, so that \( I=1 \) and \( s \geq 0 \) is a scalar. How much will the firm be willing to pay for an extra unit of infrastructure services given that it faces constant prices \( (p_1, \ldots, p_N) = p \geq 0 \) for its outputs and variable inputs and has at its disposal the vector \( k = (k_1, \ldots, k_J) \geq 0 \) of fixed capital stock components? A reasonable answer to this question for a profit maximizing firm would appear to be the additional profits that this extra unit of infrastructure services could generate; i.e.,

\[
(6) \quad \text{Marginal Gross Benefits} = \pi(p, s+1, k) - \pi(p, s, k).
\]
If \( \pi \) is differentiable with respect to \( s \), we can approximate the finite difference in (6) by the partial derivative \( \partial \pi(p,s,k)/\partial s \). This derivative is defined to be the firm's willingness to pay function \( w(p,s,k) \); i.e.,

\[
(7) \quad w(p,s,k) \equiv \partial \pi(p,s,k)/\partial s.
\]

In the remainder of this section, we shall assume that \( \pi \) is differentiable with respect to \( s \). We shall also assume that the underlying firm technology set \( T^F \) satisfies the free disposal property (5) in Appendix 1: this property simply means that extra units of \( s \) do not hurt the productivity of the firm. Under this assumption, we find that the willingness to pay function \( w \) defined by (7) above is nonnegative (see Proposition 2 in Appendix 1). A typical willingness to pay function might look something like the curve graphed in Figure 1 below.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{w(s)}
\caption{The willingness to pay function \( w(s) \).}
\end{figure}

The willingness to pay function \( w(s) \) is graphed in Figure 1 and monotonically declines as \( s \) increases from 0 to \( s^1 \). Thus in this case, the curve is downward sloping; i.e., \( w'(s) \equiv \partial^2 \pi(p,s,k)/\partial s^2 < 0 \) for \( s \) between 0 and \( s^1 \). This case will occur if the underlying technology set \( T^F \) is convex (see Proposition 3 in Appendix 1 and the inequality (35) in this Appendix where \( z_m \equiv s \)). However, if \( T^F \) is not convex, then \( w(s) \) could be upward sloping.

From a theorem in elementary calculus, we can write the firm's change in gross benefits from the infrastructure change as the area under the willingness to pay function between \( s^0 \) and \( s^1 \); i.e., we have

\[
(8) \quad \pi(p,s^1,k) - \pi(p,s^0,k) = \int_{s^0}^{s^1} \partial \pi(p,s,k)/\partial s \, ds
\]

\[
= \int_{s^0}^{s^1} w(p,s,k) \, ds \quad \text{using (7).}
\]

For example, in Figure 1, the firm's change in variable profits due to an expansion of infrastructure services from \( s^0 \) to \( s^1 \) (excluding any charges for the infrastructure services) is equal to the shaded area in Figure 1.

We now turn to the other side of the market and ask what it costs the government to supply extra unit of infrastructure services. Letting \( k^0 \) be the vector of government fixed capital stocks, the change in cost due to the provision of an extra unit of infrastructure services is obviously the cost difference \( c(p,s+1,k^0) - c(p,s,k^0) \) where \( c \) is the restricted cost function defined in the previous section, except that we are now assuming that there is only one firm (so \( F=1 \)) and only one infrastructure service (so \( I=1 \)). Let us
assume that \( c(p,s,k^0) \) is differentiable with respect to \( s \). Then the cost difference can be approximated by the partial derivative \( \partial c(p,s,k^0)/\partial s \). This derivative is defined to be the government's marginal cost function, \( m(p,s,k^0); \) i.e.,

\[
(9) \quad m(p,s,k^0) \equiv \partial c(p,s,k^0)/\partial s.
\]

If the government technology set satisfies the free disposal property (5) in Appendix 2, then by Proposition 2 in that Appendix, \( c(p,s,k^0) \) is nondecreasing in \( s \), so \( m(p,s,k^0) \geq 0 \). A typical marginal cost function might look something like curve graphed in figure 2 below.

**Figure 2.**

![Graph of marginal cost function](image)

The marginal cost function \( m(s) \equiv \partial c(p,s,k^0)/\partial s \) graphed in Figure 2 increases monotonically as \( s \) increases. Thus in this case, the curve is upward sloping; i.e., \( m'(s) \equiv \partial^2 c(p,s,k^0)/\partial s^2 > 0 \). This case will occur (or more precisely, the downward sloping case will not occur) if the underlying government technology set is a convex set (see Proposition 3 and the inequality (23) when \( I=1 \) in Appendix 2). The convex case rules out increasing returns to scale phenomena and thus is somewhat restrictive. In the general case, \( m(s) \) could be downward sloping, at least over an interval.

Again, using a theorem in elementary calculus, we can write the government's cost change due to a change in infrastructure supply to the single firm from \( s^0 \) to \( s^1 \) as the area under the marginal cost function between \( s^0 \) and \( s^1 \); i.e., we have

\[
(10) \quad c(p,s^1,k^0) - c(p,s^0,k^0) = \int_{s^0}^{s^1} \left[ \partial c(p,s,k^0)/\partial s \right] ds
\]

\[= \int_{s^0}^{s^1} m(p,s,k^0) \, ds \quad \text{using (9)}.\]

For example, in Figure 2, the government's increase in cost due to an expansion of infrastructure services from \( s^0 = 0 \) to \( s^1 \) (excluding any revenues received from the sale of infrastructure services) is the shaded area under the curve.

Consider the problem of maximizing the net benefits function \( \pi(p,s,k) - c(p,s,k^0) \). Suppose the maximum is achieved at \( s^1 > 0 \). Since we have assumed that \( \pi \) and \( c \) are differentiable with respect to \( s \), the following first order necessary condition will be satisfied:

\[
(11) \quad \partial \pi(p,s^1,k)/\partial s \equiv \partial c(p,s^1,k)/\partial s \equiv w^1.
\]
The algebraic condition (11) corresponds to a situation where the willingness to pay curve intersects the marginal cost curve at the optimal user fee \( w^1 \). Putting Figures 1 and 2 together yields Figure 3 below.

Figure 3

![Figure 3](image1)

The shaded area in Figure 3 represents the area under the willingness to pay curve from 0 to \( s^1 \) (and this area represents the change in producer profits going from the \( s^0 = 0 \) situation to the \( s^1 \) situation) minus the area under the marginal cost curve from 0 to \( s^1 \) (and this area represents the change in government costs going from the \( s^0 = 0 \) situation to the \( s^1 \) situation). Thus the shaded area represents the net benefits function \( B(0, s^1, p, k^0, k^1) \) defined by (5) when \( F=1, i=1 \) and \( s^0=0 \).

The shaded area in Figure 4 below represents the net benefits of a change in infrastructure services from an initial small positive level \( s^0 \) to a greater level \( s^2 \) which is less than the optimal level \( s^1 \).

Figure 4

![Figure 4](image2)

In Figure 5, the government's preproject level of infrastructure services is \( s^0 \) which is less than the optimal level \( s^1 \). However, we assume that the infrastructure investment project expands the supply of infrastructure services to the firm to the level \( s^3 \) which is greater than the optimal level.

In this case, the net benefit change (5) can be represented by the shaded area to the left of \( s^1 \) minus the shaded area to the right of \( s^1 \).

Figure 5

![Figure 5](image3)
Let us now turn to the case where there is one firm and I infrastructure services that the government can supply to the firm. There will now be I willingness to pay functions, \( w_i(p,s,k) \), \( i = 1,2,\ldots,I \) where \( s \equiv (s_1,\ldots,s_I) \) is now a vector of infrastructure services. In analogy to (7), the ith willingness to pay function is defined as the partial derivative of the variable profit function \( \pi \) with respect to \( s_i \), i.e.,

\[
\frac{d\pi}{ds_i} = \frac{\partial \pi}{\partial s_i}, \quad i = 1,\ldots,I.
\]

The counterpart to (6) is now:

\[
\begin{align*}
&\int_{s_1}^{s_1^1} w_1(p,s_1^1,s_2^0,s_3^0,\ldots,s_{I-1}^0,s_I^0,k)ds_1 + \int_{s_2}^{s_2^1} w_2(p,s_1^1,s_2^0,s_3^0,\ldots,s_{I-1}^0,k)ds_2 \\
&\quad + \cdots + \int_{s_I}^{s_I^1} w_I(p,s_1^1,s_2^0,s_3^0,\ldots,s_{I-1}^0,k)ds_I \\
&= \int_{s_1}^{s_1^1} [2\pi(p,s_1^1,s_2^0,\ldots,s_{I-1}^0,s_I^0,k)/\partial s_1]ds_1 \\
&\quad + \int_{s_2}^{s_2^1} [2\pi(p,s_1^1,s_2^0,\ldots,s_{I-1}^0,k)/\partial s_2]ds_2 + \cdots \\
\end{align*}
\]

where \( s_i^1 \equiv (s_1^1,\ldots,s_i^1) \) and \( s_0^0 \equiv (s_0^0,\ldots,0) \) are the post and preproject infrastructure service vectors utilized by the firm. Thus the firm's gross project benefits, \( \pi(p,s_1^1,k) - \pi(p,s_0^0,k) \), can be obtained by integrating under each willingness to pay function in the manner defined by the first line of (13) and summing the resulting areas. Geometrically, we are summing I areas similar to the shaded area in Figure 1. The order in which we do the integrations in (13) is not crucial; i.e. instead of starting at \( s_0^0 \equiv (s_{1-1}^0,0,\ldots,0) \) and integrating along the \( s_1 \) axis until we arrived at \( s_1^1 \), we could start at \( s_0^0 \) and integrate along the \( s_2 \) axis to arrive at \( (s_1^0,0,s_3^0,\ldots,s_{I-1}^0) \) and then we could integrate along the \( s_1 \) axis to arrive at \( (s_1^1,0,s_3^0,\ldots,s_{I-1}^0) \).
and then do the remaining $I-2$ integrations in the same manner. We would still
end up with the same answer, $\pi(p, s^1, k) - \pi(p, s^0, k)$.

(13) not only provides us with a nice geometric interpretation for our
measure of firm gross benefits from the change in infrastructure services from
$s^0$ to $s^1$, it also tells us that a knowledge of the firm's willingness to pay
functions, $w_i(p, s, k), i = 1, \ldots, I,$ will enable us to evaluate the gross
benefits measure.

The counterparts to our old univariate marginal cost function $m_i$ defined
by (9) are now the following $I$ marginal cost functions, $m_i$:

$$m_i(p, s, k^0) \equiv \partial c(p, s, k^0)/\partial s_i, \quad i = 1, 2, \ldots, I,$$

where $c(p, s, k^0)$ is the government's restricted cost function and $s \equiv s_1, \ldots, s_I$).

It is straightforward to show that the following counterpart to the
identity (13) is valid:

$$c(p, s^1, k^0) - c(p, s^0, k^0) = \int_0^{s_1} m_1(p, s_1, s^0, \ldots, s^0, k^0)ds_1 + \int_0^{s_2} m_2(p, s_1, s_2, s^0, \ldots, s^0, k^0)ds_2 + \ldots + \int_0^{s_I} m_I(p, s_1, s_2, \ldots, s_{I-1}, s^0, k^0)ds_I. \tag{15}$$

Thus the government's change in costs for providing a change in
infrastructure services from $s^0$ to $s^1$ can be obtained by computing areas under
the $I$ marginal cost functions and then summing these areas. Hence a knowledge
of the government's marginal cost functions $m_i(p, s, k^0)$ will enable us to
evaluate this cost change.

We may subtract (15) from (13) and obtain an alternative expression for
the net benefits function defined by (5) when the number of firms $F=1$.

Geometrically, the resulting formula can be interpreted as a sum of $I$ shaded
areas similar to the shaded areas in Figure 4 above.

We turn now to a related topic and show that the willingness to pay
functions defined by (12) can be interpreted as a system of firm (inverse)
demand functions for infrastructure services under certain circumstances.

Let $p^* \geq 0_N$ be a given vector of variable goods prices, $s^* \geq 0_I$ a vector
of infrastructure service utilizations by the firm and $k^* \geq 0_I$ a vector of
fixed capital stocks for the firm. Suppose the firm's restricted profit
function $\pi$ is differentiable with respect to the components of $s$ at the point
$p^*, s^*, k^*$ and define the nonnegative vector $w^*$ as the vector of partial
derivatives of $\pi$ with respect to the components of $s$; i.e.,

$$w^* \equiv \partial \pi(p^*, s^*, k^*). \tag{16}$$

The vector equation (16) stands for the following $I$ equations:

$$w_1 \equiv \partial \pi(p^*, s^*, k^*)/\partial s_1,$$

$$\vdots \quad \vdots,$$

$$w_I \equiv \partial \pi(p^*, s^*, k^*)/\partial s_I.$$
Suppose the firm were charged a user fee for each unit of the ith type of infrastructure service equal to \( w_i^* \) defined by (17) for \( i = 1, 2, \ldots, I \). Then a profit maximizing firm would demand a vector of infrastructure services which would solve the following profit maximization problem:

\[
\max_s \left\{ \sigma(p^*, s, k^*) - w^* \cdot s : s \geq 0^I \right\}
\]

where \( w^* \cdot s = \Sigma_{i=1}^{I} w_i^* s_i^* \). Then using (16), it can be seen that \( s^* \) satisfies the first order necessary conditions for the maximization problem (18). It can be shown (in a manner analogous to the proof of Proposition 5 in Appendix 2) that \( s^* \) will in fact solve (18) if the firm's underlying technology set is convex. Thus under this convex technology assumption, the system of I willingness to pay functions defined by (12) may be interpreted as the firm's system of profit maximizing inverse demand functions for infrastructure services. Thus under the convexity assumption, the willingness to pay curve drawn in Figure 1 will be downward sloping (at least not upward sloping) and it may be interpreted as an ordinary demand curve for the infrastructure service.

Proposition 5 in Appendix 2 tells us that the following system of equations (19) defined in terms of the I marginal cost functions \( m_i \) defined by (14),

\[
w_i = m_i(p, s, k^0), \quad i = 1, \ldots, I,
\]

can be inverted to yield a system of government profit maximizing supply functions for the I types of infrastructure services, provided that the government technology set is convex. Thus the system of marginal cost functions may be interpreted as a system of inverse supply functions for infrastructure services, provided that the government technology set is convex.

It is worth emphasizing that the identities (13) and (15) are valid even if the private producer and government technology sets are not convex. The willingness to pay functions (12) and the marginal cost functions (14) are still well defined in the nonconvex case. However, the convexity assumption allows us to interpret the system of willingness to pay functions (12) as a system of (inverse) firm demand functions and the system of marginal cost functions (14) as a system of (inverse) government supply functions for infrastructure services.

We conclude this section by considering briefly the problem of maximizing the net benefits function (5) in the differentiable pure public good, many firm case. In this case, the same vector \( s \geq 0^I \) of government supplied infrastructure services can be consumed by each of the \( F \) firms in the regional economy. The government's optimal provision of infrastructure services problem is:

\[
\max_s \left\{ \Sigma_{f=1}^{F} \eta^f \cdot p^f(p, s, k^f) - c(p, s, k^0) : s \geq 0^I \right\}.
\]

Assume that \( s^1 > 0^I \) solves (20). Then the following first order necessary conditions for (20) will be satisfied:

\[
\Sigma_{f=1}^{F} \eta^f \cdot p^f(p, s^1, k^f) = \eta^s \cdot c(p, s^1, k^0)
\]
where \( \nabla_s \psi^f(p,s^1,k^f) \) signifies the vector of first order partial derivatives of \( \psi^f(p,s^1,k^f) \) with respect to the components of the \( s \) vector and \( \nabla_g c(p,s^1,k^0) \) signifies the vector of first order partial derivatives of the government's restricted cost function \( c \) with respect to the components of \( s \) evaluated at \((p,s^1,k^0)\).

The vector of optimal user fees \( w^f \) that the government should charge firm \( f \) for the use of infrastructure services is defined by

\[
(22) \quad w^f = \nabla_s \psi^f(p,s^1,k^f), \quad f = 1,2,\ldots,F.
\]

Note that these fees will generally differ across firms.

The government's vector of marginal costs \( m^1 \) at the optimal production of infrastructure services is defined by

\[
(23) \quad m^1 = \nabla_g c(p,s^1,k^0).
\]

Now substitute (22) and (23) into (21) and we get \( \sum_{E=1}^{F} w^f = m^1 \).

The geometry of (21) can again be illustrated by Figure 3 if we assume \( I=1 \) and \( s^0=0 \). The \( w(s) \) curve in Figure 3 is now interpreted as the vertical sum of the individual firm curves, \( w^f(s) = \psi^f(p,s,k^f)/\psi^f(s) \). The benefits are maximised at the point \( s^1 \) where \( w(s) = \sum_{E=1}^{F} w^E(s) \) crosses the marginal cost curve, \( m(s) \).

Notes

Diagrams similar to Figure 3 and 4 occur frequently in the producer and consumer surplus literature, which dates back to Dupuit [1844], Marshall [1920;911] and Hotelling [1939;243]. For more modern treatments, see Varian [1978;207-215] or Auerbach [1982]. However, all of the above treatments deal with situations where the interactions are between consumers and producers, rather than between producers and the government. Moreover, the above treatments assume that the willingness to pay functions and marginal cost functions are demand and supply functions respectively. As we have seen, this assumption is not required.

Both Varian [1978;214] and Auerbach [1982] identify producer's surplus as the level of profits a firm can make while supplying a certain quantity of output. We are adapting this idea to our present context; i.e., we are using the sum of producer profits minus government costs as a "welfare" indicator for the entire production sector.

Other than the work of Negishi [1972], Harris [1978] and Kanemoto [1980] referred to earlier, there does not appear to be a great deal of literature that is directly relevant to the problems studied in this section and the previous section. However, there are at least two strands of the economics literature that are indirectly relevant. The first is in the planning literature which studies the optimal allocation of resources between production units; e.g., see Arrow [1964] and Heal [1969, 1971]. The second is the literature on optimal transfer pricing: the optimal user fee defined by (11) above is analogous to the Hirshleifer [1956] Copithorne [1976] efficient transfer price. If the technology sets are convex, then the optimal user fee will also be a Hirshleifer [1956] arm's length transfer price or an Arrow [1964]
decentralized profit maximizing transfer price. For a review of alternative concepts for transfer prices, see Diwurt [1985a].

The pure public goods optimality conditions (21) are producer theory counterparts to some public good optimality conditions first obtained by Samuelson [1964] (see also Varian [1978; 1986] and Tsuneki [1984]).

4. Approximate Benefit Measures

Recall the net benefits function Β defined by (5). The gross benefits of an infrastructure change from $s^0$ to $s^1$ for firm $f$ were defined by (2) which we repeat below:

$$G^f(p, s^0, s^1, k^f) \equiv s^F(p, s^0, s^1, k^f) - \pi^f(p, s^0, k^f), f = 1, \ldots, F$$

where $\pi^f$ is firm $f$'s restricted profit function defined by (1).

In this section, we shall study various first and second order approximations to the firm benefit measure (24). In order to simplify the notation, we shall drop the firm superscript $f$ with the understanding that our analysis applies to any of the firms in our regional economy.

Let the data for the initial situation be $p^0 = (p^{01}, \ldots, p^{0N})$, a positive price vector for variable goods; $x^0 = (x^{01}, \ldots, x^{0N})$, the corresponding net supply vector of the firm in period 0; $s^0 = (s^0_1, \ldots, s^0_1)$, a nonnegative vector of infrastructure services that are being consumed by the firm in period 0, and $w^0 = (w^0_1, \ldots, w^0_I)$ is the corresponding willingness to pay vector of the firm in period 0; i.e., $w^0_i \equiv 2\pi(p^0, s^0_i)/\partial s^0_i$ for $i = 1, \ldots, I$ where $k > 0$ is the firm's vector of fixed capital stocks, (which will be held fixed in this section, and so we may write $\pi(p, s, k)$ more simply as $\pi(p, s)$ in what follows).

We assume that the government changes the firm’s infrastructure vector to $s^1$ in period 1. We also allow for a change in the price vector for variable goods, so the new period 1 price vector is $p^1$ and the corresponding net supply vector is $s^1$. The firm's new willingness to pay vector is $w^1 = (w^1_1, \ldots, w^1_1)$ where $w^1_i \equiv 2\pi(p^1, s^1)/\partial s^1_i$ for $i = 1, \ldots, I$.

We may write the two willingness to pay vectors as gradient vectors (i.e., vectors of first order partial derivatives) of the profit function with respect to the components of $s$ as follows:

$$w^0 \equiv \nabla_s \pi(p^0, s^0), w^1 \equiv \nabla_s \pi(p^1, s^1).$$

Assuming that the producer maximizes variable profits in each period, we have the following equalities:

$$\pi(p^0, s^0) = p^0 \cdot x^0 \equiv \sum_{n=1}^{N} p^0_n x^0_n, \pi(p^1, s^1) = p^1 \cdot x^1 \equiv \sum_{n=1}^{N} p^1_n x^1_n.$$

The variable profits $\pi(p^0, s^0)$ that the firm could earn if it faced prices $p^0$ and had infrastructure services $s^0$ at its disposal is not an observable number, but we may approximate it by means of a first order Taylor series approximation as follows:

$$\pi(p^0, s^0) = \pi(p^0, s^0) + \sum_{i=1}^{I} \frac{\partial \pi(p, s^0)}{\partial s_i^0} [s_i^1 - s_i^0].$$
\[
\pi(p^1, s^0) = \pi(p^0, s^0) + v_s \pi(p^0, s^0) \cdot (s^1 - s^0) \quad \text{using (25)}.
\]

We may approximate the unobservable \(\pi(p^1, s^0)\) in a similar manner as follows:

\[
\pi(p^1, s^0) = \pi(p^1, s^1) + v_s \pi(p^1, s^1) \cdot (s^0 - s^1)
\]

\[
= p^1 \cdot x^1 + w^1 \cdot (s^0 - s^1)
\quad \text{using (25) and (26)}.
\]

Now substitute (27) and (28) into our gross benefits formula (24) and we obtain the approximate gross benefit measures (29) and (30):

\[
G(p^0, s^0, s^1) = \pi(p^0, s^1) - \pi(p^0, s^0)
\]

\[
= p^0 \cdot x^0 + w^0 \cdot (s^1 - s^0) - p^0 \cdot x^0
\quad \text{using (27)}
\]

\[
= w^0 \cdot (s^1 - s^0), \quad \text{and}
\]

\[
G(p^1, s^0, s^1) = \pi(p^1, s^1) - \pi(p^1, s^0)
\]

\[
= p^1 \cdot x^1 - (p^1 \cdot x^1 + w^1 \cdot (s^0 - s^1))
\quad \text{using (28)}
\]

\[
= w^1 \cdot (s^1 - s^0)
\quad \text{(30)}
\]

The approximate benefit measure defined by (29) is perhaps more useful than (30). To numerically evaluate (29), we require information on \(s^0\) (the initial vector of infrastructure services being consumed by the firm), the actual or proposed vector of services in period 1, \(s^1\), and the vector of initial willingness to pay prices, \(w^0\). Unfortunately, these prices may be difficult to observe, particularly for services being supplied at an initial zero level. On the positive side, if all services are being supplied initially at some user fee \(w^0_i\) for service \(i\), then if the firm is maximizing profits, we can assume \(w^0_i = w^0_i\) for all \(i\). The approximate benefit measure (30) is of course much harder to evaluate using just ex ante (i.e., period 0) data, since we need to know the firm's willingness to pay vector \(w^1\) which will prevail at the proposed level of services \(s^1\). However, from the viewpoint of ex post benefit measurement, (30) is no more difficult to evaluate than (29).

The above two ways for measuring the gross benefits to a firm of a change in infrastructure services are direct methods in the sense that we look directly at the markets for these infrastructure services. However, indirect methods for approximating the benefit measures defined by the left hand sides of (29) and (30) are also possible. A limitation of these indirect methods should be noted at the outset: they will only work if ex post data are available; i.e., we require price and quantity information for periods 0 and 1.

From equation (15) in Appendix 1 (Hotelling's Lemma), we have

\[
x^0 = V_p \pi(p^0, s^0); \quad x^1 = V_p \pi(p^1, s^1);
\]

\[
(31)
\]

i.e., assuming that \(\pi\) is differentiable with respect to the components of the price vector \(p\), the period \(t\) net supply vector for variable goods \(x^t\) is equal to the vector of first order partial derivatives of \(\pi(p^t, s^t)\) with respect to the components of \(p\).
We use equations (31) to form the following first order Taylor series approximations:

\[
\pi(p^0, s^1) = \pi(p^0, s^0) + p \cdot \pi(p^1, s^1) \cdot (p^0 - p) \\
= p^0 \cdot x^1 + x^1 \cdot (p^0 - p) \\
\text{using (26) and (31)} \\
\]

\[
(32) \\
= p^0 \cdot x^1. \\
\]

\[
\pi(p^1, s^0) = \pi(p^0, s^0) + p \cdot \pi(p^1, s^0) \cdot (p^1 - p^0) \\
= p^0 \cdot x^0 + x^0 \cdot (p^1 - p^0) \\
\text{using (26) and (31)} \\
\]

\[
(33) \\
= p^1 \cdot x^0. \\
\]

Now we may obtain the following approximate gross benefit measures:

\[
G(p^0, s^0, s^1) = \pi(p^0, s^1) - \pi(p^0, s^0) \\
= p^0 \cdot x^1 - p^0 \cdot x^0 \\
\text{using (32) and (26)} \\
\]

\[
(34) \\
= p^0 \cdot (x^1 - x^0) \text{ and} \\
\]

\[
G(p^1, s^0, s^1) = \pi(p^1, s^1) - \pi(p^1, s^0) \\
= p^1 \cdot x^1 - p^1 \cdot x^0 \\
\text{using (26) and (33)} \\
\]

\[
(35) \\
= p^1 \cdot (x^1 - x^0). \\
\]

Note that (34) is the firm’s net output change where all outputs and inputs are evaluated at period 0 prices, whereas (35) is the firm’s net output change valued at period 1 prices. These approximate gross benefit measures aggregate nicely over firms, if all firms in the region face the same prices in each period. Aggregating (34) and (35) over firms leads to the following aggregate gross benefit measures:

\[
\sum_{F=1}^{F} \sum_{i=1}^{N} \sum_{j=1}^{N} f_{i}^1 \cdot (x_{i}^1 - x_{i}^0) = \sum_{F=1}^{F} \sum_{i=1}^{N} \sum_{j=1}^{N} p_{i} \cdot r_{i}^F \cdot x_{i}^1 - \sum_{F=1}^{F} \sum_{i=1}^{N} \sum_{j=1}^{N} p_{i} \cdot x_{i}^0. \\
\text{and} \\
\sum_{F=1}^{F} \sum_{i=1}^{N} \sum_{j=1}^{N} f_{i}^1 \cdot (x_{i}^1 - x_{i}^0) = \sum_{F=1}^{F} \sum_{i=1}^{N} \sum_{j=1}^{N} p_{i} \cdot r_{i}^F \cdot x_{i}^1 - \sum_{F=1}^{F} \sum_{i=1}^{N} \sum_{j=1}^{N} p_{i} \cdot x_{i}^0. \\
\]

Note that the measures (36) and (37) can be evaluated using only aggregate price and quantity data for the region. This is a definite advantage of the indirect methods for forming approximate gross benefit measures over the direct methods (29) and (30) discussed earlier.

Looking at the pair of direct benefit measures (29) and (30) and the pair of indirect measures (34) and (35), one might be tempted to form averages of the two pairs of measures in order to obtain a higher order approximation to an appropriate theoretical benefit measure. However, there is an obvious problem with such a suggestion. Suppose we took an average of (34) and (35) and formed the average benefit measure \((1/2)[p^0 \cdot p^1] \cdot (x^1 - x^0)\). Then we could scale all of the prices in the period 1 price vector \(p^1\) by a common positive scalar multiple, \(\lambda\) say, and \(x^1\) would not be affected. But if we choose \(\lambda\) to be very small, our average benefit measure would approach \(1/2\) of the benefit measure defined by (34) and the contribution of (35) to the average would be negligible. This suggests that we shall have to take some care in taking averages of (29) and (30) or of (34) and (35).

Consider the following functional form for a firm’s restricted profit function:

\[
\pi(p, s) = \sum_{i=1}^{N} s_{i} \cdot f_{i}(p) + (1/2)[\sum_{n=1}^{N} b_{n} p_{n} \cdot \sum_{i=1}^{N} r_{i}^F] a_{i} b_{i} s_{i}. \\
\]

\[
(36) \\
and \\
(37) \\
(38) \\
\]
\[ = g(p) + \sum_{i=1}^{l} s_i f_i(p) + (1/2)(b \cdot p)(s \cdot A s) \]

where the functions \( g(p) \) and \( f_i(p), f_2(p), \ldots, f_l(p) \) are linearly homogeneous, convex functions of \( p \) (see Appendix I for formal definitions of these concepts), \( b \succ 0_n \) is a nonnegative, nonzero vector of fixed constants and \( A \) is a symmetric matrix with elements \( a_{ij} \).

**Proposition 1:** Suppose the firm's restricted profit function \( \pi \) is defined by (38) and the relations (25) and (26) hold. Then we have the following exact identity:

\[
(1/2)\left[ \pi(p^0, s^0) - \pi(p^1, s^0) \right] + (1/2)\left[ \pi(p^1, s^1) - \pi(p^1, s^0) \right] = (1/2)\left[ \tilde{w}^0 + \tilde{w}^1 \right](s^1 - s^0),
\]

where the normalized prices \( \tilde{p}^t \) and \( \tilde{w}^t \) are defined by

\[
\tilde{p}^t \equiv \frac{p^t}{b \cdot p^t}; \quad \tilde{w}^t \equiv \frac{w^t}{b \cdot p^t}; \quad t = 0, 1.
\]

A proof of Proposition 1 (and other Propositions in the main text) may be found in Appendix 4.

Note that the left hand side of (39) is an average of two theoretical firm gross benefit measures of the type defined by (24), whereas the right hand side is almost an average of our two first order approximate benefit measures defined by (29) and (30). We say almost, because the right hand side does not use the original willingness to pay vectors \( \tilde{w}^0 \) and \( \tilde{w}^1 \) defined by (25); instead it uses the normalized willingness to pay vectors \( \tilde{w}^0 \) and \( \tilde{w}^1 \) defined by (40). Note that \( p^0 \) and \( w^0 \) are deflated by \( b \cdot p^0 \equiv \sum_{n \in R} b_n p_n^0 \) where \( b \) is the nonnegative, nonzero vector which occurs in the definition of the restricted profit function (38). Similarly, \( p^1 \) and \( w^1 \) are deflated by \( b \cdot p^1 \equiv \sum_{n \in R} b_n p_n^1 \) to form \( \tilde{p}^1 \) and \( \tilde{w}^1 \).

The significance of the class of functional forms defined by (38) is that this class can approximate an arbitrary twice continuously differentiable restricted profit function \( \pi^*(p, s) \) to the second order; i.e., we have the following result:

**Proposition 2:** Let \( p^* \succ 0_n \) and \( s^* \succ 0_s \) and let a given restricted profit function \( \pi^* \) be twice continuously differentiable at \( (p^*, s^*) \). Then for any given nonnegative, nonzero vector \( b \succ 0_n \), there exists a \( \tilde{\pi} \) in the class of functions defined by (38) (where the \( b \) which appears in (38) is the same as the given \( b \)) such that

\[
\tilde{\pi}(p^*, s^*) = \pi^*(p^*, s^*)
\]

\[
\nabla_z \pi(p^*, s^*) = \nabla_z \pi^*(p^*, s^*) \quad \text{where} \quad z \equiv (p, s)
\]

\[
\nabla^2_{zz} \pi(p^*, s^*) = \nabla^2_{zz} \pi^*(p^*, s^*)
\]

i.e., the level, all \( n+1 \) first order partial derivatives and all \( (n+1)^2 \) second order partial derivatives of \( \tilde{\pi} \) and \( \pi^* \) coincide at the point \( (p^*, s^*) \).

Putting Propositions 1 and 2 together, we obtain the following result: for any nonnegative, nonzero vector \( b \), form the normalized prices \( \tilde{w} \) defined
by (40). Then \((1/2)[\bar{\omega}^0 + \bar{\omega}^1] \cdot \{s^1 - s^0\} \equiv (1/2)\sum_{n=1}^{N} c_{n}^{0} + c_{n}^{1}\{s_{n}^{1} - s_{n}^{0}\}\) will approximate the theoretical gross benefit measure on the left hand side of (39) to the second order. This is a very useful result.

The above results indicate that certain weighted averages of the first order benefit measures (29) and (30) do yield more accurate measures of benefits. Let us see if we can establish a similar accuracy result for a weighted average of the indirect first order benefit measures (34) and (35).

Consider the following functional form for a firm's restricted profit function \(\pi(p,s)\):

\[
\pi(p,s) \equiv \sum_{n=1}^{N} c_{n} p_{n} + (1/2)\sum_{n=1}^{N-1} c_{n} p_{n}^{1} p_{n+1}^{1} + \sum_{n=1}^{N} q_{n}(s)
\]

where the \(N-1\) by \(N-1\) matrix \(C\) which has elements \(c_{m,n}\) for \(m,n = 1,2,\ldots,N-1\) is symmetric and positive semidefinite and the functions \(q_{n}(s)\), \(n=1,\ldots,N\), are arbitrary functions of \(s \equiv (s_{1},\ldots,s_{L})\).

Proposition 3: Suppose the firm's restricted profit function \(\pi\) is defined by (44) and the relations (26) and (31) hold. Then we have the following exact identity:

\[
(1/2) \left[ \pi(p_{N}^{0},s_{N}^{1}) - \pi(p_{N}^{0},s_{N}^{0}) \right] + (1/2) \left[ \pi(p_{1}^{1},p_{2}^{1},s_{1}^{0}) - \pi(p_{1}^{1},p_{2}^{1},s_{1}^{0}) \right] = (1/2) \left[ \left( p_{N}^{0} - p_{N}^{0} \right) + \left( p_{1}^{1} - p_{1}^{1} \right) \right] \cdot [x^{1} - x^{0}]
\]

Notice that the left hand side of (45) is an average of two theoretical firm gross benefit measures of the type defined by (24), whereas the right hand side is an average of the two first order approximate benefit measures (34) and (35) except that the price vector \(p_{N}^{0} = (p_{1}^{0},\ldots,p_{N}^{0})\) is replaced by the normalized price vector \(p_{N}^{1}/p_{N}^{0} = (p_{1}/p_{N}^{0},\ldots,p_{N-1}/p_{N}^{0})\) and the price vector \(p^{1}\) is replaced by the price vector \(p_{1}/p_{N}^{1} = (p_{1}/p_{N}^{1},\ldots,p_{N-1}/p_{N}^{1})\).

The class of functional forms defined by (44) can also approximate an arbitrary twice continuously differentiable restricted profit function \(\pi^{*}(p,s)\) to the second order; i.e., we have the following result:

Proposition 4: Let \(p^{*} \succcurlyeq 0_{N}\) and \(s^{*} \succcurlyeq 0_{L}\) and let a given restricted profit function \(\pi^{*}\) be twice continuously differentiable at \((p^{*},s^{*})\). Then there exists a \(\bar{\omega}\) in the class of functions defined by (44) such that (41)–(43) hold.

Thus we may regard the right hand side of (45) as an approximate benefit measure which approximates the theoretical benefit measure which appears on the left hand side of (45) to the second order. This too is a very useful result. Our earlier comments on the nice aggregation properties of the benefit measures (34) and (35) also apply to (45).

Notes.

The first order approximation approach to benefit measurement (see (36)) was pursued by Kanemoto [1980;139] in the context of a complete general equilibrium model. Revealed preference theory approaches to benefit measurement that use only pre and post project data have been developed by Negishi [1972] and Harris [1978].
The material presented in this section is related to the index number literature; see for example Caves, Christensen and Diewert [1982]. In this literature, the focus is on measuring ratios such as \( \pi(p,s^1)/\pi(p,s^0) \) rather than differences such as \( \pi(p,s^1) - \pi(p,s^0) \). However, the general principles are the same, particularly in terms of making empirically observable first order approximations and in relating certain "index number formulae", such as the right hand sides of (39) and (45), to flexible function forms. A functional form for \( \pi(p,s) \) is "flexible" if equations (41)-(43) can be satisfied, so that \( \pi \) can provide a second order approximation to an arbitrary twice continuously differentiable function. The term "flexible" is due to Diewert [1974;113]. Following the index number literature (see Diewert [1976;117]), we might call the empirically implementable gross benefit measures on the right hand sides of (39) and (45) to be "superlative" formulae for the corresponding theoretical benefit measures on the left hand sides of (39) and (45), since they are exactly correct if the functional form for \( \pi \) is in the class defined by (38) and (44) respectively. Both of these latter classes of functional forms are flexible, as Propositions 2 and 4 demonstrate.

The idea that an average of two first order Taylor series approximations to a finite difference can provide a quadratic approximation to the difference can be found in Diewert [1976;118]. Quadratic approximations have a long history in applied welfare economics, dating back to Bowley [1920;224-225] at least.

The functional form defined by the first two sets of terms on the right hand side of (44), \( g(p) \) may, was utilized in Diewert and Wales [1984].

The approach to benefit measurement outlined in this section, which derived formulae involving price and quantity data that could be observed during the two periods under consideration, might be called the accounting approach to benefit measurement.

5. Problems with the Producer Benefit Measure.

5.1 Static versus Dynamic Benefit Measures.

Recall from definition (2) that the gross benefits of a change in infrastructure services for firm \( f \) from \( s^{e0} \equiv (a^{e0}_1, \ldots, a^{e0}_m) \) to \( s^{e1} \equiv (a^{e1}_1, \ldots, a^{e1}_m) \) was defined to be \( \pi^e(p,s^{e1},k^e) - \pi^e(p,s^{e0},k^e) \), where \( \pi^e \) is the restricted profit function of firm \( f \) defined by (1) above, \( p > 0 \), is a reference vector of variable goods prices, and \( k^e \) is a reference vector of fixed capital stocks that the firm has at its disposal.

The gross benefit measure defined by (2) will almost certainly underestimate the benefits of the infrastructure change. The reason for this is that the change in infrastructure services from \( s^{e0} \) to \( s^{e1} \) will generally induce the firm to undertake longer term investment projects (that may take several years to complete) in order to take advantage of the services being provided by the new infrastructure service availabilities. For example, if a new electric power line has just been extended to a firm, it may pay the firm to replace its existing plant and equipment which ran on wood chips with new equipment which could utilize the electric power more effectively. Our static measure of gross benefits cannot capture this dynamic efficiency gain which was stimulated by the infrastructure change.

We may deal with these dynamic complications by extending our concept of the firm's production possibilities set \( \Gamma^e \) to be the set of outputs and inputs
that can be produced and utilized over time, conditional on a time stream of infrastructure services that are being provided to the firm, and conditional on the firm's fixed capital stock vector $k^t$ that the firm has inherited at the start of period $t$. Thus we follow Hicks ([1946; 325-326]), and assume that the firm's production possibilities set $T^f$ is a set of vectors $(x^1, x^2, \ldots, x^n, s^{f1}, s^{f2}, \ldots, s^{fN})$, where $x^k = (x^1, x^2, \ldots, x^n)$ represents the firm's planned production of outputs and utilization of inputs in period $t$ (if $x^k_n < 0$, then good $n$ is being used as an input in period $t$) for $t = 1, 2, \ldots, T$; $s^f_t \geq 0$ is the vector of infrastructure services that the firm expects will be made available to it during period $t$ for $t = 1, \ldots, T$; and $k^t \geq 0$ is the firm's starting capital stock vector that it has available at the beginning of period $1$.

Let $p^t = (p^1, p^2, \ldots, p^N) \geq 0$ be the positive vector of discounted period $t$ prices that the firm expects to face in period $t$ for $t = 1, \ldots, T$. We may now express the firm's intertemporal discounted profit maximization problem as follows:

\[
\max_{x^1, \ldots, x^n, s^{f1}, \ldots, s^{fN} \in T^f} \left\{ x^T p^t x^t : (x^1, \ldots, x^n, s^{f1}, \ldots, s^{fN}; k^t) \in T^f \right\} 
\]

\[
\equiv \pi^f(p^1, \ldots, p^N; s^{f1}, \ldots, s^{fN}; k^t)
\]

and the maximization problem (46) serves to define the firm's intertemporal restricted profit function $\pi^f$, which has exactly the same properties as the static $\pi^f$ defined by (1).

It would seem that all of our static theory could be adapted to the dynamic case if we used the $\pi^f$ defined by (46) instead of the $\pi^f$ defined by (2). For example, the old static gross benefits measure (2) would now be replaced by:

\[
\begin{align*}
G^f(s^{f10}, \ldots, s^{fT0}; s^{f11}, \ldots, s^{fT1}; p^1, \ldots, p^T; k^f) \\
\equiv \pi^f(p^1, \ldots, p^T; s^{f10}, \ldots, s^{fT0}; k^f) - \pi^f(p^1, \ldots, p^T; s^{f11}, \ldots, s^{fT1}; k^f).
\end{align*}
\]

The measure defined by (47) gives us the increase in the firm's discounted variable profits due to a change in the firm's intertemporal utilization stream of infrastructure services from $s^{f10}, s^{f20}, \ldots, s^{fT0}$ to $s^{f11}, s^{f21}, \ldots, s^{fT1}$ at the constant reference prices $p^1, p^2, \ldots, p^T$ for variable goods. Thus the measure (47) also reflects the firm's change in net outputs at constant prices due to the change in the infrastructure service streams delivered to the firm.

We need to spell out in more detail what the components of the price vector $p^t = (p^1, \ldots, p^N)$ might look like. If good $n$ is an output, we would have:

\[
p^t_n \equiv p^t_n(1 + r_1)(1 + r_2) \ldots (1 + r_{t-1})
\]

where $p^t_n$ is the selling price for good $n$ that firm $f$ expects to prevail in period $t > 1$ (if $t = 1$, then $p^1_n$ is the observable market price for good $n$ in the first period), and $r_t$ is the interest rate that the firm faces in period $t$. 
If good $n$ is a nondurable input (i.e., the services of the input are completely used up during the period), then (48) will also suffice to define $p_n^t$, except that now $p_n^t$ is the spot purchase price for input $n$ that the firm expects to face in period $t$.

If good $n$ is a durable input (i.e., the input yields services over a number of periods rather than just during the purchase period), then the situation is more complex. Let $p_n^t$ denote the expected purchase price for one unit of a durable input $n$ that will be purchased in period $t$ and let $\bar{p}_n^t$ denote the expected scrap value revenue the firm could expect to receive from selling one unit of the depreciated durable input in period $T$, the final period in our finite horizon model. Under these conditions, the price $p_n^t$ is defined by

$$p_n^t = \left[ \frac{1}{1+r_1} \left( \frac{1}{1+r_2} \ldots \frac{1}{1+r_{T-1}} \right) \right] - \left[ \frac{\bar{p}_n^T}{1+r_1} \left( \frac{1}{1+r_2} \ldots \frac{1}{1+r_{T-1}} \right) \right].$$

Formula (49) represents an intertemporal expected user cost for a unit of the $n$th durable input purchased in period $t$; it incorporates the usual interest rate and depreciation considerations that appear in more traditional user cost formulae. The user cost defined by (49) represents the net cost, discounted appropriately, of using the services of the durable input over the periods $t, t+1, \ldots, T$ in which it is expected to yield a stream of services. The final period scrap value price $\bar{p}_n^T$ depends on $t$, the period in which a unit of good $n$ is planned to be purchased, since the smaller $t$ is, the greater will be the depreciation in the durable good, and so the smaller will be its expected scrap value, $\bar{p}_n^t$.

The user cost formulae (49) assumes implicitly that the scrap value of a unit of durable input $n$ purchased in period $t$ is unaffected by the intensity of utilization of that good between periods $t$ and $T$. If utilization effects are important, then they can be accommodated by increasing the dimensionality of our goods space $N_T$. For example, planned purchases of durable good $n$ in period $t$ could be allocated into any three subclasses of goods which would correspond to the good being utilized intensively, lightly or at average levels over its lifetime. The definition and interpretation of the firm's technology set would be changed in accordance with this increase in dimensionality. Thus our model of intertemporal producer behavior is very general and could be modified to accommodate virtually any special model that the reader might suggest.

The government's static cost minimization problem (4) can be put into an intertemporal framework in a similar manner. To save on notation, we now define the firm $f$ infrastructure services vector $\mathbf{s}^f$ to be the time stream of the period specific vectors $\mathbf{s}^f_t$; i.e., $\mathbf{s}^f = (\mathbf{s}^f_1, \mathbf{s}^f_2, \ldots, \mathbf{s}^f_T)$ for $f = 1, 2, \ldots, F$. The government's intertemporal production possibilities set $\mathbb{T}_T^0$ is now a set of vectors $\mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}_N^1, \mathbf{x}^2, \ldots, \mathbf{x}^F, \mathbf{k}^0$ where $\mathbf{x}^t = (x^1_t, \ldots, x^N_t) \geq 0$ represents the government's planned utilization of inputs during period $t$, the intertemporal firm infrastructure supply vectors $\mathbf{s}^f \geq 0, f \in \mathbb{I}_T^0$ have been defined above, and $\mathbf{k}^0 \geq 0$ is the government's initial capital stock vector. The government's intertemporal cost minimization problem is:

$$\min_{\mathbf{x}^1, \ldots, \mathbf{x}^F, \mathbf{s}^f} \{ \mathbf{s}^f_t \mathbf{x}^t + \mathbf{c}(\mathbf{x}^1, \ldots, \mathbf{x}^N, \mathbf{s}^1, \ldots, \mathbf{s}^F, \mathbf{k}^0) \} \text{ s.t. } \mathbf{x}^t \in \mathbb{T}_t^0, \mathbf{s}^f_t \mathbf{x}^t \leq \mathbf{c}(\mathbf{x}^1, \ldots, \mathbf{x}^N, \mathbf{s}^1, \ldots, \mathbf{s}^F, \mathbf{k}^0)$$
where \( p^t \in (p_1^t, \ldots, p_n^t) > 0 \) \( n \) for \( t = 1, \ldots, T \) and the government's expected period \( t \) price for input \( n \) discounted to the present, \( s_n^t \), is defined by (48) or (49) if the input is a durable good. Note that we have used the optimized objective function for the intertemporal cost minimization problem to define the government's intertemporal restricted cost function, \( c \).

The intertemporal cost function defined by (50) will have the same mathematical properties as the static cost function defined (4), so there is no need to review these properties.

Our old net benefits function \( B \) defined above by (5) can be extended to the intertemporal context: define \( p \equiv (p_1^t, \ldots, p_n^t) \), replace the static profit functions \( s^t \) in (5) by their dynamic counterparts defined by (46) (where \( s_1^t, s_2^t, \ldots, s_n^t \) is now defined to be \( s_n^t \)), and replace the static cost function \( c \) by its dynamic counterpart (50).

Thus it would appear that all of our static theory can readily be extended to the dynamic context. However, appearances can be deceptive.

The major problem in extending the static theory to the dynamic case is that the expected future discounted price vectors \( p_1^2, p_1^3, \ldots, p_1^T \) are no longer observable market prices. From the viewpoint of ex ante analysis, we, as external observers, simply have no way of knowing what the expectations of firms and governments are about future prices. Even more troublesome is the problem of determining what the solutions would be to the intertemporal profit maximization problems (46) and the intertemporal cost minimization problem (50). Without a knowledge of these solutions, we cannot even evaluate the ex ante gross benefit measure (29), let alone the ex post approximate measures (30), (34), (35), (39) and (45).

A less fundamental but still troublesome problem with our dynamic extension of the static theory is that our intertemporal interpretation of the net benefits function (5) implicitly assumes that all firms and the government face the same sequence of one period interest rates \( r^t \) or opportunity costs of capital. This is an extremely unlikely occurrence.

A final difficulty with the intertemporal theory is the "curse of dimensionality". In going from the static case to the intertemporal case, we have multiplied the dimensionality of our private and government production possibilities sets \( T^t \) by a factor of \( T \) (approximately). As the number of parameters required to approximate restricted profit and cost functions of the type defined by (46) and (50) to the second order grows as the square of the dimensionality of the goods space, it can readily be seen that it will be virtually impossible to form such second order approximations using econometric techniques.

The results of this section may be summarized as follows: it is relatively easy to extend the static theory of benefit measurement to the intertemporal context, but the practical difficulties in implementing the intertemporal theory are enormous. Thus in empirical work, we will probably be forced to use static techniques, and to cumulate the static benefits using relatively crude discounting techniques. We should keep in mind that this latter technique for measuring the benefits of infrastructure investments will tend to underestimate the true benefits, since our crude procedure will tend to ignore increased output that will occur as firms invest optimally to take advantage of the new infrastructure services.
5.2. The Problem of Endogenous Prices for Local Goods.

Changes in infrastructure services for a regional economy tend to be large discrete changes. Hence infrastructure investment projects will tend to have relatively large effects on the local economy, and hence they may induce systematic changes in the prices of certain goods, which we will call local goods for obvious reasons. Thus holding the price vector \( p \) constant as we compare the benefits of different infrastructure investments may not be a good strategy, since some of these prices will change endogenously as the infrastructure vector changes.

We revert to the static model developed in section 2. (The reader is free to reinterpret our static model as a dynamic model as in section 5.1, but we shall deal only with the static model in this section in order to minimize notational complexities). We now interpret the \( N \) goods in the \( x = (x_1, \ldots, x_N) \) vector as interregionally traded goods which are supplied to (or demanded from) the region in a perfectly elastic manner; i.e., their prices \( (p_1, \ldots, p_N) \equiv p \) are fixed. We introduce a second class of \( N \) goods into regional economy. Their prices, \( (q_1, \ldots, q_N) \equiv q \), depend on local supply and demand conditions.

The old firm \( f \) restricted profit function defined by (1) is now redefined as:

\[
\pi_f(p, q, s^f, k^f) \equiv \max_{x, y} \{p^x + q^y : (x, y, s^f, k^f) \in \mathcal{F}\}
\]

where \( q^y \equiv \sum_{m=1}^{N} q_m y_m \), \( y = (y_1, \ldots, y_N) \) is a vector of firm net outputs of local goods (if \( y_m < 0 \), then local good \( m \) is being utilized as an input), and all of the other variables are defined as in section 1.

The old government restricted cost function defined by (4) is now redefined as:

\[
c(p, q, s^1, \ldots, s^N, k^0) \equiv \min_{x, y, 0} \{p^x + q^y : (x, y, s^1, \ldots, s^N, k^0) \in T^0\}
\]

where \( y^0 = (y_1^0, \ldots, y_N^0) \geq 0^N \) is a vector of government purchases of local goods and \( q \) is the vector of local good prices defined above, and all other variables are defined as in section 1.

Now suppose we have an initial allocation of firm infrastructure services vectors for the local economy, \( s^{f_1}, s^{f_2}, \ldots, s^{f_N} \) where \( s^{f_0} \equiv (s_1^{f_0}, s_2^{f_0}, \ldots, s_N^{f_0}) \geq 0^N \) represents the allocation received by firm \( f \). Suppose the price vector for internationally traded goods is \( p \equiv (p_1, \ldots, p_N) \geq 0 \), the government fixed capital stock vector is \( k^0 \) and the firm capital stock vectors are \( k^1, \ldots, k^F \) and the initial price vector for local goods is \( q^0 \equiv (q_1^0, \ldots, q_N^0) \geq 0^N \). Suppose \( x^{f_0}, y^{f_0} \) solves (51) when \( q = q^0 \) and \( s^f = s^{f_0} \) for \( f = 1, 2, \ldots, F \), i.e.,

\[
p^x^{f_0} + q^0 y^{f_0} = \pi_f(p, q^0, s^{f_0}, k^f), \quad f = 1, 2, \ldots, F.
\]

Suppose \( x^{0_0}, y^{0_0} \) solves the government's cost minimization problem (52) when \( q = q^0 \) and \( s^f = s^{f_0} \) for \( f = 1, \ldots, F \), i.e.,

\[
p^x^{0_0} + q^0 y^{0_0} = c(p, q^0, s^{1_0}, \ldots, s^{N_0}, k^0).
\]

Finally suppose that the government changes the vectors of firm infrastructure services to \( s^{1_1}, s^{2_1}, \ldots, s^{F_1} \). How can we measure the potential benefits of the change in infrastructure services, taking into account the endogeneity of the local prices \( q \)?

Consider the following constrained maximization problem:
\[
\max_{x, y} \sum_{i=1}^{n} p_i y_i \quad \text{subject to} \quad \sum_{i=1}^{n} (x_i - c_i) y_i \leq 0
\]

where we have defined the net benefits function \( B^* \) of the change in infrastructure services from the \( s_1^0 \) allocation to the \( s_1^f \) allocation to be the optimized objective function for problem \( (55) \). The objective function in \( (55) \) is the increase in the net value of "internationally" traded goods at the constant reference prices \( p \) over the initial net value \( p_i^{s_1^0} (x_i - c_i) \) that was produced when firm infrastructure services were at the levels \( s_1^0, \ldots, s_1^{s_0} \).

The first set of constraints in \( (55) \), \( \sum_{i=1}^{n} x_i - c_i \leq 0 \), forces the economy with the new levels of firm infrastructure services, \( s_1^f, \ldots, s_1^{s_1^f} \), to produce at least the preproject level of net outputs for locally traded goods, \( \sum_{i=1}^{n} y_i - c_i \geq \sum_{i=1}^{n} y_i - c_i \). The remaining constraints in \( (55) \) simply force the post project firm net output vectors \( (x_i^f, y_i^f) \) and the post project government input demand vectors \( (x_i^0, y_i^0) \) to be technologically feasible. \( (55) \) defines our new net benefits function which replaces \( (5) \). It is a hypothetical construct, because there is no guarantee that the regional economy will choose to produce exactly the old preproject levels of local goods net output, \( \sum_{i=1}^{n} x_i^0 - c_i \), after the infrastructure project has been undertaken.

However, \( B^* \) is an interesting pure efficiency measure for the effectiveness of the new infrastructure services allocation. If \( B^* \) turned out to be positive,

thus obviously the new local economy is better off than the old local economy, since the production of domestic outputs has not decreased, the utilization of domestic inputs has not increased (if there are no free goods in the new equilibrium, the aggregate domestic net output will remain unchanged) and the net output of internationally traded goods has increased. Thus the local economy will earn additional foreign exchange, and presumably with an adequate set of tax and transfer instruments, the local government could make everyone better off.

We now attempt to relate our new net benefits measure defined by \( (55) \) to our old net benefit measures defined by \( (5) \) for various reference prices. The following preliminary result will prove to be useful.

**Proposition 5:** Suppose the private and public production possibilities sets \( p^f \) and \( s^0 \) are such that the sets of \( (x^0, y^0) \) and \( (x^f, y^f) \) which satisfy the constraints in \( (55) \) are closed, convex sets. Then the function \( B^* \) defined by \( (55) \) may be written as the optimized objective function for the following minimization problem involving the firm restricted profit functions defined by \( (51) \) and the government’s restricted cost function defined by \( (52) \):

\[
(56) \quad B^* (s_1^0, \ldots, s_1^{s_0}, p, k^0, k^1, \ldots, k^f) = \min \left\{ \sum_{i=1}^{n} p_i y_i^f : \sum_{i=1}^{n} (x_i^f - c_i) y_i^f \leq 0, \quad \sum_{i=1}^{n} y_i^f - c_i \geq \sum_{i=1}^{n} y_i^0 - c_i \right\}
\]

**Corollary 5.1:** If the functions \( p^f \) and \( c \) are differentiable with respect to \( x^f \) then a solution \( q^f \geq 0 \) to \( (56) \) satisfies the following Kuhn-Tucker \( [1951] \) conditions:
(57) \[ \sum_{f=1}^{F} q_f \cdot \mathbf{v}^{\mathbf{e}}(p, q_f, s^{-1}, k_f) - \sum_{f=1}^{F} q_f \cdot \mathbf{v}^{\mathbf{e}}(p, q_f, s, k_f) > \sum_{f=1}^{F} q_f \cdot \mathbf{y}^{\mathbf{e}} + y^{\mathbf{e}} \]

(58) \[ q^{\mathbf{e}} \cdot [ \sum_{f=1}^{F} q_f \cdot \mathbf{v}^{\mathbf{e}}(p, q_f, s^{-1}, k_f) - \sum_{f=1}^{F} q_f \cdot \mathbf{v}^{\mathbf{e}}(p, q_f, s, k_f) ] = 0. \]

Corollary 5.2: If the functions \(\mathbf{v}^{\mathbf{e}}\) and \(c\) are differentiable with respect to \(q\) at \(q^{\mathbf{e}} \geq 0\) and conditions (57) and (58) hold, then \(q^{\mathbf{e}}\) solves the minimization problem (56).

Corollary 5.3: If \(q^{\mathbf{e}} \neq 0\), then condition (58) may be dropped from the previous two corollaries and the inequalities in (57) must be changed to equalities.

In view of Hotelling's Lemma (equation (15) in Appendix 1) and Shephard's Lemma (equations (14) in Appendix 2), we see that the equality version of the inequalities in (57) simply represents the first set of constraints in (55); i.e., the post project net supply vector for domestic goods should equal the corresponding pre project vector. The prices \(q^{\mathbf{e}}\) are the equilibrium prices for this set of equations. The more general system of inequalities and equations, (57) and (58), simply makes allowances for the possible existence of free domestic goods.

Inserting a solution \(q^{\mathbf{e}} \geq 0\) for (56) into the objective function in (56) yields the following expression for the net benefits of an infrastructure investment project with local goods:

(59) \[ B^e = \sum_{f=1}^{F} q_f \cdot \mathbf{v}^{\mathbf{e}}(p, q_f, s^{-1}, k_f) - c(p, q_f, s^{-1}, k_f) \]

Now does \(B^e\) defined by (55), (56), or (59) compare to the following fixed price benefit measures that are counterparts to (5)?

(60) \[ B^0 = \sum_{f=1}^{F} q_f \cdot \mathbf{v}^{\mathbf{e}}(p, q_f, s^{-1}, k_f) - \mathbf{v}^{\mathbf{e}}(p, q_f, s, k_f) \]

- \(c(p, q_f, s^{-1}, k_f) = c(p, q_f, s, k_f)\)

(61) \[ B^1 = \sum_{f=1}^{F} q_f \cdot \mathbf{v}^{\mathbf{e}}(p, q_f, s^{-1}, k_f) - \mathbf{v}^{\mathbf{e}}(p, q_f, s, k_f) \]

- \(c(p, q_f, s^{-1}, k_f) = c(p, q_f, s, k_f)\)

Note that the net benefit measure (60) uses the preproject prices \(p, q^0\) as constant reference prices while the measure defined by (61) uses the (hypothetical) post project prices \(p, q^1\) as constant reference prices.

Proposition 6: If the technology sets are appropriately convex so that we can apply Proposition 5 and the solution \(q^{\mathbf{e}}\) to (56) is positive (i.e., \(q^{\mathbf{e}} > 0\)), then \(B^e\) defined by (55), (56) or (59) lies between the two constant price measures defined by (60) and (61); i.e., we have

(62) \[ B^1 < B^e < B^0. \]

Thus using the constant preproject price benefit measure \(B^0\) will tend to overstate the endogenous local price measure \(B^e\), while using the constant
(hypothetical) post project price measure \( B^1 \) will tend to underestimate the "true" benefits \( B^a \). Thus our technique of taking an average of pre and post project benefit measures explained in section 4 above is useful not only for the numerical approximation reasons explained there, but also as a means of more closely approximating the "true" benefit measure \( B^a \); i.e.,

\[
(1/2)B^0 + (1/2)B^1 \text{ will probably be closer to } B^a \text{ than either } B^0 \text{ or } B^1 \text{ taken separately.}
\]

We now examine how first and second order approximations to our new endogeneous local price benefit measure defined by (55) compare to first and second order approximations to our old constant price benefit measures of the type defined by (5), two of which are \( B^0 \) and \( B^1 \) defined by (60) and (61).

**Proposition 7:** The first order approximations to \( B^a \) and \( B^0 \) around the \( s^{f0} \) allocation coincide; i.e., we have

\[
\begin{align*}
B^a(s^{10},...,s^{f0}; s^{11},...,s^{PF}, p, k^0, k^1,...,k^P) \\
= \sum_{f=1}^{F} \left[ v_s^f \left( p, q^0, s^{f0}, k^f \right) - v_s^0 \left( p, q^0, s^{10},...,s^{f0}, k^0 \right) \right] \cdot \left[ s^{f1} - s^{f0} \right] \\
= \sum_{f=1}^{F} \left[ w^f - m^f \right] \cdot \left[ s^{f1} - s^{f0} \right] \\
= B^0.
\end{align*}
\]

The firm willingness to pay vectors at the preproject allocation are defined by \( w^{f0} = v_s^f \left( p, q^0, s^{f0}, k^f \right), f = 1,...,F \), and the government's marginal cost vector for supplying firm \( f \) is defined by \( m^{f0} = v_s^0 \left( p, q^0, s^{10},...,s^{f0}, k^0 \right) \).

For \( f = 1,...,F \). Although the constant price benefit measure \( B^0 \) approximates the endogeneous price benefit measure \( B^a \) to the first order, this equality is not maintained when we approximate each measure to the second order around the initial allocation of infrastructure services \( s^{10},...,s^{PF} \).

**Proposition 8:** The second order approximation to the constant price benefit measure \( B^0 \) defined by (60) around the initial allocation \( s^{10},...,s^{PF} \) is always equal to or greater than the corresponding second order approximation to the endogeneous local prices benefit measure \( B^a \) defined by (56) or (59).

We note that the proof of Proposition 8 in Appendix 4 develops some useful formulae for the second order approximations to \( B^0 \) and \( B^a \). These formulae may be evaluated if we have a knowledge of the first and second derivatives of the firm profit functions \( \pi^f \) and the government cost function \( c \) evaluated at the initial preproject equilibrium.

We may summarize the results of this section as follows. The existence of large infrastructure projects that will affect at least some prices in the regional economy led us to define a new benefit measure \( B^a \) that recognized the possibility of endogeneous prices. However, Proposition 6 shows that our new benefit measure \( B^a \) will fall nicely between our old constant price benefit measures \( B^0 \) and \( B^1 \). Proposition 7 told us that to the first order, the new measure is indistinguishable from the old measure \( B^0 \), but Proposition 8 told us that to the second order, the old constant price benefit measure will be larger than the new endogeneous price benefit measure \( B^a \).

We turn now to another major source of difficulty with our original measure of firm benefits 5).
5.3 The Neglect of Consumer Benefits

The construction of a new road or a new water line will benefit not only firms in the project affected area, but also consumers living there. How can we measure the pure efficiency effects of a project when consumers receive benefits from the project?

Our approach to this problem may be explained as follows. We freeze each household at its preproject level of welfare. We then introduce the infrastructure investment project into the regional economy and determine whether additional foreign exchange can now be extracted from the local economy while preserving household utility levels and regional supply equals demand constraints.

We assume that there are \( H \) households in the region and that the initial household \( h \) infrastructure services consumption vector is \( S^h_0 = (S^h_{10}, S^h_{20}, \ldots, S^h_{I0}) \geq 0 \) for \( h = 1, \ldots, H \). The government is initially supplying firm \( f \) with amounts \( s^f_0 = (S^f_{10}, S^f_{20}, \ldots, S^f_{I0}) \geq 0 \) of infrastructure services for \( f = 1, 2, \ldots, F \). As in the previous section, we assume that the fixed price vector for the \( N \) interregionally traded goods is \( p = (p_1, \ldots, p_N) \geq 0 \) and the initial price vector for the \( N \) local goods is \( q^0 = (q^0_1, \ldots, q^0_N) \geq 0 \). The old government restricted cost function defined by (52) is now redefined by

\[
(63) \quad c(p, q, s^f, s^i, s^h, k^0) \equiv \min_{x, y, z} \{ p'x + q'y \}
\]

\[
\text{subject to } (x^0, y^0, s^f, s^i, s^h, k^0) \in T^0
\]

where \( k^0 \) is the government's initial fixed capital stock, and \( s^f \) and \( s^h \) are the infrastructure service vectors that are to be supplied to firm \( f \) and household \( h \) respectively. We assume that \( x^0, y^0 \) solves (63) when we are at the initial period 0 allocation of infrastructure services; i.e.,

\[
(64) \quad p'x^0 + q'y^0 = c(p, q, s^f, s^i, s^h, k^0).
\]

We assume that consumer preferences over different combinations \( c = (c_1, \ldots, c_H) \) of interregionally traded goods, \( d = (d_1, \ldots, d_H) \) of locally traded goods and of infrastructure services can be represented by utility functions. Thus if \( u^h(c, d, s^h) \) denotes the utility function for household \( h \), we define the corresponding expenditure function \( m^h \) by

\[
(65) \quad m^h(u^h, p, q, s^h) = \min_{c, d} \{ p'c + q'd : u^h(c, d, s^h) \geq u^h \}
\]

for \( h = 1, 2, \ldots, H \). For the mathematical properties of expenditure functions, see Appendix 3. We define the initial utility level for household \( h \) to be \( u^0_h \) for \( h = 1, \ldots, H \). We also assume that the initial consumption vector \( (c^0, d^0) \) for household \( h \) solves the expenditure minimization problem (65) when \( u = u^0_h \), \( q = q^0 \) and \( s^h = s^h_0 \); i.e., we have for \( h = 1, \ldots, H ;
\]

\[
(66) \quad p'c^0 + q^0'd^0 = m^h(u^0, p, q^0, s^h_0).
\]

Finally we assume that \( x^0, y^0 \) solves the firm \( f \) restricted profit maximization problem (51) when \( q = q^0 \) and \( s^f = s^f_0 \), so that relations (53) continue to hold.

We wish to define a net benefit measure \( B \) for a change in the government's supply of infrastructure services to firms and households from...
the initial allocation \( s^{10}, \ldots, s^{F0}, \ldots, s^{H0} \) to a new allocation \( s^{11}, \ldots, s^{F1}, \ldots, s^{H1} \). Consider the following constrained maximization problem (67) (which is the extension of (55) to cover the case of consumer benefits):

\[
\begin{align*}
\max_{x, y, x^F, y^F, r^{0}, r^{H}, x^0, c^h, d^h} & \quad x^0 - x^0 - p^F_{\sum_{f=1}^{F} x^F - x^0 - \sum_{h=1}^{H} c^h} + p^H_{r^{H} - r^{H} - \sum_{h=1}^{H} d^h} \\
\text{s.t.} & \quad 0 \geq x^0, y^0, s^{11}, \ldots, s^{F1}, s^{11}, \ldots, s^{H1}, k^0, y^0; \\
& \quad (x^F, y^F, s^{F1}, k^F) \in \tau^F \text{ for } f = 1, \ldots, F; u^0(c^h, d^h, s^{H1}) \geq u^0 \\
& \quad \text{for } h = 1, 2, \ldots, H \\
\end{align*}
\]

where we have defined our new net benefits function \( B^* \) to be the optimized value of the objective function for (67). \( B^* \) also depends on the fixed capital stock vectors \( k^0, k^1, \ldots, k^F \), but since these are being held constant, we need not mention them explicitly. The objective function in (67) is the net supply of internationally traded goods less household and government demands, \( p^F_{\sum_{f=1}^{F} x^F - x^0 - \sum_{h=1}^{H} c^h} \) minus the economy's initial net supply of internationally traded goods less government and household demands, \( p^H_{r^{H} - r^{H} - \sum_{h=1}^{H} d^h} \). The first set of constraints in (67) represents the supply equal to or greater than demand constraints for the local goods in the economy (the vector \( \bar{y} = (y_1^*, \ldots, y_H^*) \) represents an endowment vector of local goods for the regional economy); the next set of constraints represents the government technology constraints given that the government will now supply services \( s^{11}, \ldots, s^{F1} \) to firms and services \( s^{11}, \ldots, s^{H1} \) to households; the next set of constraints represents the firm technological constraints; and the final set of constraints ensures that each household will attain its preproject level of welfare, \( u_h^0 \) for household \( h \). If \( B^* \) turns out to be positive, then the project (i.e., the change in infrastructure services from \( s^{10}, \ldots, s^{F0}, \ldots, s^{H0} \) to \( s^{11}, \ldots, s^{F1}, s^{11}, \ldots, s^{H1} \)) is obviously potentially beneficial since the economy's resource constraints are respected, each household has at least its old welfare level, and the government ends up with extra foreign exchange, which presumably can be used to increase welfare. However, it is important to remember that the solution to (67) gives a hypothetical allocation of resources that need not be realized in period 1. We shall assume that the endowment vector \( \bar{y} \) in (67) satisfies the following equation:

\[
\bar{y} = \sum_{f=1}^{F} x^F - x^0 - r^{H} - \sum_{h=1}^{H} d^h.
\]

Thus we are implicitly assuming that the economy's period 0 endowment vector of domestic goods is also applicable to the economy represented in the constrained maximization problem (67).

The following Proposition is a counterpart to Proposition 5.

**Proposition 9**: Suppose \( \bar{y} \) is defined by (68) and \( B^* \) is defined by (67). Suppose also that \( x^0, y^0, r^F, x^F, y^F, u^F, x^0, y^F, u^F, c^h, d^h \) are such that the feasible sets defined by the last three sets of constraints
in (67) are closed convex sets (closedness and convexity of the sets \(\pi^0, \pi^1, \ldots, \pi^f\) and continuity and quasiconcavity of the utility functions \(v^h\) will ensure this). Finally assume that a feasible solution for (67) exists which satisfies the \(M\) inequality constraints in (67) strictly. Then \(B^*\) may be expressed as the optimised objective function for the following minimization problem involving the firm profit functions \(\pi^f\) defined by (51), the government's cost function \(c\) defined by (63) and the consumer expenditure functions \(m^h\) defined by (65):

\[
B^* = \min_{q_0} \left\{ \sum_{f=1}^F \pi^f(p, q, s^{f1}, s^{f0}) - c(p, q, s^{11}, \ldots, s^{F1}, s^{11}, \ldots, s^{H1}, k^0) \right\}
\]

\[
-\sum_{h=1}^H m^h(u^0_h, p, q, s^{h1}) - p^* \left[ \pi^f_{\pi^f} s^f_{\pi^f} \right] + p^* \left[ \sum_{h=1}^H c^h_{\pi^f} s^h_{\pi^f} \right]
\]

\[
- \sum_{f=1}^F \left[ \gamma^f_{\pi^f} f^0_{\pi^f} y^0_{\pi^f} \right] + q^* \left[ \sum_{h=1}^H d^h_{\pi^f} s^h_{\pi^f} \right].
\]

**Corollary 9.1:** If the functions \(\pi^f, c,\) and \(m^h\) are differentiable with respect to the components of \(q\), then a positive solution \(q^1 > 0\) to the minimization problem (69) satisfies the following first order necessary conditions:

\[
\sum_{f=1}^F \pi^f_p(p, q, s^{f1}, s^{f0}) - c_q(p, q, s^{11}, \ldots, s^{F1}, s^{11}, \ldots, s^{H1}, k^0)
\]

\[
-\sum_{h=1}^H m^h_s(u^0_h, p, q, s^{h1}) = \sum_{f=1}^F \pi^f_{\gamma^f} f^0_{\gamma^f} y^0_{\gamma^f} + \sum_{h=1}^H c^h_{\gamma^f} s^h_{\gamma^f}.
\]

Using (15) in Appendix 1, we know that the vector of derivatives \(\pi^f_q\) which appears in (70) is producer \(f\)'s vector of profit maximizing net supply functions for domestic goods. Using (15) in Appendix 2, we see that the vector of derivatives \(\pi^f_q\) is the government's vector of cost minimizing demand for domestic goods. Using property (2) in Appendix 3, we see that the vector of derivatives \(\pi^m_q\) which appears in (70) is household \(h\)'s vector of expenditure minimizing net demand functions (or Hicksian net demand functions) for domestic goods, conditional on household \(h\) receiving the vector \(s^{h1}\) of infrastructure services. Thus the system of equations (70) is the system of \(M\) net supply equals demand equations for domestic goods which determines the equilibrium domestic price vector \(q^1 = (q_1, q_2, \ldots, q_M)\) for the regional economy's hypothetic equilibrium associated with the new infrastructure services allocation represented by the 4 dimensional vectors \(s^{11}, \ldots, s^{F1}, s^{11}, \ldots, s^{H1}\).

Inserting a solution \(q^1\) to the minimization problem (69) yields the following expression for the net benefits of a change in the allocation of infrastructure services from the initial allocation \(s^{10}, \ldots, s^{F0}, s^{10}, \ldots, s^{H0}\) to the new allocation \(s^{11}, \ldots, s^{F1}, s^{11}, \ldots, s^{H1}\):

\[
B^* = \sum_{f=1}^F \left[ \pi^f(p, q^1, s^{f1}, s^{f0}) - p^* w^f_{\pi^f} q^1 f^0_{\pi^f} \right]
\]

\[
- \sum_{h=1}^H \left[ m^h(u^0_h, p, q^1, s^{h1}) - p^* c^h_{\pi^f} q^1 s^h_{\pi^f} \right].
\]

**Formula (71) is valid for large changes in the allocation of infrastructure services and no differentiability restrictions are required for its validity. However, we do require the relatively weak restrictions listed in Proposition 9 above.**

How does the endogenous price measure of benefits defined by (69) or (71) compare to the following fixed price benefit measures that are the natural
extensions to the entire economy of our old firm constant price benefit measures defined by (5)?

\[
B^0 \equiv \Sigma_{f=1}^F \left[ \tau^f(p, q^0, s^{f1}, k^f) - \tau^f(p, q^0, s^{f0}, k^f) \right]
- \left[ c(p, q^0, s^{11}, ..., s^{1}, s^{11}, ..., s^{H1}, k^0) - c(p, q^0, s^{11}, ..., s^{P0}, s^{10}, ..., s^{H0}, k^0) \right]
- \Sigma_{h=1}^H \left[ mh(u^0_h, p, q^0, s^{h1}) - mh(u^0_h, p, q^0, s^{h0}) \right];
\]

\[
B^1 \equiv \Sigma_{f=1}^F \left[ \tau^f(p, q^1, s^{f1}, k^f) - \tau^f(p, q^1, s^{f0}, k^f) \right]
- \left[ c(p, q^1, s^{11}, ..., s^{1}, s^{11}, ..., s^{H1}, k^0) - c(p, q^1, s^{11}, ..., s^{P0}, s^{10}, ..., s^{H0}, k^0) \right]
- \Sigma_{h=1}^H \left[ mh(u^1_h, p, q^1, s^{h1}) - mh(u^0_h, p, q^1, s^{h0}) \right].
\]

Note that the constant reference prices in (72) are the pre project prices \( p, q^0 \) while the reference prices in (73) are the post project prices \( p, q^1 \) where \( q^1 \) is a solution to (69) and thus the price vector for local goods in the post project hypothetical economy that is associated with the post project allocation of infrastructure services \( s^{11}, ..., s^{P1}, s^{11}, ..., s^{H1} \) and the pre project distribution of real income \( u^0_0, ..., u^0_H \).

**Proposition 10:** Suppose the hypotheses of Proposition 9 hold and in addition, the solution \( q^1 \) to (69) is positive; i.e., \( q^1 \geq q^0 \). Then \( B^* \) defined by (69) or (71) lies between the two constant price benefit measures defined by (72) and (73); i.e., we have

\[
B^1 \leq B^* \leq B^0.
\]

The above Proposition is valid for large projects and does not require any differentiability assumptions. As was the case with Proposition 6, \((1/2)B^0 + (1/2)B^1 \) will probably be closer to the "true" benefit measure \( B^* \) than either \( B^0 \) to \( B^1 \) taken separately.

We now examine how first and second order approximations to our new endogenous local price benefit measure \( B^* \) defined by (67) or (69) compare to first and second order approximations of the constant price benefit measure \( B^0 \) defined by (72).

**Proposition 11:** The first order approximations to \( B^* \) and \( B^0 \) around the preproject allocation of infrastructure services coincide; i.e., we have

\[
B^*(s^{11}, ..., s^{P1}, s^{11}, ..., s^{H1})
= \Sigma_{f=1}^F \left[ \tau^f(p, q^0, s^{f0}, k^0) - \tau^f(p, q^0, s^{f1}, k^f) \right]
- \left[ c(p, q^0, s^{11}, ..., s^{1}, s^{11}, ..., s^{H1}, k^0) - c(p, q^0, s^{11}, ..., s^{P0}, s^{10}, ..., s^{H0}, k^0) \right]
- \Sigma_{h=1}^H \left[ mh(u^0_h, p, q^0, s^{h1}) - mh(u^0_h, p, q^0, s^{h0}) \right].
\]

In definition (67), \( B^* \) is a function of many variables, including \( s^{11}, ..., s^{P1} \) and \( s^{11}, ..., s^{H1} \). In (75), these other variables are held constant.
so we have suppressed mention of them. Similarly, in definition (72), $B^0$ is a function of many variables in addition to the $s^f$ and $s^h$. In (75), these other variables are held constant. In (75), we have defined producer $f$'s initial willingness to pay for infrastructure services vector as $w^{f0} = \nabla_{s^f} c(p,q^0,s^{10},\ldots,s^{f0},s^{10})$; see equation (31) in Appendix 2, where we also indicated that $w^{f0}$ would be nonnegative if the firm $f$ production possibilities set $T^f$ satisfied a free disposal assumption. In (75), we also defined the government's firm $f$ marginal cost vector by $m^{f0} = \nabla_{s^f} c(p,q^0,s^{10},\ldots,s^{f0},s^{10})$ and the marginal cost vector for producing infrastructure services for household $h$ by $m^{h0} = \nabla_{s^h} c(p,q^h,s^{10},\ldots,s^{f0},s^{10},\ldots,s^{h0},k^0)$; see equation (20) in Appendix 2, where we also indicated that $m^{f0}$ and $m^{h0}$ would be non-negative vectors if the government production possibilities set $T^f$ satisfied a free disposal property. Finally, in (75) we have defined household $h$'s initial willingness to pay for infrastructure services vector as $w^{h0} = \nabla_{s^h} c(p,q^h,s^{10},\ldots,s^{f0},s^{10})$; see equation (6) in Appendix 3. Proposition 3 in Appendix 3 indicated that $w^{h0}$ would be nonnegative if the household $h$ utility function $v^h$ satisfied a certain free disposal property.

Note that the first order approximation to $B^*$ or $B^0$ defined by (75) can readily be formed provided that we know: (i) the initial allocation of infrastructure services across firms and households, $s^{10},\ldots,s^{f0}$ and $s^{10},\ldots,s^{h0}$, (ii) the post project allocation of infrastructure services across firms and households, $s^{11},\ldots,s^{f1}$ and $s^{11},\ldots,s^{h1}$, (iii) the initial producer willingness to pay vectors $w^{h0}$, (iv) the initial consumer willingness to pay vectors $w^{h0}$, and (v) the initial marginal cost of producing extra units of infrastructure services vectors for firms $m^{f0}$ and for households $m^{h0}$.

Although the constant price benefit measure $B^0$ approximates the endogenous price benefit measure $B^*$ to the first order, this equality is not maintained when we approximate each measure to the second order around the initial allocation of infrastructure services, as is shown in the following Proposition.

**Proposition 12:** The second order approximation to the constant price benefit measure $B^0$ defined by (72) around the initial infrastructure services allocation $s^{10},\ldots,s^{f0},s^{10},\ldots,s^{h0}$ is always equal to or greater than the corresponding second order approximation to the endogenous local prices benefit measure $B^*$ defined by (69).

We provide explicit expressions for the second order approximations to $B^0$ and $B^*$ in Appendix 4. These formulae may be evaluated if we have a knowledge of the first and second derivatives of the firm profit functions $v^f$, the government's cost function $c$, and the household expenditure functions $m^h$ evaluated at the initial preproject equilibrium.

The second order approximation to $B^*$ (call it $B^*$) is particularly useful, since it may be used to guide government investment in infrastructure policies, e.g., consider the following constrained maximization problem involving the second order approximation to $B^*$:

\[
\max_{s^{11},\ldots,s^{f1},s^{11},\ldots,s^{h1},s^{10},\ldots,s^{h0}} B^*(s^{11},\ldots,s^{f1},s^{11},\ldots,s^{h1}): \ s^{f1} \geq 0_{F}, s^{h1} \geq 0_{H} \quad \text{for} \quad f=1,\ldots,F; \ h=1,\ldots,H.
\]
The constrained maximization problem (76) is a quadratic programming problem (see Dantzig [1963; 490–497] for discussion and an algorithm). Moreover, if the firm technology sets \( x^f \) and the government technology set \( x^0 \) are convex and the household utility functions \( U^h \) are quasiconcave (see (7) in Appendix 3 for a definition of quasiconcavity), then it can be shown that (76) is a concave quadratic programming problem, and the Dantzig algorithm will solve (76) rather easily. The resulting solution to (76) would provide the government with an approximately optimal infrastructure investment policy.

Recall that the first order approximation to \( B^*(s^{11}, \ldots, s^{1f}, s^{1f}, \ldots, s^{1h}) \) was defined by (75). This formula may be used to derive necessary conditions for the optimality of the initial infrastructure services allocation \( s^{10}, \ldots, s^{1f}, s^{1f}, \ldots, s^{1h} \). Thus if \( B^* \) is at a maximum with respect to \( s^{11}, \ldots, s^{1f}, s^{1f}, \ldots, s^{1h} \) at the initial allocation, and the initial allocation is positive so that \( s^{f0} > 0 \) for \( f = 1, \ldots, F \) and \( s^{h0} > 0 \) for \( h = 1, \ldots, H \), then the following optimality conditions will be satisfied:

\[
V_{s^{10}} B^*(s^{11}, \ldots, s^{1f}, s^{1f}, \ldots, s^{1h}) = w^{f0} - m^{f0} = 0, \quad f = 1, \ldots, F, \tag{77}
\]

\[
V_{s^{1h}} B^*(s^{11}, \ldots, s^{1f}, s^{1f}, \ldots, s^{1h}) = w^{h0} - m^{h0} = 0, \quad h = 1, \ldots, H, \tag{78}
\]

where the vectors \( w^f, m^f, h^f \) and \( w^h, m^h \) were defined below (75). If \( q^0 > 0^f \), then (70) will also hold except that \( q^{1h} \) and the \( s^{1f} \) are replaced by \( q^0 \), \( s^{h0} \) and the \( s^{f0} \).

If \( s^{f0} = 0 \), then the ith equation in (77) for this index \( f \) is replaced by Kuhn-Tucker optimality condition, \( w^{f0}_i - m^{f0}_i \leq 0 \). If \( s^{h0}_i = 0 \), then the ith equation in (78) for this index \( h \) is replaced by the optimality condition \( w^{h0}_i - m^{h0}_i \leq 0 \).

If all firms are able to consume the same vector of infrastructure services so that \( s^{f} = s \) for all \( f \), then the F conditions (77) collapse down to the following condition:

\[
V_{s} B^*(s^{0}, s^{10}, \ldots, s^{1h}) = \sum_{f=1}^{F} w^{f0} - m^{0} = 0_1, \tag{79}
\]

where \( m^{0} = m^{f0} \) is the common vector of marginal costs and \( s^{0} = s^{f0} > 0 \) is the common vector of firm infrastructure services. Conditions (79) correspond to optimality conditions derived by Kaizuka [1965] and Sandmo [1972].

If all households are able to consume the same vector of infrastructure services so that \( s^{h} = s \) for all \( h \), then the H optimality conditions (78) collapse down to the following condition:

\[
V_{s} B^*(s^{10}, \ldots, s^{f0}, s^{0}) = \sum_{h=1}^{H} w^{h0} - m^{0} = 0_1, \tag{80}
\]

where \( m^{0} = m^{h0} \) is the common vector of marginal cost and \( s^{0} = s^{h0} > 0 \) is the common vector of household infrastructure services. The I equations in (80) correspond to Samuelson's [1964] conditions for the optimal provision of public goods to consumers. Hence we may interpret conditions (79) as the corresponding conditions for the optimal provision of public goods to producers in the case where all producers are able to consume the common producer vector of infrastructure services.
If all consumers and all producers are able to consume exactly the same vector of infrastructure services so that \( s^f = s = \bar{S} = s^h \) for all \( f \) and \( h \), then the \( P \) plus \( N \) optimality conditions (77) and (78) collapse to the following single optimality condition:

\[
\sum_{f=1}^{P} w^f + \sum_{h=1}^{N} w^h = m^0 - M^0
\]

where \( m^0 = M^0 \) is the common vector of marginal costs and \( s^0 = s^f = s^h > 0 \) is the common vector of infrastructure services that is initially supplied to all firms and households in the regional economy.

Thus our general model contains the usual public good models as special cases.

Finally, we note that our open economy model can readily be specialized to the case of a closed economy: we need only let \( N = 1 \) and set \( p = p_1 = 1 \), so that our single internationally traded good may now be interpreted as a numeraire domestic good.

Notes.

One of the best references on intertemporal producer theory is still Hicks [1946:325-328]. The general intertemporal producer model that we suggested in section 5.1 follows that of Hicks. More theoretically restrictive, but more empirically tractable, models may be found in Dorfman, Samuelson and Solow [1958:ch.12], Diewert and Lewis [1982] and Diewert [1985b].
Econometric techniques for estimating consumer's preference functions with infrastructure services or public goods as arguments are outlined in Diewert [1978:31-33] and Kanemoto [1985].

An important limitation of our analysis is the absence of tax and monopolistic distortions. Tsunek [1984] deals with these complications in the context of his public goods investment model as does Diewert [1984b] in the context of his simple project evaluation model.

6. Alternative Approaches to Benefit Measurement

In this section, we list some of the alternative empirical approaches that could be used to measure the benefits of infrastructure investments. We also list some of the difficulties associated with each approach. The reason for putting this section so late in the paper is that before we measure something, we first must have a precise theoretical concept for what we are trying to measure. Thus in this section, we shall draw heavily on the theoretical benefit measures defined in the earlier sections of this paper.

6.1 The Questionnaire or Sample Survey Approach

The three main theoretical benefit measures that we have considered in this paper were (5), (55) and (67). The simplest benefit measure (5) requires information only on the firm restricted profit functions \( \pi^f \) and the government's cost function \( c \). The endogenous price firm benefit measure (55) also requires information on the regional economy's initial net production vectors of local goods. The general equilibrium benefit measure defined by (67) requires additional information on household expenditure functions \( m^h \), which provide an alternative representation of household utility functions \( u^h \).

We saw in section 3 that a knowledge of firm willingness to pay functions was essentially equivalent to a knowledge of the firm restricted profit functions. In a similar manner, we could show that a knowledge of the government's marginal cost functions is sufficient to determine the restricted cost function, and a knowledge of the household willingness to pay functions is sufficient to determine household expenditure functions up to an additive constant. Thus our first approach to measuring the benefits of infrastructure investments is to simply ask firms and households what their willingness to pay functions are and to ask government production managers what their marginal cost functions are.

This straightforward questionnaire approach suffers from a number of difficulties.

The first difficulty is the incentive compatibility problem mentioned in section 1; i.e., it may be difficult to get producers and consumers to reveal their true willingness to pay functions, since it may well be in their best interests to behave strategically. Theoretically, this problem of strategic behaviour can be eliminated if the rather complex questionnaire technique based on the Groves [1976] mechanism due to Green, Kohlberg and Laffont [1975] and explained in Varian [1978;203] is used. However, the scheme is so complex, that it may be difficult to explain it to producers and consumers.

There are also theoretical difficulties with this technique in the inter-temporal context, when we do not know exactly what will happen in the future.

A second difficulty is that we want entire willingness to pay schedules, as functions of various exogenous variables. It may be difficult to explain
to producers and consumers the conditional nature of the desired willingness to pay functions. Moreover, it may be very costly or virtually impossible for producers to undertake the necessary internal computations to calculate their willingness to pay for an extra unit of infrastructure services, conditional on hypothetically possessing various quantities of other infrastructure services.

A final difficulty with the questionnaire approach is that the potential users of a new infrastructure service that may be supplied to a region may not be present in the survey area when the questionnaire is distributed. This difficulty also applies to the approaches outlined below in sections 6.4, 6.5 and 6.6.

6.2 Ex Post Accounting Approaches

In section 4, we identified a number of direct ex post accounting approaches for measuring the benefits to a firm of an infrastructure investment; e.g., see the first order approximation formulae (29) and (30) and the second order approximation formula (39). These formulae depend on information about the utilization of infrastructure services by firms during the two periods being compared and the corresponding willingness to pay vectors. An extension of the firm approximate gross benefits measure (29) to an approximate aggregate firm net benefits measure is provided by formula (62). An extension of the net benefits measure to include consumers is provided by (75).

In section 4, we also derived a number of indirect ex post accounting formulae for measuring the benefits to a firm of an infrastructure services change; e.g., see the first order approximation formulae (34) and (35) and the second order approximation formula (45). These indirect approaches require information on the firm's production of outputs and utilization of variable inputs during the two periods as well as information on the corresponding prices. We did not pursue these indirect ex post accounting approaches to approximate the general equilibrium benefit measure (67), but this could be done.

The primary advantage to these accounting approaches to benefit measurement is their simplicity: they require only potentially observable price and quantity data for the two situations that are being compared.

Of course, there are a number of disadvantages as well. The first is that the second order approaches are limited to the ex post evaluation of projects, and hence they are useless for planning purposes; i.e., for guiding infrastructure investment in an optimal way. (The first order formulae (29), (34), (62) and (75) do not suffer from this defect, but they have the drawback of being only first order approximations).

A second major difficulty is that the consumer and producer willingness to pay vectors at the initial allocation, $w^{i0}$ and $w^{c0}$, may be impossible to observe, particularly for categories of infrastructure services that are not being supplied in period 0. Hence we will be forced to make guesses for these vectors, and as a result, the validity of our approximate benefit measures will be severely impaired.

A third difficulty is that the dynamic version of these approximate benefit measures will be virtually impossible to evaluate, since we cannot observe future planned quantities in the current period.
6.3 Engineering and Mathematical Programming Approaches

In this approach, the firm production possibilities sets $\mathcal{T}^f$ in (1) and the government's production possibilities set $\mathcal{T}^0$ in (4) are described by convex combinations of discrete vectors or activities. These activity vectors are constructed on the basis of best practice engineering information. For references to the engineering approach to production function or technology set modelling, see Berndt and Wood [1979] and Hoffman and Jorgenson [1977]. The firm variable profit functions $\pi^f$ defined by (1) and the government's restricted cost function $c$ defined by (4) are defined as solutions to these mathematical programming problems, where the sets $\mathcal{T}^f$ and $\mathcal{T}^0$ are described in terms of engineering data. The net firm benefits function $B$ defined by (5) can be defined in terms of the "engineering data" determined functions $\pi^f$ and $c$ (or more directly in terms of the sets $\mathcal{T}^f$ and $\mathcal{T}^0$). The endogenous price firm net benefits function $B^*$ can also be defined directly in terms of the sets $\mathcal{T}^f$ and $\mathcal{T}^0$ as the solution to a mathematical programming problem.

Although the engineering approach to benefit measurement is easy to describe, it is not easy to implement. It may be very difficult to form accurate estimates of the relevant technology sets using engineering information. In every regional economy there are thousands of goods and thousands of alternative processes to be evaluated. The pure engineering approach does not allow one to use prices to aggregate goods into a smaller, more manageable number of goods. (However, for an "impure" engineering approach, see Kopp and Smith [1983].) Thus the engineering approach may well lead one into an overwhelming amount of detail and complexity. In order to reduce the complexity, our engineers implementing this approach to benefit measurement will have to take various dubious shortcuts and make subjective judgements. Thus the final benefit measures which emerge may be unreliable.

A second major difficulty is that the approach ignores consumer benefits. However, this defect could be overcome by marrying the engineering approach on the technology side to the econometric or revealed preference approaches on the consumer side; e.g., see Manne [1977] and Ginsburgh and Hazelbroek [1981].

6.4 The Applied General Equilibrium Modelling Approach

In the applied general equilibrium modelling approach to the evaluation of alternative government policies such as alternative investment in infrastructure strategies, functional forms are assumed for producer production functions (or their dual profit functions), for government production functions (or their dual cost functions) and for household utility functions (or their dual expenditure functions). The parameters which describe these functional forms are chosen so that the general equilibrium model replicates exactly the data for a base situation. The chosen functional forms are usually of the Cobb-Douglas, Leontief (or fixed coefficients), or C.E.S. (constant elasticity of substitution) type. For the Cobb-Douglas and Leontief functional forms, the base period data suffice to determine all unknown parameters. For the C.E.S. functional form, the base period data must be augmented by estimates (based on econometric investigations) for various elasticities of substitution. The calibration procedures are well explained in Mansur and Whalley [1984]. The entire approach is well surveyed by Shoven and Whalley [1984].
Obviously this calibration procedure could be applied to our firm benefit measures (5) and (55) and to our more general benefit measure defined by (67). The resulting programming problems would be easier to solve than the full blown general equilibrium models that appear in the applied G.R. modelling literature, since we do not require the existence of equilibrium prices in our measures (55) and (67), and hence the burdensome computation of fixed points is avoided.

Jorgenson [1984a] and Lau [1984a] both directed some criticisms against the calibration approach, criticisms that are equally valid in our present context. They observed that the assumed functional forms are too restrictive and are frequently rejected by econometric tests that use less restrictive functional forms. In principle, flexible functional forms (i.e., ones that can provide a second order approximation) could be used in the calibration approach rather than the Cobb-Douglas or Leontief functional forms, but then we are faced with the problem of estimating the parameters which determine the substitution matrices (such as \(v^2_{pp}f(p,s^f,k^f), v^2_{pp}c(p,s^1,\ldots,s^p,k^0)\) etc.) for these flexible functional forms. Thus, when we try to introduce flexible functional forms into the calibration approach, we are led directly into the econometric approach.

Another difficulty with the calibration approach to infrastructure benefit measurement is the following one (which is a difficulty with many of the other approaches as well). The problem is that the producer (and consumer) willingness to pay vectors may not be observable in the base period, particularly for infrastructure services that are supplied at zero levels in the base period. The calibration method for the most part requires complete price and quantity data for the base period. Although we can observe the zero quantity components for unsupplied infrastructure services, we cannot readily observe the corresponding prices.

### 6.5 The Differential Approach

Hicks [1946:313-319] and Harberger [1974] developed an alternative to the applied general equilibrium calibration approach to modelling. This alternative approach also assumes that we have collected the data which characterise an initial equilibrium for our model. However, instead of using fixed point algorithms to calculate alternative hypothetical equilibria, the supply equals demand equations in the model are linearized around the initial equilibrium using the differential calculus. The resulting linearized model provides a first order approximation to the changes in equilibrium prices and quantities induced by changes in exogenous variables and a second order approximation to the induced changes in profits, costs and wares. It seems appropriate to call this approach to general equilibrium modelling, the differential approach.

A differential approach to modelling the effects of changes in infrastructure can be extracted from sections 5.2 and 5.3 above. A second order approximation to the endogenous price and benefit measure defined by (55) was derived in Proposition 8. Similarly, a second order approximation to the general benefit measure defined by (67) was derived in Proposition 12. Explicit formulae for these second order approximations may be found in Appendix 4.

The primary advantage of the differential approach over the approach explained in section 6.4 is that the differential approach is much easier to implement computationally: all that is required is a matrix inversion whereas
the applied general equilibrium modelling approach usually requires the computation of a fixed point or in our case, it requires that a nonlinear programming problem be solved.

However, the differential approach to modelling suffers from the same defect as the applied G.E. modelling approach; we require information on various elasticities of supply and demand evaluated at the initial equilibrium; i.e., we require information on the parameters which characterize the matrices of second order partial derivatives of the profit, cost and expenditure functions in our model. This information is very difficult to obtain.

An advantage of the differential approach to modelling over the computable general equilibrium modelling approach described in section 6.4 is that it is much easier to undertake a sensitivity analysis in the former approach; see Diewert [1969; section 5]. In a sensitivity analysis, we can vary some or all of the parameters which characterize the second order derivatives in our model and then recompute the equilibrium or in our case, recompute the benefit measure. In the differential approach to sensitivity analysis, we can actually compute the first order partial derivatives of the second order order approximation to our underlying benefit function with respect to the first and second order parameters in our model.

Of course a major disadvantage of the differential approach is that it may not be very accurate for large changes in the policy variables under consideration.

6.6 The Econometric Approach

In this approach to benefit measurement, we collect time series or cross section data, assume functional forms for the firm restricted profit functions \( z \), for the government's restricted cost function \( c \) and for the household expenditure functions \( a^b \) (or for the corresponding dual indirect utility functions), and then we econometrically estimate the unknown parameters which characterize these functional forms. We should attempt to choose functional forms that are flexible; i.e., they can provide a second order approximation to an arbitrary twice continuously differentiable function with the appropriate theoretical homogeneity and curvature properties. Examples of appropriate functional forms may be found in Diewert [1969] [1974] [1978] [1982] and Diewert and Wales [1984]. An empirical example of a general equilibrium model that uses flexible functional forms may be found in Jorgenson [1964a].

If the researcher does not use flexible functional forms, then unwarranted a priori restrictions on elasticities of substitution will be imposed. For example, the use of the Cobb-Douglas, Leontief or C.E.S. functional forms does not allow any pair of goods to be complements; see Hicks [1946; 311-312] for a technical definition of complementarity). This is restrictive, since in empirical work using flexible functional forms involving more than three goods, we generally find that at least one pair of goods are complements.

We have seen earlier in this section that the econometric approach seems to offer our best chance for determining the second order parameters which characterize substitution possibilities in production and consumption. Thus we shall pursue this approach in more detail in the remainder of this paper.
However, we shall restrict ourselves to the case where we wish to estimate a firm restricted profit function $s^f$. The issues and techniques involved in estimating the government's restricted cost function $c$ are very similar to the profit function case; in fact, we may define $w = -c$ and estimate minus the cost function which will have the same properties as a restricted profit function. More explicitly, replace the nonnegative input vector $x$ which appears in Appendix 2 by $-x$, change the minimization problem to a maximization problem, and $c$ will become a restricted profit function (equal to the negative of cost). We will not deal with the problems involved in estimating household preferences. The reader is referred to Diewert [1978:31-32] for some household modelling techniques that are applicable in the present context.

A major difficulty with the econometric approach is that it requires lots of data. Additional difficulties will be discussed in later sections.

7. The Selection of a Functional Form in the Econometric Approach

7.1 General Issues

In this section, we want to find methods for determining the firm technology set $T^f$ or the dual restricted profit function $s^f(p^f,s^f,k^f) \equiv \max_x \{p^f x + (s^f,k^f) x \}$ where $x \in (x_1, ..., x_N)$ represents a vector of variable outputs and inputs (if $x_i < 0$, good $i$ is an input), $s^f \geq 0$ represents a nonnegative vector of infrastructure services utilization by the firm and $k^f \geq 0$ represents a nonnegative vector of fixed capital stocks. The vector $p \in (p_1, ..., p_N)$ is the positive vector of variable goods prices that the firm faces. To simplify the notation, we drop the firm superscript $f$ in what follows.

The firm technology set may be represented by means of a production function $g$, i.e.,

$$(82) \quad x_i = g(x_2,x_3, ..., x_{n}, s_1, ..., s_2, k_1, ..., k_3)$$

where $x_i$ represents the maximum amount of output 1 that can be produced (or minus the minimal amount of input 1 that is required if $x_i < 0$) given that the firm has to produce (or utilize if $x_i < 0$) amounts $x_j$ of the other variable goods for $n = 2, 3, ..., N$ and has available the infrastructure services $(s_1, ..., s_2) \equiv s$ and the "fixed" stocks $(k_1, ..., k_3) \equiv k$.

The reader may well ask: why do we not simply assume a functional form for $g$, collect a time series of data for say $T$ periods for $x = (x_1, x_2, ..., x_N)$, $s = (s_1, ..., s_2)$ and $k = (k_1, ..., k_3)$, $t = 1, 2, ..., T$, add a stochastic term $e_t$ to the right hand side of (82) when evaluated using the period $t$ data, and then econometrically estimate the unknown parameters for the production function $g$?

We do not recommend the above procedure for two reasons. The first reason has to do with the problem of degrees of freedom. In order for our functional form for $g$ to be able to provide a second order approximation to an arbitrary twice continuously differentiable production function, we will require $g$ to have at least $1 + (N-1+I+J) + (N-1+I+J+1)(N-1+I+J)/2$ independent parameters, and so $T$, the number of observations, must exceed this number. If the capital stocks $k^t$ are truly fixed over all observations, then (82) is replaced with $x_i = g(x_2,x_3, ..., x_N, s_1, ..., s_2)$ and we will require $g$ to have at least $1 + (N-1+I) + (N-1+I+1)(N-1+I)/2$ independent parameters. In the variable capital stock case, if $N = I = J = 10$, we would require that $T$ exceed
465. In the fixed capital stock case, if \( N = 10 = I \), we would require that \( T \) exceed 210. Thus, it can be seen that even for very modest numbers of goods, it will be impossible to estimate the technology set to the second order by using the production function equation (82) alone.

The second reason why we do not recommend estimating the technology using (82) alone is related to our first reason: even if we have enough degrees of freedom to estimate \( g \) to the second order, the resulting estimates will tend to be very unreliable due to problems of multicollinearity.

Recall that \( p^t \cdot x^t = \pi(p^t, s^t, k^t) \) and consider the following system of equations, for \( t = 1, 2, \ldots, T \):

\[
\begin{align*}
(83) & \quad p^t \cdot x^t = \pi(p^t, s^t, k^t) + \epsilon_0^t \\
(84) & \quad x_n^t = \frac{\delta \pi(p^t, s^t, k^t)}{\partial p_n} + \epsilon_n^t \quad n = 1, 2, \ldots, N.
\end{align*}
\]

Equations (84) are the many period counterpart to equations (31) above; see also (15) in Appendix 1. We have added stochastic errors \( \epsilon_0^t \) and \( \epsilon_n^t \) to (83) and (84).

Since the profit function \( \pi \) may be used to construct the firm's technology set (see Appendix 1 for the details) and since our firm gross benefits measure defined by (2) is defined in terms of the profit function, we need only assume a differentiable functional form for \( \pi \) (consistent with Properties 1 and 2 defined in Appendix 1, linear homogeneity and convexity in prices) and we may use the \( N + 1 \) equations (83) and (84) (or a transformation of these equations) in order to estimate the unknown parameters of \( \pi \).

However, it must be noted that only \( N \) of the \( N+1 \) equations can be used in the econometric estimation procedure because

\[
\delta \pi(p^t, s^t, k^t) = \sum_{n=1}^{N} p_n \frac{\delta \pi(p^t, s^t, k^t)}{\partial p_n} \bigg/ \delta p_n
\]

(see equation (25) in Appendix 1) and hence the error \( \epsilon_0^t \) in equation (84) is an exact linear combination of the errors in the \( N \) equations (84); i.e., \( \epsilon_0^t = \sum_{n=1}^{N} \frac{\epsilon_n^t}{\delta p_n} \). Put another way, if all \( N \) equations (84) are estimated, equation (83) adds no new information. In any case, estimating the unknown parameters of \( \pi \) using \( N \) of the \( N + 1 \) equations (83) and (84) will lead to \( NT \) degrees of freedom rather than just the \( T \) degrees of freedom associated with estimating the single equation (82). This is an overwhelming advantage for the dual approach to the estimation of technology sets.

However, there are some disadvantages to the dual approach: (i) we now require data on the prices \( p^t \), data which were not required in the production function estimation approach and (ii) we now require the hypothesis of competitive (i.e., the producer regards prices as fixed) variable profit maximizing behaviour. The production function approach required only the much weaker hypothesis of technical efficiency.

What properties should we look for in our assumed functional form for \( \pi \)? The following four properties seem to be desirable: (i) flexibility; i.e., the functional form for \( \pi \) has sufficient free parameters to be able to provide a second order approximation to an arbitrary twice continuously differentiable function with the appropriate a priori theoretical properties (recall equations (41) - (43) above), (ii) parsimony; i.e., the functional form for \( \pi \) has the minimal number of free parameters required to have the flexibility property, (iii) linearity; i.e., the unknown parameters of \( \pi \) appear in equations (83) and (84) in a linear fashion (this facilitates econometric estimation), and (iv) consistency; i.e., the functional form for \( \pi \) is consistent with the appropriate theoretical properties that a restricted
profit function must possess (namely positive linear homogeneity and convexity in prices; see Properties 1 and 2 in Appendix 1).

Before we exhibit specific functional forms for \( \pi(p, s, k) \) that may or may not be consistent with the four properties listed above, it is useful to note a result that was derived in section 3 above. If the firm faces a user charge in period \( t \) for the \( i \)th type of infrastructure service, \( w_i^t \) say, and the firm maximizes profits with respect to its utilization of service, \( i \), then the following equation will hold (see equation 1 in (17) above):

\[
(85) \quad w_i^t = 3s(p^t, s^t, k^t)/3s_i^t + e_i^t
\]

where \( e_i^t \) is a stochastic error term. We may now add equation (85) to our earlier estimating equations (84) for all periods \( t \) such that \( s_i^t > 0 \). If for some periods \( t \), service \( i \) is not available to the firm, then \( s_i^t = 0 \) and we will not have an observable dependent variable \( w_i^t \) for that period.

We turn now to some possible functional forms for \( \pi \).

### 7.2 The Translog Restricted Profit Function

In estimating the translog functional form, we use the following logarithmic transformation of (83): for \( t = 1, 2, \ldots, T, \)

\[
(86) \quad \ln p^t W = a_0 + \sum_{n=1}^{N} a_n \ln p^t_n + \sum_{m=1}^{M} b_m \ln s^t_m + (1/2) \sum_{n=1}^{N} \sum_{m=1}^{M} \ln n \ln s^t_m + (1/2) b_{mn} \ln n \ln s^t_m + (1/2) b_{nm} \ln n \ln s^t_m + e_0^t
\]

where the \( I \) infrastructure service utilization variables in period \( t \) (the \( a_i^t \)) and the \( J \) capital stock variables \( k_j^t \) are combined and written as a \( z^t \) vector, i.e., \( z^t = (z_1^t, z_2^t, \ldots, z_I^t, k_1^t, \ldots, k_J^t) \), where \( N = I + J \) (if some of the capital variables are fixed throughout the sample period, then they are dropped from the \( z \) vector so \( N \) could be less than \( I + J \)), \( e_0^t \) is a period \( t \) stochastic error term and the \( a_n^t b_{mn}^t c_{ni}^t d_{nm}^t \), and \( e_{mj}^t \) are unknown parameters to be estimated. We assume that the \( c_{ni}^t \) and the \( e_{ mj}^t \) satisfy the following symmetry conditions:

\[
(87) \quad c_{ni}^t = c_{in}^t \quad \text{for } 1 \leq n < i \leq N \text{ and}
\]

\[
(88) \quad e_{mj}^t = e_{jm}^t \quad \text{for } 1 \leq m < j \leq M.
\]

When undertaking an econometric estimation using equation (86), the terms \( (1/2) a_{nn}^t \ln p_n^t \ln p_n^t + (1/2) b_{nn}^t \ln s_m^t \ln s_m^t \) for \( n \neq n \) must be combined into the single term \( c_{nn}^t \ln p_n^t \ln p_n^t \) for \( n < i \) and the terms \( (1/2) a_{mj}^t \ln s_m^t \ln s_m^t + (1/2) b_{mj}^t \ln s_m^t \ln s_m^t \) must be combined into the single term \( e_{mj}^t \ln s_m^t \ln s_m^t \) for \( m < j \), or else exact multicollinearity will occur.

Taking the symmetry restrictions (87) and (88) into account, there are \( 1 + N + M + (N+1)/2 + NM + M(M+1)/2 \) parameters on the right hand side of (86). The functional form on the right hand side of (86) (without the error term \( e_0^t \)) is defined to be \( \pi(p^t, z^t) \) where \( \pi(p^t, z^t) \) is defined to be the translog restricted profit function.

From Proposition 1 in Appendix 1, we know that \( \pi(p, z) \) must be (positively) linearly homogeneous in its \( p \) variables; i.e., for \( \lambda > 0 \), we must have \( \pi(\lambda p, z) = \lambda \pi(p, z) \). Necessary and sufficient conditions for the translog...
restricted profit function to have this linear homogeneity property are given
by the following restrictions on the parameters which appear in (86):

\[ \sum_{n=1}^{N} a_n = 1, \]

\[ \sum_{i=1}^{N} c_{ni} = 0 \quad \text{for } n = 1, 2, \ldots, N \text{ and} \]

\[ \sum_{n=1}^{N} d_{nm} = 0 \quad \text{for } m = 1, 2, \ldots, M. \]

It is very easy to impose the \( 1 + N + M \) linear restrictions on the
parameters which appear in (86) using RESTRICT statements using the

econometrics computer program SHAZAM; see White [1978][1985].

Estimating the unknown parameters occurring in the single equation (86)
will lead to the same multicollinearity and degrees of freedom problems that
plagued the estimation of the production function (82). We need to use
equations (84) or a transformation of them. Since \( s_n^t = \partial \pi(p_t^t x_t^t)/\partial p_n^t \) for
\( n = 1, \ldots, N, \) we also have \( \partial \pi(p_t^t x_t^t)/\partial p_n^t \cdot p_n^t s_n^t + p_n^t t_p^t x_t^t = p_n^t s_n^t + p_n^t t_p^t x_t^t. \)
Since the right hand side of (86) is \( \ln \beta(p_t^t x_t^t) \) (without the error term \( e_t^t \)),
we may differentiate it with respect to \( \beta p_n^t \) and we obtain the following
system of estimating equations after adding errors \( e_n^t; \)

\[ \frac{p_n^t s_n^t + p_n^t t_p^t x_t^t}{p_n^t s_n^t} = a_n + \sum_{i=1}^{N} c_{ni} \ln p_i^t + \sum_{m=1}^{M} d_{nm} \ln x_m^t + e_n^t; \quad n = 1, 2, \ldots, N-1. \]

We do not add equation \( n = N \) to the system of \( N - 1 \) equations defined by (92)
since it adds no new information to the system of estimating equations defined
by (86) and (92). It is very easy to use SHAZAM to estimate the system of \( N \)
equations (86) and (92) using a SYSTEM command. Of course, RESTRICT
statements must also be used to impose the \( 1 + N + M \) linear restrictions (89)
- (91) and \((N-1)(1+NM)\) additional restrict statements must be used in order
to ensure that the parameters which occur in the \( N-1 \) equations (92) are
identical to the corresponding parameters which occur in equation (86).
However, the 1985 version of SHAZAM does require that the number of
observations exceed the number of parameters that occur in any one equation.
Since all of the parameters occur in (86), it is quite likely that this
requirement will not be met in many applications, in which case a two stage

generalized least squares procedure will have to be used. This last procedure
involves combining all \( N \) regression equations (86) and (92) into one big
regression equation with \( NT \) degrees of freedom. After a preliminary big
regression has been run, the sample residuals are used to form an estimated
variance-covariance matrix which is then used in a generalized least squares
command; see White [1985] for the GLS command in SHAZAM.

The above translog restricted profit function model does rather well with
respect to the theoretical criteria listed in section 7.1 above: it is
flexible, parsimonious, linear in the unknown parameters and consistent with
the linear homogeneity in prices property that profit functions must possess
if the linear restrictions (89) - (91) are imposed. However, the translog
model does have one major problem: it usually will not be globally consistent
with the convexity in prices property that profit functions must possess. In
fact, the econometrically estimated translog model will often not even
satisfy the convexity property in neighbourhoods of the sample points. Lau
[1978] and Gallant and Golub [1985] have developed numerical methods for
imposing the convexity property on \( \pi(p,z) \) locally, but these methods are
expensive and not always satisfactory in practice.
To check whether the convexity property is satisfied locally at the sample points, calculate the matrix of second order partial derivatives with respect to prices, \( \frac{\partial^2 s_{i}^t}{\partial p^2} \), at each sample point and check whether the resulting matrix is positive semidefinite for \( t = 1, 2, \ldots, T \). The function \( s_n(p^t, z^t) \) is defined by the right hand side of (86) (omitting the error term \( e_0^t \)) where the unknown parameters \( s_n, n \), etc. are replaced by their estimated values. Positive semidefiniteness of \( \frac{\partial^2 s_{i}^t}{\partial p^2} \) may be checked by the usual diagonalization procedure or by checking that all principal submatrices have nonnegative determinants; see Strang [1967, 244] for the details of these procedures.

In addition to the possible lack of convexity problem which cannot be readily remedied, there is an additional difficulty with the translog model which can be remedied. In dealing with infrastructure services being delivered to a firm over time, it is very likely that for some services \( i, x_{i}^t = 0 \) for \( t < t^* \) and \( x_{i}^t > 0 \) for \( t \geq t^* \), i.e., service \( i \) is unavailable for the earlier periods in our sample of periods. In the context of applying our model to a cross section sample of firms which are in the same industry, it is even more likely that some firms are unable to utilize some types of infrastructure service so that for these firms \( t \) and those types of service \( i \), we have \( x_{i}^t = 0 \) and hence \( x_{i}^t = s_{i}^t \) equals zero also. This is rather unfortunate, since \( s_{i}^t \) appears on the right hand side of equations (86) and (92). The computer will have a great deal of difficulty in taking the natural logarithm of 0, which is, of course, equal to minus infinity.

The solution to the above problem is rather simple: if for service \( i \) and for any \( t \), we have \( x_{i}^t = s_{i}^t = 0 \), then for all periods \( t \) replace \( s_{i}^t \) in (86) and (92) by \( 1 + e_{i}^t \). If \( x_{i}^t = 0 \) for all periods \( t \), then drop the variable \( x_{i}^t \) from all of the regression equations.

The above solution makes it difficult to impose a linear homogeneity property on the \( z \) variables. In Appendix 1, we show that if the firm technology set exhibits constant returns to scale (i.e., is a cone), then \( s(p, z) = \lambda s(p, z) \) for all \( \lambda > 0 \). However, if the investigator wishes to impose a constant return to scale property on the technology, and if one of the \( z_{i}^t \) variables is always positive (suppose this is so for \( i = N \)), then we suggest the following procedure: in equations (86) and (92), replace \( x_{i}^t \) by \( x_{i}^t \) for \( n = 1, 2, \ldots, N \), replace \( s_{i}^t \) by \( 1 + (z_{i}^t / z_{i}^t) \) for \( i = 1, \ldots, M-1 \), and drop the variable \( z_{M}^t \) so that \( M \) is replaced by \( M-1 \) in all of the summations. In this case, our estimated profit function becomes a unit scale restricted profit function and it may be used to reconstruct the firm's constant returns to scale technology set.

We turn now to another possible functional form for \( v \).

7.3 The Biquadratic Restricted Profit Function

We define the (normalized) biquadratic restricted profit function \( v(p, z) \) by the right hand side of the following counterpart to (83) (without the error term \( e_0^t \)):

\[
\begin{align*}
\frac{\partial^2 v(p, z)}{\partial p^2} & = \sum_{n=1}^{N} s_{n}^t \cdot p_{n}^t + (1/2) \sum_{n=1}^{N} \sum_{m=1}^{N} p_{n}^t \cdot s_{n}^t \cdot (p_{m}^t)^{-1} \\
& \quad + \sum_{n=1}^{N} \sum_{m=1}^{N} s_{n}^t \cdot p_{n}^t \cdot (1/2) \sum_{n=1}^{N} \sum_{m=1}^{N} s_{n}^t \cdot (p_{m}^t)^{-1} \cdot s_{m}^t \\
& \quad + e_0^t
\end{align*}
\]
\[ \tau(p^t, z^t) + a_0^t \]

where we define all variables as we did for equation (86), and the \( a_n, b_{ni}, c_{nm}, d_{mj} \) are unknown parameters to be estimated. We assume that the \( b_{ni} \) and \( d_{mj} \) satisfy the following symmetry conditions:

\[ b_{ni} = b_{in} \quad \text{for} \quad 1 \leq n < i \leq N \]

\[ d_{mj} = d_{jm} \quad \text{for} \quad 1 \leq m < j \leq N. \]

We assume that the parameters \( \beta_n \) are known nonnegative numbers which are not all equal to zero. A good a priori choice for the numbers \( \beta_n \) is given by

\[ \beta_n = 1/p_n^t \quad \text{for} \quad n = 1, 2, \ldots, N-1 \quad \text{and} \quad \beta_N = 0 \]

where \( p^t = (p_1^t, \ldots, p_N^t) \) is the price vector for period 1. Another possible choice for the vector \( \beta = (\beta_1, \ldots, \beta_N) \) is \( \beta = x^0/p^0 \times 0 \) where \( x^0 > 0 \) is a nonnegative, nonzero reference quantity vector and \( p^0 \times 0 \) is an arbitrary positive reference price vector. We assume that the vector of parameters \( \beta \) is known a priori in order to keep the number of unknown parameters to a minimal number and also to make the right hand side of (93) linear in the unknown \( a_n, b_{ni}, c_{nm} \) and \( d_{mj} \) parameters.

In the proof of Proposition 2 in Appendix 4, we showed that the biquadratic profit function defined in (93) is a flexible functional form for a restricted profit function for any given \( \beta > 0 \) vector. Moreover, it is a parsimonious flexible functional form.

The system of derived net supply estimating equations (84) which corresponds to the biquadratic profit function is given by (97) and (98) below:

\[ x_{i}^t = a_n + \sum_{i=1}^{N-1} b_{ni} (p_i^t)^{-1} + \sum_{m=1}^{N} c_{nm} z_{m}^t + \frac{1}{2} \beta_j d_{j} (t-2) + \sum_{m=1}^{N} d_{mj} z_{m}^t + \varepsilon_i^t \quad n = 1, 2, \ldots, N-1; \]

\[ x_{N}^t = a_n - \frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N} b_{ni} (p_j^t)^{-1} + \sum_{m=1}^{N} c_{nm} z_{m}^t + \frac{1}{2} \beta_j d_{j} (t-2) + \sum_{m=1}^{N} d_{mj} z_{m}^t + \varepsilon_N^t. \]

We recommend that the system of \( N \) estimating equations given by (97) and (98) be used to estimate the unknown parameters of \( \tau \); i.e., we do not recommend that equation (93) be used as one of our independent estimating equations, due to multicollinearity problems. We also recommend that \( p_n \) be chosen to be zero so that the number of parameters that appear in (98) is reduced to \( 1 + N(N-1)/2 + N \) taking the symmetry conditions (94) into account. We assume that the number of observations \( T \) is larger than \( 1 + N(N-1)/2 + N \). The number of parameters which appear in each of the \( N-1 \) equations in (97) is \( N + N + N(N+1)/2 \); we assume that \( T \) is larger than this number also.

A SYSTEM command in SHAZAM may be used to estimate all of the unknown parameters which occur in (97) and (98) in a simultaneous fashion. It will be necessary to collect the terms \( (1/2) \beta_j d_{j} z_{m}^t \) and \( (1/2) \beta_j d_{j} z_{m}^t \) into one term, \( \beta_{n} d_{mn} z_{j}^t \), for \( 1 \leq m < j \leq N \). Also, many RESTRICT statements will have
to be used to ensure that all parameters $b_{ni}$ and $d_{mj}$ that appear in more than one equation are restricted to be the same in the final result. We leave the rather messy details to the reader.

If the firm faces the user fee $u^t_i > 0$ for the $i$th type of infrastructure service in period $t$ and the profit maximizing firm is utilizing a positive amount of this type of service during period $t$ so that $z^t_i > 0$, then we may add the following estimating equation to the system (97) and (98) to aid in the estimation of the unknown parameters (recall (85) above):

$$u^t_i = \sum_{n=1}^{N} a_{ni} p^t_n + (\sum_{n=1}^{N} b_{ni} p^t_n) \sum_{m=1}^{M} c_{mi} z^t_m + \epsilon^t_i.$$  

**Restrict** statements will have to be used to ensure that the $c_{ni}$ and $d_{mi}$ which appear in (99) are equal to the corresponding parameters which occur in (97) and (98).

It is easy to verify that the biquadratic profit function $\pi(p, z)$ defined by (93) has the required linear homogeneity in prices property. We can check whether the required convexity in prices property is satisfied at the sample points by calculating the matrix of second order partial derivatives of $\pi$ with respect to prices, $\nabla^2_{pp} \pi(p, z^t)$, and then checking whether the matrix is positive semidefinite or not. It can be verified that the second order derivatives of $\pi$ are given by the following formulae:

$$\frac{\partial^2 \pi(p^t, z^t)}{\partial p_i \partial p_j} = b_{ij} (p^t_N)^{-1}, \quad 1 \leq i, j \leq N-1;$$  

$$\frac{\partial^2 \pi(p^t, z^t)}{\partial p_i \partial p_j} = \sum_{l=1}^{N-1} b_{lj} p^t_l (p^t_N)^{-2}, \quad j = 1, 2, \ldots, N-1.$$  

Using the linear homogeneity of $\pi(p, z)$ in its $p$ variables, it can be verified (see equations (28) and (29) in Appendix 1) that $|\nabla^2_{pp} \pi(p^t, z^t)| = 0$; i.e., the determinant of the $N$ by $N$ matrix of second order partial derivatives of $\pi(p^t, z^t)$ with respect to the components of $p$ must be zero. Hence, using the necessary and sufficient determinantal conditions for checking whether $\nabla^2_{pp} \pi(p^t, z^t)$ is positive semidefinite or not (see Strang [1976; 244] for these conditions), it can be seen that we need only check whether the submatrix of $\nabla^2_{pp} \pi(p^t, z^t)$, which deletes the last row and column of $\nabla^2_{pp} \pi(p^t, v^t)$, is positive semidefinite or not. This $N-1$ by $N-1$ submatrix is equal to $(p^t_N)^{-1} B$ where $B = [b_{ij}]$ is the $N-1$ by $N-1$ matrix of the $b_{ij}$ parameters which occur in the definition of $\pi$, (93). Hence, if the econometrically estimated $B$ matrix is positive semidefinite, then the estimated biquadratic profit function will satisfy the required convexity in prices property for all $p \geq 0_N$ and $z \geq 0_N$; i.e., it will satisfy the convexity property **globally**.

By Proposition 3 in Appendix 1, it was shown that if the underlying firm production possibilities set $\mathcal{F}$ is convex, then the corresponding restricted profit function $\pi(p, z)$ will be concave in the components of $z$. We can check whether our estimated biquadratic restricted profit function satisfies this concavity property at the sample points by computing the matrix of second order partial derivatives of $\pi$ with respect to the components of $z$, $\nabla^2_{zz} \pi(p^t, z^t)$, and then checking whether this matrix is negative semidefinite, or not. The required second order derivatives of $\pi$ are given by:
Thus the $M \times M$ matrix of second order derivatives is given by
\[ \frac{\partial^2 \pi(p^t, z^t)}{\partial z_i \partial z_j} = \left( \begin{bmatrix} \pi_{11} & \pi_{12} & \cdots & \pi_{1M} \\ \pi_{21} & \pi_{22} & \cdots & \pi_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ \pi_{M1} & \pi_{M2} & \cdots & \pi_{MM} \end{bmatrix} \right) \]
where $D = [d_{ij}]$ is the $M \times M$ matrix of the $d_{ij}$ parameters which occur in the definition of $\pi_r$, (93). Since $\sum_{n=1}^{N} \pi_{nt} \pi_{nt} > 0$ for all $p^t > 0_N$, it can be seen that if the econometrically estimated $D$ matrix is negative semidefinite, then the estimated biquadratic profit function $\pi(p, z)$ will be concave in the components of $z$ for all $p > 0_N$ and $z \geq 0_M$.

Now suppose that the estimated $B$ matrix is not positive semidefinite. Then we may reverse our reasoning above and conclude that our estimated biquadratic profit function does not satisfy the required convexity in prices property anywhere. What can we do in this situation?

We suggest the use of the following technique, due to Wiley, Schmidt and Bramble [1973:310]: reparameterize the matrix $B$ by replacing it by the product of a lower triangular square matrix of dimension $N-1$ by $N-1$, $A$, say, times its transpose, $A^T$; i.e., set
\[ B = A \Sigma A^T, \quad \Sigma = [\sigma_{ij}], \quad 1, j = 1, \ldots, N-1; \quad \sigma_{ij} = 0 \text{ for } i < j. \]

Using a representation theorem due to Lau [1978:427], Diewert and Wales [1984] show that the above reparameterization technique is a perfectly general method for restricting $B$ to be positive semidefinite. Notice that in view of the symmetry restrictions (94) on the elements of $B$, replacing the $B_{ij}$ parameters by the $a_{ij}$ parameters does not change the total number of parameters to be estimated using equations (97) and (98). However, our suggested reparameterization procedure is far from being costless: we must now use nonlinear rather than linear (or iterative linear) regression techniques, and the costs of estimating the model will rise considerably.

Obviously, a similar technique may be used in order to impose negative semidefiniteness on the $D$ matrix: replace $D$ by $-EE^T$ where $E$ is a lower triangular matrix of size $M$ by $M$. However, since there is no necessity for $x(p, z)$ to be concave in $z$, we do not recommend that the investigator undertake the above replacement of $D$ by $-EE^T$ unless there are very good reasons for doing so.

Suppose the investigator wishes to impose constant returns to scale on the technology. Then from Proposition 4 in Appendix 1, $\pi(p, z)$ must be linearly homogeneous in its $z$ arguments, i.e., we have $\pi(p, z) = \lambda \pi(p, z)$ for all $\lambda > 0, z > 0_M$ and $p \neq 0_N$. Obviously, the biquadratic profit function defined by (93) cannot satisfy this homogeneity property. Assuming that $z_{M}^t > 0$ for $t = 1, \ldots, T$, we may adopt our biquadratic model to the constant returns to scale case as follows: in (93), (97), (98) and (99), replace $x_t^N$ by $x_t^N/z_{M}^t$, replace $x_t^M$ by $x_t^M/z_{M}^t$ for $n = 1, \ldots, M-1$ and change the index $M$ to $M-1$. Perform the econometric estimation using the new system (97), (98) and possibly (99), and we obtain our estimated unit scale biquadratic restricted profit function, $\hat{\pi}(p, z_1/z_{M}^t, \ldots, z_{M-1}/z_{M}^t)$ say, involving only $M-1$ transformed arguments. The overall restricted profit function may now be defined in terms of $\hat{z}$ as follows: $\hat{\pi}(p, z_1, \ldots, z_{M}) = \hat{\pi}(p, z_1/z_{M}^t, \ldots, z_{M-1}/z_{M}^t)z_{M}^t$.

We conclude this section by examining how the biquadratic restricted profit function defined in (93) does with respect to the theoretical criteria listed in section 7.1 above: it is flexible, parsimonious, linear in the unknown parameters, and consistent with the linear homogeneity in prices property that functions must possess. Moreover, if the estimated $B = [b_{ij}]$
matrix is positive semidefinite, then the estimated profit function satisfies the convexity in prices property that profit functions must possess globally. Finally, if the estimated B matrix is not positive semidefinite, then the Wiley, Schmidt and Bramble reparameterization procedure may be used to impose the convexity in prices property in a way that will not destroy the flexibility of the functional form. However, the cost of this reparameterization procedure is that the model is no longer linear in the unknown parameters, so that nonlinear regression techniques have to be used.

At this point, it appears that the biquadratic profit function has a clear advantage over the translog profit function studied in 7.2 above, since the former model may satisfy the convexity in prices property globally if we are lucky and the estimated B matrix turns out to be positive semidefinite. Even if we are unlucky and the estimated B matrix turns out not to be positive semidefinite, we may readily impose the convexity property globally, whereas in the translog case, the convexity property is imposed locally and there is no guarantee that global convexity will prevail.

However, the biquadratic functional form does suffer from one disadvantage that is not shared by the translog functional form: the former functional form is not symmetric in its p variables; i.e., we have asymmetrically singled out good N to play the role of a price deflator in (93). Hence, different choices for this numeraire good will lead to different functional forms for z. All of these functional forms will be flexible, but in practice, they may fit the data rather differently and give rise to rather different patterns of elasticities. Hence, the investigator may well have difficulty in deciding which good to choose as the numeraire good.

Notes

For additional material on functional form problems in production theory, see Diewert [1974], Lau [1974] [1984b], Puss, McFadden and Mundlak [1978], McFadden [1978], Barnett [1983], and Jorgenson [1984b]. The concepts of flexibility, parsimony and linearity may be found in Diewert [1969] [1971]; the term "flexible" is due to Diewert [1974];113 and the term "parsimonious" is due to Puss, McFadden and Mundlak [1978].

The translog functional form was first introduced as a functional form for a production or cost function by Christensen, Jorgenson and Lau [1971]; see Jorgenson [1984b] for a detailed bibliography of translog cost function applications. The translog restricted profit function was introduced by Diewert [1974];119 and Russell and Boyce [1974].

Jorgenson and Fraumeni [1981] utilize a method for imposing the correct curvature conditions (e.g. the convexity in prices condition that a profit function must satisfy) on a translog functional form; see also Jorgenson [1984b] for further discussion. Their method imposes the correct curvature conditions globally, but at the cost of maintaining flexibility.

Lau [1984] proves that it is impossible for a flexible, parsimonious, linear in parameters functional form for a profit function f(p,z) to exist which is also convex, linearly homogeneous and nondecreasing in the components of p for all p > 0. Our suggested functional form in section 7.3 does not contradict Lau's Theorem since we do not require the global nondecreasing in p property.

Much of our discussion in section 7.3 was adapted from Diewert and Wales [1984] where the function \( g(p) = (1/2) \frac{N-1-N-1}{\pi} I_n^1 P^1 P^1 P^1 P^1 P^1 P^1 \) was used to develop flexible functional forms for cost functions. The Wiley, Schmidt and Bramble
The reparameterization technique was empirically implemented in Diepert and Wales.

Detailed discussions on alternative stochastic specifications for the errors in our suggested regression models can be found in Fuss, McFadden and Mundlak [1979] and Griliches [1984].

8. The Selection and Measurement of Variables in the Econometric Approach

8.1 The Measurement of Outputs

Our goal is to decompose each set of values for a firm into its price and quantity parts. We assume that our data source is a set of annual (or quarterly) accounting reports for a firm or a set of government census surveys.

We assume that in period \( t \), \( p_n^t \) and \( x_n^t \) are the price and quantity produced of good \( n \) by the firm. The price \( p_n^t \) is a before-sales tax price; i.e., it corresponds to the revenue received by the firm for selling one unit of good \( n \) during period \( t \). The value of sales of good \( n \) in period \( t \), \( v_n^t \), is invariably given. For reasonably homogeneous outputs (such as cement, beer, board feet of lumber, tons of metal, etc.), quantities produced, \( x_n^t > 0 \), will also be given. In this case, define the corresponding price to be \( p_n^t = v_n^t/x_n^t > 0 \); i.e., we deflate the value by the appropriate quantity.

If quantity data for good \( n \) are not available, the investigator will be forced to go to an official government source and obtain a price index \( p_n^t \) which seems to be most relevant to deflate the value. In this case, define the period \( t \) quantity of good \( n \) to be \( x_n^t = v_n^t/p_n^t \); i.e., we deflate the value series by the price series to form an implicit quantity series.

If we are dealing with a cross section sample of firms producing a homogeneous product, then presumably quantity information \( x_n^t \) in addition to sales information \( v_n^t \) for firm \( f \) will be available, and we calculate the firm \( f \) implicit price to be \( p_n^t = v_n^t/x_n^t \). Thus in the cross sectional context, the time superscript is replaced by the firm superscript \( f \). If our cross sectional sample consists of data from different countries, then if the biquadratic model is estimated using only equations (97) and (98), it is not necessary to use exchange rates to deflate all country data into homogeneous world prices since only relative prices appear in equations (97) and (98). However if equations (99) are also used in the estimation, or if the translog model is used, then it will be useful to use exchange rates to express all prices in a common currency, since this should reduce heteroskedasticity problems.

8.2 The Measurement of Intermediate Inputs

Intermediate inputs are firm purchases of goods and services (other than labour) which are used up during the period in question, such as fuel, electricity, water, raw materials and all types of manufactured goods which are further processed or assembled by the firm. Note that some of the firm's purchases of intermediate inputs will be classified as purchases of infrastructure services \( s_1^t \geq 0 \) in period \( t \) and the corresponding user fee in period \( t \) is \( w_1^t > 0 \). We denote the negative of the firm's noninfrastructure services intermediate input purchases of good \( n \) in period \( t \) by \( x_n^t < 0 \) and the
corresponding period \( t \) price by \( p_n^t > 0 \). The prices \( w_i^t \) and \( p_n^t \) include any taxes that are paid by the firm to the government for the use of the intermediate input. Note that in the case of inputs, we include sales taxes in the price of the good, while in the case of outputs, we exclude sales taxes paid by other firms or consumers from the price of the good. However, subsidies for the production of an output should be put into a per unit output basis and included in the price of the output. The general principle which should guide the researcher is to try to use the prices for inputs and outputs that the firm actually faces.

In dealing with the accounting data of a firm, the same general techniques that were used in the construction of output series may be used. If expenditures on a class of infrastructure intermediate inputs of type \( i \) during period \( t \) are \( v_i^t \) and the period \( t \) quantity utilized is \( s_i^t > 0 \), then define \( w_i^t = v_i^t/s_i^t > 0 \). If the expenditure \( v_i^t \) is not broken down into its price and quantity components, then it will be necessary to get an external price index series \( w_i^t \) and then define the corresponding period \( t \) quantity as \( s_i = v_i^t/w_i^t > 0 \). Similar techniques may be used to decompose expenditures on noninfrastructure intermediate inputs into their price and quantity components, \( p_n^t \) and \( x_n^t \). The only difference is that the researcher must remember to measure the resulting quantity as a negative amount; i.e., we require that \( x_n^t < 0 \).

Unfortunately, it is often the case that the annual or quarterly financial reports of a firm will not give much detail on the firm's utilization of intermediate inputs. However, if the period \( t \) cost of sales is given, then the firm's expenditures on labour can be subtracted from this cost of sales figure to give us an implicit period \( t \) expenditure \( v_n^t \) on intermediate inputs. The researcher can then pick the most appropriate price index \( p_n^t \) to construct an implicit aggregate intermediate input quantity for period \( t \), \( x_n^t = v_n^t/p_n^t \). This is not a very satisfactory solution to the problem of measuring accurately the firm's utilization of intermediate inputs but it may be the best we can do using only data from the annual financial reports of the firm.

8.3 The Measurement of Labour

Ideally, the firm's utilization of labour should be broken down into many micro occupational and skill categories and we should be able to collect accurate price and quantity information on each category. In reality, most firm accounting data and most census and government survey data will provide information on at most two classes of labour: production workers and administrative workers (or nonproduction workers). Let \( q_n^t > 0 \) be the number of workers of type \( n \) during period \( t \) and let \( v_n^t > 0 \) be expenditures on that class of labour for period \( t \). Then we may define our price and quantity variables for this type of labour by \( p_n^t = v_n^t/q_n^t \) and \( x_n^t = q_n^t < 0 \) (remember, variable inputs are always indexed with a negative sign in our first class of \( n \) goods).

We should include in the expenditures \( v_n^t \) any unemployment insurance or social security payments made by the firm to the government associated with that class of worker. Any pension or other fringe benefits should also be included in \( v_n^t \). Finally, if data on hours worked are available, it should be used in place of \( q_n^t \), the number of workers. Even if hours worked data are not available, the investigator should try to make crude adjustments to \( q_n^t \) to
reflect the long term decline in average hours worked and the increase in paid holidays and in weeks of vacation.

If overtime work is significant and (unionized) workers are paid a premium wage for their hours of overtime, then hours of overtime should be treated as a separate class of labour and we should construct separate wage and quantity series for these classes of overtime labour, if the data permit this. For other measurement problems that occur when measuring labour services from the viewpoint of production theory, see Triplett [1983].

8.4 The Measurement of Inventories of Goods in Process

Many firms hold substantial inventories of raw materials and partially finished products during the accounting period under consideration. These average stocks of goods in process facilitate the production of the firm's final outputs, and hence they should be considered a factor of production, just like the firm's utilization of labour or its consumption of electricity. However, an average stock of inventories held during the period differs from the firm's consumption of electricity, since at the end of the current period, the average stock of inventories is available for use during the following period; i.e., the inventory input is a durable input rather than a nondurable one.

The existence of durable inputs in the production process leads to significant difficulties in measuring the contribution of the services of that durable input to the current period. If we are attempting to find an econometric approximation to a firm's one period (static) production possibilities set (or to its dual restricted profit function) as opposed to approximating an intertemporal production possibilities set as in section 5.1 above then it is clear that we cannot simply charge to the current period the entire purchase cost of a new unit of a durable input, since the durable good will also yield services in future periods.

One way of proceeding is to specialize our general Hicksian intertemporal user cost formula (49) to the present situation. Suppose that variable good \( n \) is an inventory durable good and that the observable spot price for one unit of the good purchased in period \( t \) by the firm is \( p^t_n > 0 \). Suppose further that the firm manager in period \( t \) expects the period \( t+1 \) spot price for the durable to be \( p^{t+1}_n > 0 \) and that the relevant opportunity cost of capital that the firm faces in period \( t \) is \( r^t > 0 \). (If the firm is borrowing in period \( t \), \( r^t \) is the firm's marginal borrowing rate; if the firm is lending funds in period \( t \) out of its cash flow, then \( r^t \) is the interest rate on the last loan made.) Under these conditions, the firm's expected user cost \( p^{t+1}_n \) for good \( n \) in period \( t \) will be equal to the cost of purchasing one unit of the durable good in period \( t \) minus the discounted expected resale value of the good in the following period; i.e., we have

\[
(105) \quad p^{t+1}_n = p^t_n - (1+r^t)^{-1} p^t_n
\]

\[
(106) \quad = \frac{r^t_n (p^t_n - p_n^t) + (1+r^t_n)}{(1+r^t_n)}.
\]

The rearrangement of (105) that is given by (106) reflects the fact that the user cost may be decomposed into a nominal interest payments term, \( r^t_n p_n^t / (1+r^t_n) \), and the negative of the expected capital gains term, \( (p^t_n - p_n^t) / (1+r^t_n) \), which can offset the interest payments term.
The user cost formula (105) has two measurement difficulties that did not occur until now: (1) we now have to worry about the firm's financial status in order to determine the correct opportunity cost of capital \( r_t \) and (ii) we have to guess what the firm expects next period's price to be. It is not in general appropriate to use next period's actual spot price \( p_{n+1}^t \) in place of this period's expectation of what that spot price will be, \( p_n^t \), since we are implicitly assuming that the firm cannot sell a unit of inventory purchased in period \( t \) until period \( t+1 \). Hence the firm's actual ex post user cost, \( p_n^t = \frac{1+r_t}{1+r_{t+1}} p_n^{t+1} \), cannot be known to the firm until after the decision to hold the good through period \( t \) has been made. The firm's decision whether to hold a unit of good \( n \) through period \( t \) or not must be made on the basis of the unobservable ex ante user cost defined by (105). Moreover, the use of ex post user costs in place of the ex ante user cost defined by (105) will frequently lead the econometric investigator into severe difficulties: in times of rapid inflation, ex post capital gains on durable goods will often be greater than nominal interest rates and so ex post user costs will become negative and our econometric model based on profit maximizing behavior will not make sense. Hence in periods of rapid inflation, the investigator may be forced to construct an econometric rational expectations forecasting model to form forecasts for \( p_n^t \). Alternatively, a relatively crude ad hoc moving average forecasting scheme could be used; e.g., assume that next period's percentage increase in price is a weighted average of the price increases that occurred in the last three periods.

If inflation has been moderate during the sample period, then it may be acceptable to assume static expectations; i.e., assume that next period's expected spot price \( p_{n+1}^t \) is equal to this period's spot price \( p_n^t \). In this case, the user cost formula (105) becomes

\[
(107) \quad p_n^t = \frac{1+r_t}{1+r_{t+1}} p_n^{t+1}.
\]

Unfortunately, our measurement difficulties in dealing with inventories and other durable goods are not yet over. In most countries, firms pay business or corporation income taxes. If the firm did not purchase any durable goods, then in many countries, the firm's tax liability would just be equal to its profits and it would pay a business income tax equal to say \( \tau \) times its profits where \( 0 < \tau < 1 \). Under these conditions, the business income tax would not affect our firm profit maximization models (1) and (10); i.e., the business income tax would be neutral. However, when a firm purchases durable goods such as inventories, the tax treatment of these purchases is generally different and it does affect our firm profit maximization models, as we shall now demonstrate.

Rather than introducing a separate notation to distinguish between nondurable goods and inventory durables, we allow the possibility that all of our \( N \) variable goods could be inventory durables. The vector of period \( t \) spot prices is now \( p_n^t = (p_1^t, p_2^t, \ldots, p_N^t) \) and the period \( t \) vector of spot prices for durables that are expected to prevail in period \( t+1 \) is \( p_n^{t+1} = (p_1^{t+1}, p_2^{t+1}, \ldots, p_N^{t+1}) \). If good \( n \) is a nondurable good, then we define \( p_n^t \equiv 0 \). Assuming as before that \( r_t \) is the relevant opportunity cost of capital in period \( t \) and that the relevant income tax rate is \( \tau_t \), the firm's period \( t \) static profit maximization problem is no longer (1) but the following problem:
(108) \[ \max_x \left( p^t \cdot x - (1+r_c^t)^{-1} D^t \cdot x - \tau [ (p^t \cdot x - D^t \cdot x) : (x, s^f, k^f)]cT^f \right) \]

where \( D^t \equiv (D_1^t, D_2^t, \ldots, D_N^t) \) and \( p_n^t - D_n^t \) is the per unit amount the firm is allowed to deduct from its period \( t \) taxable income for each unit of good \( n \) purchased by the firm during period \( t \) (if good \( n \) is a nondurable, define \( D_n^t \equiv 0 \)). The first two terms in the objective function of (108) correspond to the sum \( p^t \cdot x \equiv \sum_{n=1}^{N} p_n^t x_n \) where the old user cost of good \( n \) with no business taxes is \( p_n^t \) defined by (105). The term in square brackets in the objective function for (108) corresponds to taxable income in period \( t \). By rearranging terms, we may rewrite (108) as follows:

\[ (109) \] \[ = (1-\tau) \max_x \left[ (p^t - p_n^t) - (1+r_c^t)^{-1} D^t \cdot x : (x, s^f, k^f) \right] \]

where the equality (109) follows using the definition of the firm \( f \) restricted profit function \( \pi^f \) defined by (1). Define the vector of period \( t \) user costs when there is a business income tax to be \( p^t \equiv (p_1^t, \ldots, p_N^t) \) and define component \( n \) to be

(110) \[ p_n^t \equiv p_n^t - (1-r_c^t)^{-1} D_n^t - (1-\tau)^{-1} \tau D_n^t , \quad n = 1, 2, \ldots, N. \]

Of course, if good \( n \) is a nondurable, then we define \( p_n^t \equiv 0 \), \( D_n^t \equiv 0 \) and \( p_n^t = p_n^t \); the period \( t \) user cost equals the period \( t \) spot price.

Comparing (109) with (110), we see that \( p_n^t \) defined by (110) is the appropriate period \( t \) price for good \( n \) that should be used in our econometric model. It can be seen that the user cost formula for a durable inventory good with income taxes, (110), is considerably more complex than the user cost formula without taxes, (105).

Formula (110) can be simplified if we are willing to make some heroic assumptions. If good \( n \) is a durable and the government sets \( D_n^t = (1+r_c^t)^{-1} p_n^t \), so that the government uses the same prices to compute the firm's period \( t \) taxable income as the firm uses in its objective function in the no tax situation, then (110) reduces to (105). Alternatively, if we assume that the firm expects that the current period \( t \) price of the durable inventory good \( n \) will persist into the next period so that \( p_n^t = p_n^{t+1} \) and we assume that the government sets \( D_n^t = (1+r_c^t)^{-1} p_n^t \), then (110) collapses down to (107). Finally, we could assume that the firm anticipates next period's spot price for the inventory good \( n \) perfectly so that \( p_n^t = p_n^{t+1} \) and the government sets \( D_n^t = (1+r_c^t)^{-1} p_n^t \). Under these circumstances, the user cost for inventory good \( n \) becomes

(111) \[ p_n^t = p_n^t - (1+r_c^t)^{-1} p_n^{t+1} . \]

(If good \( n \) is a nondurable good, then we still set \( p_n^t = p_n^t \).) Formula (111) corresponds to a perfect anticipations model with cash flow taxation.
None of the above special cases of the general formula (110) are very satisfactory. However, the existence of durable inventory inputs creates significant measurement problems in the econometric approach to production theory, and we do not have any universally valid suggestions for dealing with these problems.

8.5 The Measurement of Capital Stock Components

There are a number of alternative approaches to the measurement of a firm's capital stock components and we will outline several of them.

The first method we shall discuss is Jorgenson's vintage accounts method (see Jorgenson [1963], Christensen and Jorgenson [1973] and Jorgenson [1984b]).

We assume that the firm uses the services of \( J \) durable capital stock inputs during each period. We denote the quantity of the \( j \)th capital good purchased by the firm in period \( t \) by \( I^t_j \geq 0 \) and we assume that the price of one unit of this good in period \( t \) is \( P^t_j > 0 \). Thus the period \( t \) expenditures on the \( j \)th class of capital goods is \( V^t_j = P^t_j I^t_j \) for \( j = 1, 2, \ldots, J \) and \( t = 1, 2, \ldots, T \). Usually, firm balance sheets and government surveys will have information only on the values \( V^t_j \). In this case, it will be necessary for the researcher to find appropriate price indexes \( P^t_j \) in order to deflate the nominal investment values \( V^t_j \) into real investment quantities \( I^t_j \), i.e., we define

\[
I^t_j = \frac{V^t_j}{P^t_j}; \quad j = 1, \ldots, J \quad t = 1, \ldots, T.
\]

It will be advisable for the researcher to attempt to carry out the above deflation process for periods \( t \) which precede the periods for which a complete set of data has been collected and for which one of the econometric models described in the previous section is to be estimated. However, eventually the researcher will have to stop this search for ancient data on investment expenditures. At this point, it is necessary to have starting values for the different components of the capital stock. We assume that in period 1, we can obtain data on the firm's beginning of the period book value of the capital stock components, \( B^0_j \), say, for \( j = 1, 2, \ldots, J \). We assume also that our capital stock component price indexes are available for the period immediately preceding period 1, \( P^0_j \), say for \( j = 1, \ldots, J \). We then define the firm's starting capital stock for component \( j \) to be

\[
X^0_j = \frac{B^0_j}{P^0_j}; \quad j = 1, \ldots, J.
\]

We now assume that one unit of an investment good of type \( j \) purchased in period 1 is perfectly substitutable with a unit of \( k^1_j \). However, we assume that the efficiency of a unit of the period 0 capital stock has declined to \((1 - \delta_j)\) times the efficiency of a new unit of the capital stock purchased in period 1, where \( 0 \leq \delta_j < 1 \) is the depreciation rate for the \( j \)th class of capital good. Thus in period 1, the total number of units of capital stock \( j \), in constant efficiency units, is \( k^1_j = (1 - \delta_j) k^0_j + I^1_j \). We continue this scheme for period 2, and define the total number of units of capital stock \( j \) in constant efficiency units to be \( k^2_j = (1 - \delta_j) k^1_j + I^2_j = (1 - \delta_j) k^0_j + (1 - \delta_j) I^1_j + I^2_j \). In general, we define the capital stock in constant efficiency units for class \( j \) in period \( t \) to be
\[ k_j^t \equiv (1-\delta_j)^t 0_j + (1-\delta_j)^{t-1} 1_j + \ldots + (1-\delta_j)^1 1_j + \delta_j^t ; \quad t=1,\ldots,T_j \]
\[ j=1,\ldots,J. \]

The type of efficiency decline in investment goods that has been assumed in constructing the period \( t \) capital stocks \( k_j^t \) using (114) is called a declining balance or geometric pattern of efficiency decline. Other patterns of efficiency decline could be assumed but the geometric scheme has the advantage of being simple as well as being consistent with econometric evidence on actual efficiency declines; see Hulten and Wykoff [1981]. Typically, estimates for the depreciation rates of \( \delta_j \) run between 7 1/2% to 33% for items of producer durable equipment and between 1 1/2% to 6% for classes of nonresidential structures; see Hulten and Wykoff [1981] or Jorgenson [1984b].

For classes of land, we would generally assume that the corresponding \( \delta_j = 0 \).

The above method for constructing capital stocks is a reasonable one but the researcher should keep in mind that it does impose strong a priori restrictions on the pattern of substitution between investment goods of different vintages; i.e., we are assuming that investment goods in class \( j \) of different vintages are additively separable; see Blackorby, Primont and Russell [1978] for characterizations of additive separability or complete strict separability in their terminology. We can explain the restrictive nature of (114) as follows. A general representation of the firm's one period technology set in period \( t \) is given by the dual restricted profit function,

\[ \pi^t(p^t, s^t, k^0, I^1, \ldots, I^t) = \pi(p^t, s^t, k^t), \]

where \( p^t \equiv (p^t_1, \ldots, p^t_n) \), \( s^t \equiv (s^t_1, \ldots, s^t_t) \), \( k^t \equiv (k^t_1, \ldots, k^t_J) \) and the \( k^t_j \) are defined by (114). This is a tremendous reduction in dimensionality. In the case where we have the general period \( t \) profit function, we define the relative efficiency in the period \( t \) technology set of an investment good \( j \) purchased during period \( \beta \leq t \) relative to an investment good \( j \) purchased during period \( \alpha < \beta \) as the partial derivative of \( \pi^t \) with respect to \( I^\beta_j \) divided by the partial derivative of \( \pi^t \) with respect to \( I_j^\alpha \), i.e.,

\[ \delta_{\alpha, \beta}^{t, j} \equiv [3\pi^t(p^t, s^t, k^0, I^1, \ldots, I^t) / \partial I^\beta_j / \partial I^\alpha_j] / \delta_{\alpha, \beta}^{t, j}(p^t, s^t, k^0, I^1, \ldots, I^t) \]

for \( j = 1, \ldots, J \); \( 1 \leq \alpha < \beta \leq t. \)

Thus the relative efficiency \( \delta_{\alpha, \beta}^{t, j} \) will in general be a complicated function of all of the arguments, \( p^t, s^t, k^0, I^1, \ldots, I^t \). Now suppose that we make the simplifying hypothesis (114) so that (115) holds. Under these conditions, the types of infrastructure services, \( k^0 \equiv (k_{1,0}^0, \ldots, k_J^0) \geq 0 \) is the firm's vector of initial starting capital stocks and \( I^r \equiv (I_{1,r}^r, \ldots, I_J^r) \geq 0 \) for \( r = 1, 2, \ldots, t \) is the firm's vector of purchases of investment goods in period \( r \).
relative efficiency functions defined by (116) collapse to the constants defined by (117); i.e., we have under (114),

\[ d_{t,j}^{\alpha,\beta} = (1-\delta_j)^{\alpha-\beta} \quad j = 1, \ldots, J \quad 1 \leq \alpha \leq \beta \leq t. \]

Even if assumptions (114) are restrictive from the a priori point of view, we are forced to make restrictive assumptions somewhere since we cannot hope to estimate econometrically the parameters of the general period \( t \) restricted profit function, \( \nu^t(p^t, \pi^t, \lambda^0, I^1, \ldots, I^t) \), with its very large (and growing over time) number of arguments. Thus we do not reject the additively separable model defined by (114); we just want to caution the researcher who uses this method that its validity can be questioned.

Is there a practical alternative to using (114)? We believe that there is, but we must caution the reader that our suggested alternative method for aggregating capital has its difficulties as well. Our alternative to the additive separability approach to aggregating capital is to generalize the user cost approach to inventories to cover the general capital goods case.

We now develop the user cost counterpart to (105). Let \( P_j^t > 0 \) be the purchase price for one unit of a new investment good or durable input of class \( j \) in period \( t \) (recall that we defined \( Q_j^t \) above). We assume that the firm production manager in period \( t \) expects that the resale price of the investment good \( j \) will be \( P_j^t \) in period \( t+1 \). Note that the expected price \( P_j^t \) combines the expected deterioration or depreciation of the good with any anticipated capital gain. Assuming that the firm's opportunity cost of capital in period \( t \) is \( r_t \) and that there are no business income taxes (or a system of cash flow business taxes), then the firm's expected user cost in period \( t \) for using one unit of a newly purchased investment good of type \( j \) will be

\[ (118) \quad P_j^t \cdot Q_j^t - (1+r_t)^{-1} P_j^t \]

\[ = (r_t Q_j^t - (P_j^t - Q_j^t)/(1+r_t) \quad j = 1, \ldots, J \quad t = 1, \ldots, T. \]

The formulae (118) and (119) are exact counterparts to (105) and (106). However, now the term \( P_j^t - Q_j^t \) is not a pure capital gains term. If we note that \( Q_j^{t+1} \) is the market price of a new unit of investment good \( j \) to be sold in period \( t+1 \), we may rewrite \( P_j^t - Q_j^t \) as \( Q_j^{t+1} - Q_j^t - \{ Q_j^{t+1} - P_j^t \}. \) The term \( Q_j^{t+1} - P_j^t \) represents the expected decline in the value of the asset due to deterioration, while the term \( Q_j^{t+1} - Q_j^t \) represents capital gains.

The logic behind the derivation of the user cost formula (118) for new investment goods purchased during period \( t \) can be extended to cover the case where the firm is still holding old units of investment goods during period \( t \). We let \( Q_j^{t,a} \) denote the period \( t \) market price for one unit of capital good \( j \) purchased by the firm \( a \geq 0 \) periods ago. Define \( p_j^{t,a} \) to be the firm's expectation for the market price next period for one unit of capital good \( j \) purchased \( a \) periods ago. If \( r_t \) denotes the firm's opportunity cost of capital in period \( t \), then the period \( t \) ex ante user cost for one unit of capital good \( j \) purchased \( a \) periods ago is defined to be

\[ (120) \quad P_j^{t,a} \cdot Q_j^{t,a} - (1+r_t)^{-1} P_j^{t,a} \quad j = 1, \ldots, J \quad t = 1, \ldots, T \quad 0 \leq a \leq t. \]

The user cost formula (120) can be extended to cover the case where there is a business income tax. We end up with a formula similar to (110) with some obvious changes in notation.
There are a number of problems with the user cost formula (120) (and the generalized counterpart to (110)): (i) Certain classes of capital are truly fixed and cannot be readily resold. These classes of capital goods should be treated as in (114). (ii) Second hand markets may not exist for many classes of investment good. (iii) Even if second hand markets do exist, it will be difficult to obtain information on the vintage prices \( Q^{t,a}_j \). Government statistical agencies are reluctant to provide information on the prices of second hand durables (both on the consumer and producer sides) and firm balance sheets will not provide information on relevant second hand asset prices, unless a used investment good is actually sold during the accounting period. Hence the econometric investigator will have difficulty in obtaining estimates for the \( Q^{t,a}_j \). Note that this lack of information is not as severe in the inventories case, since all "vintages" of inventory purchases can be treated as being homogeneous. (iv) We have the same problems in attempting to guess at the producer's anticipated prices \( p^{t,a}_j \) that we encountered in attempting to determine the firm's anticipated next period inventory prices \( p^n_j \) that occurred in (105). Actually, our problems are now more severe, because our old static expectations assumption, \( p^n_j = p^n_j \), is not tenable in the present situation; i.e. we cannot simply assume \( p^{t,a}_j = Q^{t,a}_j \), because this neglects the depreciation and deterioration that the asset will be subject to under normal conditions. (v) The user cost approach requires information on interest rates \( r_c \), on the tax rate \( r \), and on depreciation allowances for tax purposes; recall the \( d^n_j \) which occurred in (110).

With all of the above disadvantages, are there any advantages to the user cost approach over the additive separability approach? The main advantage of the user cost approach to the treatment of capital is that we gain degrees of freedom for our econometric estimation procedure. To illustrate this point, consider the system of estimating equations (97) and (98) above. Note that the terms \( \sum_{m=1}^m \sum_{j=1}^J d_{n,m} z_{n,m}^{t,a}_j \) appear in each equation. The capital stock components \( z_{n,m}^{t,a}_j, I_{n,m}^{t,a}_j, \ldots, I_{n,m}^{t,a}_j \) appear as \( z_{n,m}^{t,a} \) and there will be too many of these \( z_{n,m}^{t,a} \) to estimate the parameters \( d_{n,m} \) accurately. However, making use of the user cost approach, we may now add estimating equations of the form (99) for each component of the capital stock that has a user cost, where the \( w^{t,a}_1 \) in (99) are replaced by the appropriate user cost \( p^{t,a}_j \) defined by (12). Alternatively, these investment goods may be taken out of the list of fixed capital stocks and can be put into the list of variable goods. Either way, we will dramatically increase the number of degrees of freedom available to estimate the parameters of technology. A second advantage of the user cost approach is that it allows us to avoid the restrictive a priori assumption of additive separability that is embodied in (114).

We conclude this section by noting an empirically useful special case for the user cost formula (120). In the absence of detailed empirical information on the period \( t \) market price for an investment good of class \( j \) that is \( a \) periods old, \( Q^{t,a}_j \), we may wish to assume that:

\[
(121) \quad Q^{t,a}_j = (1-\delta_j)^a Q^t_j .
\]

where \( Q^t_j \) is the period \( t \) market price for one unit of a new investment good of class \( j \) and \( \delta_j \) is the same average depreciation rate for investment goods of class \( j \) that was used in the previous section. A static expectations assumption that fits nicely with (121) is
\( p_{j} = (1-\delta)_{j}^{\alpha} q_{j}^{t}. \)

Substitution of (121) and (122) into the user cost formula (120) yields

\( p_{j} = (1-\delta)_{j}^{\alpha (1+\epsilon)} (1+\delta)_{j}^{-1} (1+\epsilon_{j}) q_{j}^{t}. \)

Note that (123) is reasonably easy to implement empirically. The period \( t \) capital stock components for the firm are the vectors \( k_{0}, l_{1}, l_{2}, \ldots, l_{t}. \) With the \( j \)th component of these vectors, \( k_{j}, l_{j}, l_{j}, \ldots, l_{j}, \) we associate the corresponding period \( t \) user costs, \( p_{j}^{t}, p_{j}^{t-1}, p_{j}^{t-2}, \ldots, p_{j}^{0}, \) where these user costs could be defined by (120), or by (123) if we were willing to make the heroic assumptions (121) and (122).

8.6 Aggregation over Goods

Having constructed detailed price and quantity components for many outputs, many intermediate and labor inputs, and many variable components of the firm's capital stock, and having gathered detailed quantity information on the firm's fixed capital stock components and on its utilization of infrastructure services, the econometric investigator may be faced with the problem of having too much data to handle effectively. With the growth in the use of computers, many firms can now provide us with detailed price and quantity information on thousands of distinct goods. We will never be able to fit a second order approximation to a technology with a thousand goods, since this would require about 500,000 parameters. Hence, we will be forced to aggregate goods into a smaller number of aggregate commodities.

Needless to say, there is no known way of aggregating over goods that is completely unrestricted. There are two main methods for justifying aggregating over goods in the context of producer theory. The first method was due to Hicks [1946; 312-313] initially; see also Khang [1971] and Dievert [1978] [1980; 434-438]. Hicks' Aggregation Theorem states that if the prices of a group of goods change in the same proportion, then that group of goods may be treated as if it were a single commodity. The problem with this result is that prices are unlikely to vary in an exactly proportional manner over time (or over producing units in the cross sectional context). The second major method for justifying aggregation over commodities is due to Shepard [1953; 61-71] [1970; 145-146]. In this method, we assume that the firm's restricted profit function \( \pi(p, s, k) \) has the following form:

\( \pi(p_{1}, \ldots, p_{K}, p_{K+1}, \ldots, p_{N}, s, k) = \hat{n}(\xi(p_{1}, \ldots, p_{K}, p_{K+1}, \ldots, p_{N}, s, k)) \)

where the function of \( K \) variables \( \xi(p_{1}, \ldots, p_{K}) \) is linearly homogeneous. If \( x_{n}^{t} \) is the firm's output of variable good \( n \) during period \( t \) and \( p_{n}^{t} > 0 \) is the corresponding price for \( n = 1, 2, \ldots, K \), then we may define an aggregate period \( t \) price for the first \( K \) variable goods \( p_{t}^{t} \) and a corresponding aggregate net output \( x_{t}^{t} \) by

\( p_{t}^{t} = \xi(p_{1}^{t}, \ldots, p_{K}^{t}), \quad x_{t}^{t} = (\sum_{n=1}^{K} x_{n}^{t} p_{n}^{t}) / p_{t}^{t} \); \( t = 0, 1, \ldots, T. \)

This second method for justifying the aggregation over goods is called the homogeneous weak separability method. Both methods are discussed in some detail with references to the literature in Dievert [1980; 434-441].
Even if the homogeneous weak separability assumption (124) is true so that we can construct price and quantity aggregates by (125), we are still faced with a practical measurement problem: namely, what functional form should we pick for the function \( c \) in (125)?

Obviously it will be useful to pick a flexible functional form for \( c \). Diewert [1976] shows that certain flexible functional forms for \( c \) are consistent with certain index number formulae such as Irving Fisher's [1922] ideal price and quantity index number formulae, which are the square roots of the products of the corresponding Paasche and Laspeyres price and quantity indexes. Similarly, if \( c \) has the translog functional form, then a certain index number formula for a price index (called the Törnqvist formula in Diewert [1976] (1980:448), the Divisia price index in White [1985], and the translog price index in Jorgensen [1984b]) will generate precisely the \( p^t \) defined in (125). Moreover, we do not have to undertake any econometric estimation to construct the \( p^t \) via the use of an index number formula; all we require is price and quantity data for the \( K \) goods in the aggregate over the time periods under consideration. We will not go through the detailed mathematical derivations which justify the use of an index number formula to construct aggregates that are consistent with the homogeneous weak separability assumption (124); all the reader has to know is that the use of an INDEX statement in SHAZAM will construct price and quantity aggregates, \( p^t \) and \( x^t \), which are consistent with (125) where \( c \) has the translog functional form. In more recent versions of SHAZAM, the Fisher ideal price and quantity indexes are also available.

We might also add that the use of the INDEX procedure in SHAZAM is also consistent with forming aggregates via Hicks' Aggregation Theorem; i.e., if

the first \( K \) prices do happen to vary in proportion over time, the INDEX procedure will generate the theoretically correct price and quantity aggregates.

3.7 The Measurement of Infrastructure Variables

At this point, the reader should recall the 19 types of infrastructure services that we listed in section 1. In this subsection, we ask if there are any particular difficulties in measuring these variables.

The measurement difficulties appear to be fairly minimal with respect to the first 8 types of service listed under the utility and communication categories; we need only collect price and quantity data on the firm's utilization of these services in the normal way as outlined in section 8.1 above. For the most part, there will be user fees associated with each of these categories of service and we take these user fees to be our price variables. Irrigation services may also be treated in the same conventional manner.

However, the measurement difficulties are severe for the remaining categories of infrastructure services listed under the transportation and land development headings.

For example, consider the problem of measuring the stock of roads that is available to a given firm. Which roads are actually of some use to the firm? How can we aggregate the individual roads of varying quality (2 lane, 4 lane, paved, unpaved, etc.) into a small number of road stocks that will appear as \( x^t \) variables in our econometric model? We have no universally valid answers to these questions; the investigator will have to consider the data availability problems and experiment with alternative methods for aggregating the stocks of roads.
With the exception of irrigation projects, the classes of infrastructure services listed under land development projects do not seem to me to be suitable for the econometric approach (based on production theory) for measuring the benefits of increases in infrastructure services. The problem is that the land development projects will tend to induce new firms to locate in the affected area and so measuring the increases in profits and rents of the pre-project firms in the area will greatly underestimate the actual ex post benefits of a land development project. Thus a relatively crude approach which simply tried to measure the increase in land rents and profits of firms in the project affected area may be the best that we can do with respect to measuring the benefits of increases in infrastructure services in the land development categories.

Notes

For a general overview of data problems in the context of estimating econometric models, see Griliches (1984). Other surveys of data problems are Dievert (1980) and Triplett (1983). The vintage user cost approach to measuring capital outlined in section 8.5 has been suggested by Dievert (1980) and Mohr (1985).

For a survey of index number theory, see Dievert (1981b).

For a Hicks' Aggregation Theorem in the context of a dynamic model of producer behavior, see Epstein (1983). See also Epstein (1981) for a discussion of functional form problems in dynamic production models.

5. The Estimation of Restricted Profit Functions in the Time Series Context

We turn now to a discussion of certain additional problems that occur if we are attempting to estimate a restricted profit function in the context of time series data.

The first problem we have to deal with is the existence of technical progress. Over time, firms will discover new ways for producing the same amount of output using smaller amounts of inputs. Our econometric model of the firm must take this fact into account. The simplest way to do this is to add time, $t$, as an explanatory variable. Thus instead of asking for a second order approximation to the restricted profit function $\tau(p,z)$, we now ask for such an approximation to $\tau(p,z,t)$.

Recall our old bigquadratic restricted profit function defined by (93).

We now add the following terms to the right hand side of (93):

$$L_{n=1}^{N} n_{nt}^t + \left( L_{n=1}^{N} \gamma_{n}^t \right) \left( L_{m=1}^{N} c_{mt}^t \right) + (1/2)b_{tt}^2$$

where the $N$ parameters $a_{nt}$, the $M$ parameters $c_{mt}$ and the one additional parameter $b_{tt}$ must now be estimated along with the other parameters which appear in (93). The $N$ nonnegative parameters $\gamma_{n}$ should be determined in an a priori manner by the investigator, as were the $a_{n}$ parameters. In fact, we may set $\gamma_{n} = \beta_{n}$ for $n = 1, ..., N$ but any nonnegative (but not identically zero) choices for the $\gamma_{n}$ will preserve the second order approximation property of the bigquadratic restricted profit function. With the additional terms defined by (126), we add the terms $a_{nt}^t + \gamma_{n}^t \left( L_{m=1}^{N} c_{mt}^t \right) + (1/2)b_{tt}^2$ to the
right hand side of (98). If we are also using the ith inverse demand function for zrafted, (99), in our system of estimating equations, then we add the term
\( \sum_{n=1}^{N} \frac{1}{n} \frac{c_{n}}{n} \cdot c_{n} \cdot t \) to the right hand side of (99).

If we are working with the translog restricted profit function, we need to add the following terms to the right hand side of (86) in order to have a translog profit function that has the second order approximation property in the context of technical change:

\[
\sum_{n=1}^{N} \frac{1}{n} \frac{a_{n}}{n} \cdot t \cdot n \cdot p_{n} + \sum_{n=1}^{N} \frac{1}{n} \frac{b_{n}}{n} \cdot t \cdot n \cdot z_{n} + (1/2) \cdot c_{t} \cdot t^{2}
\]

(127)

where the parameters \( a_{n} \) must satisfy the restriction

\[
\sum_{n=1}^{N} a_{n} = 0
\]

(128)

in order to ensure that our new translog restricted profit function \( \pi(p, z, t) \) is linearly homogeneous in the components of the price vector \( p \). Note that taking into account (128), there are \( N + M + 1 \) additional independent parameters in (127), the same number of additional parameters as in (126).

With the additional terms defined in (127), we must add the term \( a_{n} \cdot t \) to the right hand side of the nth share equation in our old estimating equation (92). If the firm is optimizing with respect to \( z_{i} \) and the user cost for \( z_{i} \) in period \( t \) is \( w_{i} \), then our optimizing assumption implies \( w_{i} = \frac{\partial \pi(p, z, t)}{\partial z_{i}} \) and upon differentiating our new translog restricted profit function and adding an error term \( e_{i} \), we may use the following estimating equations as well: for \( t = 1, 2, ..., T, \)

\[
\sum_{i=1}^{T} w_{i} \cdot z_{i} / p \cdot x_{i} = b_{i} + b_{i} \cdot t + c_{i} \cdot d_{i} \cdot n_{i} \cdot p_{n} + c_{i} \cdot e_{i} \cdot n_{i} \cdot z_{n} + e_{i} \cdot t.
\]

(129)

The above adjustments for dealing with technical change are very crude, but they are probably better than ignoring the problem altogether.

A second problem that can arise in the context of time series data is the aggregation over firms problem; i.e., the data that we have at our disposal may be industry or regional data, which gives us output and input aggregate or total data, rather than individual establishment data. In order to limit the length of this already overly long paper, we will not attempt to describe in detail the problems that can occur if we are forced to work with aggregate data instead of micro data pertaining to establishments. Suffice it to say that Hotelling [1935], May [1946] and Bliss [1975; 146] among others have noted that if all goods are variable and each production manager in each establishment is a price taking competitive profit maximiser, then the group of establishments or firms can be treated as if they were a single producer subject to the sum of the individual technology sets. This means we would have to put all of our infrastructure services variables \( s_{i}^{f} \) into the first class of \( N \) variable goods (this cannot be done if some \( s_{i}^{f} = 0 \) and there is no corresponding user cost price \( w_{i}^{f} \) ) and we would have to put all of our "fixed" capital stocks \( k_{j}^{f} \) (except possibly one stock per firm that was truly fixed over the sample period) into the first class of variable goods as well (and thus we would require the existence of second hand markets for these capital goods). To sum up, working with aggregate data instead of firm or establishment micro data will create significant problems in implementing and interpreting our model of producer behaviour.
Notes

Our rather mechanical treatment of technological change follows that of Binwanger [1974]. More realistic theories of technical change with references to the literature are presented in Binwanger and Ruttan [1978], Griliches [1979], Denny, Everson, Fuss and Waverman [1981], Christensen, Cummings and Schoech [1983] and Kopp and Smith [1983]. In the last paper, the authors view technical change as arising through the adoption of process innovations involving new capital equipment. Thus in their view, much of the observed unexplained change in total factor productivity (i.e., technical change) can be explained by the necessarily imperfect aggregation of capital inputs that occurs in practice. For a brief survey of the "new goods problem," see Diwett [1980;496-505].

For analysis and references to the literature on the problems involved in aggregating over firms, see Gorman [1968], Diwett [1980;464-470], Fisher [1982] and Blackorby and Schwarm [1982][1983a][1983b][1984].

10. The Estimation of Restricted Profit Functions in the Cross Sectional Context

The conceptual and measurement problems involved in empirically implementing our econometric models of producer behavior explained in section 7 above using just cross sectional data are very severe. We shall list some of the more important problems below.

(1) Often cross sectional data is industry data on outputs, inputs and the associated values and hence it suffers from the aggregation over firms problem mentioned in the previous section.

(2) Suppose that our cross sectional data consists of data on individual establishments producing a homogeneous product but the establishments are located in different countries or regions where relative prices are very, very different. Or suppose that our data comes from a single developed country, but that we wish to extrapolate our estimated technology to an underdeveloped country, where the price of labour might only be one per cent of the developed country's price of labour. Then the flexible functional forms for restricted profit functions defined in section 7 above may be totally inadequate to describe the industry's technology in such a global manner; i.e., when dealing with the large variations in relative prices that might occur when working with cross sectional data, a second order approximation to a technology set or the corresponding dual profit function may be totally inadequate.

(3) When we have time series data on a single establishment, firm or even industry, we may have some degree of confidence that our (aggregated) price and quantity data for outputs, intermediate inputs, labour and capital services has some degree of homogeneity; i.e., within each category, our aggregate output data say refers to roughly the same universe of disaggregated outputs. However, in dealing with cross sectional data, the individual establishments in our sample may be producing very different microeconomic outputs and using very different combinations of inputs. The highly aggregated data that we typically find in cross sectional samples may disguise the fact that the individual firms in our sample may well be producing totally different outputs and utilizing very different inputs. For example, the mix of labour services utilized in an industry in an underdeveloped country may be totally different from the mix utilized in the same industry in a developed country. What we are saying is that the aggregation over goods problem is
much more severe in the cross-sectional context than in the time series context. This problem will tend to make our cross-sectional econometric results virtually useless, unless a great deal of care is exercised.

(4) In the time series context, it is usually possible to find at least some crude price index deflators to deflate values into quantities. In the cross-sectional context, it is virtually impossible to find the appropriate price deflators. If our cross-sectional establishment data are taken from different regions within the same country, then it may be possible to find regional price indexes. However, typically, these regional indexes are not meant to be comparable across regions; i.e., they are constructed so that all regional prices equal 100 in the base year (and of course, all regional prices are not actually equal in the base year). There is a similar lack of comparability across units when we have an international cross-section. Thus, when we have a cross sectional sample of data, we will require accurate information on values and quantities, whereas in the time series context, we can get by with just having information on values and price indexes.

(5) The measurement of capital stock components will be particularly difficult in the cross sectional context. We saw earlier in section 8.5 how the construction of accurate capital stock components required a great deal of time series information. This information will not be available if the investigator has only cross-sectional data at his disposal. The use of historical book value of capital stock data will lead to enormous measurement errors, since there has been a great deal of inflation in developed countries in the last 40 years, and even more inflation in most underdeveloped countries.

In view of the above difficulties, we are not optimistic about the possibilities of accurately estimating technological parameters using cross sectional data.

However, if in spite of the above difficulties, the investigator wishes to proceed using only cross-sectional data, we would recommend the use of the translog functional form rather than the bilinear functional form. The reason for this choice is that we can make the translog parameter $a_0$ in (86) depend on the firm or establishment; i.e., replace $a_0$ by $a_0^f$ when we fit the data for firm $f$. This will use up one degree of freedom per cross sectional unit, but this will not present a severe problem. In the bilinear functional form, there does not appear to be a natural choice of a single parameter to be firm specific. This seems to be somewhat unfortunate, since as we have discussed above, we will not usually be able to impose the correct curvature conditions (recall the convexity in prices property for $v(p,z)$) globally on the translog functional form and maintain flexibility.

If the investigator can obtain data on the same establishments for at least two points in time (i.e., the investigator has panel data at his disposal), then the situation brightens up considerably. When working with the translog function form defined by (86) and (127), we can assume that $a_0$, $a_n$, $n = 1,\ldots,N$ and $b_m$, $m = 1,\ldots,M$ are firm specific but that the remaining parameters are constant across firms. When working with the bilinear functional form defined by (93) and (126), we can assume that the $N$ parameters $a_n$, $n = 1,\ldots,N$ and the $M$ parameters $d_{mn}$, $m = 1,\ldots,M$ are firm specific while the remaining parameters are constant across firms.

This concludes our discussion of the econometric approach to estimating technology sets using restricted profit (or cost) functions.
Notes

We should remind the reader that we gained degrees of freedom for our econometric estimation by assuming price taking, profit maximizing behavior. Of course, this assumption of competitive behavior may not be satisfied in the real world. However, we can make crude adjustments to our procedure to take into account possible non-competitive behavior; see Dievert [1974:155] [1982:584-590], Lau [1974], Appelbaum [1979] and Appelbaum and Kohli [1979].

11. Conclusion

We have discussed a variety of approaches to measuring the benefits of investments in infrastructure services (or local public goods). Our simplest measure of benefits can be interpreted as the discounted increase in net outputs by producers in the project affected area less the discounted net cost of providing the extra infrastructure services, evaluated at constant (world) reference prices; see sections 2, 3 and 5.1. In section 5.2, we redefined our benefit measure to take into account the possible endogeneity of prices for some goods. In section 5.3, we further redefined our benefit measure to take into account possible benefits to consumers of the infrastructure investment project.

In sections 4 and 6.2, we developed an informationally parsimonious approach to the ex post measurement of infrastructure benefits in a static context. The approach required only price and quantity information for the pre and post project economies.

In section 6, we reviewed a number of alternative ex ante approaches to benefit measurement, including the questionnaire approach (section 6.1), the engineering approach (section 6.3), the applied general equilibrium modelling approach (section 6.4), and the differential approach (section 6.5). The econometric approach (section 6.6) yields valuable information on various elasticities of substitution (and on the second order derivatives of profit, cost and expenditure functions) and can be used as an input into the approaches explained in sections 6.3 to 6.5.

In view of the importance of the econometric approach, we devoted the rest of the paper (sections 7 through 10) to it.

Not one of the approaches to benefit measurement described in this paper is completely satisfactory; each of them suffers from one or more severe difficulties. However, each has some merit as well, so we leave the decision as to which method to use up to the reader. We hope that our discussion of the advantages and disadvantages of the various methods will be of some use to the reader.

Appendices 1 and 2 and sections 7 through 10 provide a fairly comprehensive overview of the functional form and data problems involved in the estimation of restricted profit and cost functions. Although much of our analysis can be found in the literature or is part of the oral tradition in the field, the present paper provides a convenient summary of many of the pitfalls. The biquadratic profit function defined by (93) is a new convenient functional form. Our suggested method for imposing globally valid curvature conditions consistent with flexibility is moderately new (actually, it is a straightforward adaptation of the method used by Dievert and Wales [1984] to impose the concavity in prices property on the Generalized McFadden cost function). Another "new" approach in this paper that may be of general interest is our suggested user cost treatment of capital; see (120) and (123).
We note two other results derived in this paper that may be of general interest.

The first result to be noted is the quadratic programming problem (76). This problem may be of interest not only to government infrastructure planners in market oriented economies, but also to central planners in socialist economies and to corporate planners in multiplex enterprises, who must allocate investment funds across industries or plants.

The second theoretical result that we wish to highlight is the idea of a "superlative" benefit measure (see (39) and (45)) that is exact for a certain theoretical benefit measure that is the average of certain profit differences of the form \( \pi(p, s^1) - \pi(p, s^0) \) provided that \( \pi \) is a (flexible) biquadratic functional form. This is the counterpart to the superlative index number formula idea, where certain index number formula (such as the translog) are exact for certain theoretical indexes in the ratio form \( \pi(p, s^1)/\pi(p, s^0) \) provided that \( \pi \) has a certain flexible functional form (such as the translog).

Appendix 1. Properties of Restricted Profit Functions

We assume that the production possibilities set \( T \) of a firm is a closed subset of \( \mathbb{R}^{M+N} \) dimensional space. The first set of \( N \) goods corresponds to variable inputs and inputs; the second set of \( M \) goods corresponds to the firm's fixed capital stocks and to the amounts of infrastructure services that it is consuming. Thus if \( (x, z) \in T \) (read: if the vectors \( x = (x_1, x_2, \ldots, x_N) \) and \( z = (z_1, z_2, \ldots, z_M) \) belong to the set \( T \)), then the firm has at its disposal the amounts \( x_1, x_2, \ldots, x_N \) of the various types of capital and infrastructure services and it can produce (or utilize as an input if negative) amounts \( x_1, x_2, \ldots, x_N \) of goods 1 to \( N \) respectively. We assume that the vector \( x \) is nonnegative (i.e. \( x \geq 0_N \) where \( 0_N \) denotes a vector of zeros of dimension \( M \)), but the components of the vector \( x \) can be of either sign: if \( x_i > 0 \), then the first good is being produced by the firm while if \( x_i < 0 \), good \( i \) is being used as an input.

We assume that the firm faces positive prices \( p \in (p_1, p_2, \ldots, p_N) > 0_N \) for its variable inputs and outputs. Given a nonnegative vector of fixed capital and infrastructure services \( z \geq 0_M \), the firm will want to solve the following variable profit maximization problem:

\[
\max_{x} \left\{ p'x : (x, z) \in T \right\} = \pi(p, z, T).
\]

The objective function in the constrained maximization problem (1) is \( p'x \equiv \sum_{n=1}^{N} p_n x_n \) = revenues minus variable costs, since we have indexed inputs with a negative sign. The constraint in (1), \( (x, z) \in T \), merely restricts the vector \( x \) to be technically feasible, given \( z \). We have defined the optimized objective
function in (1) to be the function $\pi$ which depends on $p$ (the vector of prices for variable goods that the firm faces), $z$ (the firm’s historically given vector of fixed capital and infrastructure services), and $T$ (the firm’s technology set). The function $\pi$ is called the firm’s restricted profit function. Other terms used for $\pi$ in the literature include gross profit function; conditional profit function and the variable profit function.

Suppose that $N=2$ and $M=1$. Suppose further that the first variable good is an output and the second variable good is an input. Then the geometry of the firm’s profit maximization problem (1) is illustrated in Figure 1 below.

Figure 1

The set on or below the curved line is the set $\{(x_1, x_2) : (x_1, x_2') \in T\}$, the firm’s production possibilities set for variable goods conditional on the fixed input level $z=1$. The point $x^* = (x_1^*, x_2^*)$ solves the profit maximization problem (1) when $z=1$. The straight line passing through $x^*$ is the isoprofit line $\{(x_1, x_2) : p_1 x_1 + p_2 x_2 = \pi^*(p_1, p_2, z)\}$. This is the highest isoprofit line that still contains a technologically feasible $x$ point. The point where this isoprofit line crosses the $x_2$ axis is $\pi(p_1, T)/p_2$. If $z$ increases to $z = 2$, then the firm’s production possibilities set for variable goods increases to the set on or below the dashed line. As $p_1, p_2$ and $z$ change, the reader can use Figure 1 to determine how $\pi(p_1, p_2, z, T)$ changes.

As we shall be holding the technology set $T$ constant throughout the analysis which follows, we shall drop the $T$ argument in the $\pi$ function.

We now consider what mathematical properties the function $\pi$ might possess. Consider the following two properties:

Property 1: $\pi(p, z)$ is (positively) linearly homogeneous in the components of $p$ for each fixed $z$. This means for $p \geq 0_N$, $z \geq 0_N$ and $\lambda > 0$, we have

$$\pi(\lambda p, z) = \lambda \pi(p, z).$$

Property 2: $\pi(p, z)$ is a convex function of $p$ for each fixed $z$. This means

$$1 \quad 2$$

for every $z \geq 0_N$, $p \geq 0_N$, $p \geq 0_N$ and $0 \leq \lambda \leq 1$, we have

$$\pi(\lambda p^1 + (1-\lambda)p^2, z) \geq \lambda \pi(p^1, z) + (1-\lambda) \pi(p^2, z).$$

Proposition 1: Provided only that the relevant maxima exist, $\pi(p, z)$ defined by (1) has Properties 1 and 2 listed above.

Proof of Property 1: Let $p \geq 0_N$, $z \geq 0_N$ and $\lambda > 0$. Then
\[ \pi(\lambda p, z) \equiv \max_x \{ \lambda p^1 \cdot x : (x, z) \in T \} \]
\[ = \lambda \max_x \{ p^1 \cdot x : (x, z) \in T \} \text{ since } \lambda \geq 0 \]
\[ = \lambda \pi(p^1, z) \text{.} \]

**Proof of Property 2:** Let \( z \geq 0 \), \( p^1 \geq 0 \), \( p^2 \geq 0 \) and \( 0 \leq \lambda \leq 1 \). Then

\[ \pi(\lambda p^1 + (1-\lambda) p^2, z) \equiv \max_x \{ (\lambda p^1 + (1-\lambda) p^2) \cdot x : (x, z) \in T \} \]
\[ = (\lambda p^1 \cdot x^* + (1-\lambda) p^2 \cdot x^* \text{ say where } (x^*, z) \in T \]
\[ = \lambda \max_x \{ p^1 \cdot x : (x, z) \in T \} + (1-\lambda) p^2 \cdot x^* \]
\[ \leq \lambda \pi(p^1, z) + (1-\lambda) p^2 \cdot x^* \text{ since } x^* \text{ is feasible for the above maximization problem} \]
\[ = \lambda \pi(p^1, z) + (1-\lambda) \pi(p^2, z) \text{.} \]

Q. E. D.

From the viewpoint of economics, Property 1 is straightforward: if all prices facing a competitive profit maximizing firm double, then profits will also double. However, Property 2 is not so straightforward. The property says that the profits a firm can get if it faces a weighted average \( \lambda p^1 + (1-\lambda) p^2 \) of two price vectors will generally be less than the same weighted average of the profits that it can get facing each price vector separately (the weights are \( \lambda \) and \( (1-\lambda) \) in both cases). Figure 2 illustrates Property 2 in the N=2 case.

As was the case in Figure 1, we assume that good 1 is an input and good 2 is an output. The firm's production possibilities set for variable goods, \( \{(x_1, x_2) : (x_1, x_2) \in T \} \), is the set on or below the curved line in Figure 2. When the price vector \( p^1 \equiv (p^1_1, p^1_2) \) prevails, the firm maximizes profits at \( x^1 \); when prices \( p^2 \equiv (p^2_1, p^2_2) \) prevail, the firm maximizes profits at \( x^2 \), and when the "average" prices \( \lambda p^1 + (1-\lambda) p^2 \equiv (\lambda p^1_1 + (1-\lambda) p^2_1, \lambda p^1_2 + (1-\lambda) p^2_2) \) prevail, the firm maximizes profits at \( x^* \). The lowest dashed isoprofit line represents the line \( \{ x : (\lambda p^1 + (1-\lambda) p^2) \cdot x = \pi(p^1, z) \} \) while the higher parallel dashed isoprofit line represents the line \( \{ x : (\lambda p^1 + (1-\lambda) p^2) \cdot x = \pi(p^2, z) \} \), which passes through the intersection of the original two isoprofit lines. It
can be seen that the inequality in (3) will be strict unless \( p_1 \) is proportional to \( p_2 \) or unless the technology set is "kinked" in such a way so that the point \( x^* \) is actually at the intersection of the original two isoprofit lines.

It is clear that the technology set \( T \) determines the functional form for the profit function \( \pi(p, z) \). It is also true that the profit function may be used in order to construct an approximation to the technology set \( T \). For example, consider the price vectors \( p_1 \) and \( p_2 \) which correspond to the points \( x^1 \) and \( x^2 \) in Figure 2 and define \( p^3 \) to be the "average" price vector \( \lambda p_1 + (1-\lambda)p_2 \) which corresponds to the point \( x^* \). An outer approximation to the true technology set may be defined by the following set given that we know \( \pi(p, z) \):

\[
T(p_1, p_2, p^3) = \{(x, z) : p_1 x \leq \pi(p_1, z); \ p_2 x \leq \pi(p_2, z); \ p^3 x \leq \pi(p^3, z), z \geq 0_N\}.
\]

For the fixed \( z \) that corresponds to the curve in Figure 2, the above outer approximation to the true technology set yields the kinked set which lies below all three isoprofit lines through \( x^1, x^* \) and \( x^2 \). Note that this approximation is quite good in the sense that the kinked line is quite close to the curved line, at least for \( x_1 \) between \( x^1 \) and \( x^2 \). If we continue the above approximation process, taking additional positive price vectors \( p^i \), then in the limit, we may define the best possible outer approximation to the true technology set \( T \) by

\[
T^* = \{(x, z) : p x \leq \pi(p, z) \text{ for every } p \geq 0; \ z \geq 0_N\}.
\]

If the original technology set is convex (i.e., \((x^1, z^1) \in T, (x^2, z^2) \in T, 0 \leq \lambda \leq 1 \) implies \((\lambda x^1 + (1-\lambda)x^2, \lambda z^1 + (1-\lambda)z^2) \in T \) also), then the approximating set \( T^* \) constructed using only the profit function \( \pi \) actually coincides with the original set \( T \); i.e., there is a duality between convex production possibilities sets and profit functions in the sense that \( T \) and \( \pi \) provide completely equivalent characterizations of the technology.

Properties 1 and 2 for the profit function are very important. They are valid irrespective of the properties of the technology set. However, they do depend on the assumption of maximizing behaviour, which may not be true in empirical applications.

If we are willing to place some restrictions on the technology set \( T \), we can derive additional properties that the profit function \( \pi \) will have.

A reasonable restriction to place on \( T \) is the property of \textbf{free disposability} of \( z \) goods. By this, we mean that \( T \) has the following property:

\[
(5) \quad 0_N \leq z^1 \leq z^2, (x, z^1) \in T \text{ implies } (x, z^2) \in T.
\]

Property (5) may be interpreted as follows: suppose that the vector of net outputs \( x \) is producible by the firm when it has available a certain vector \( z^1 \) of fixed capital stock components and infrastructure services. Then if more infrastructure services are made available to the firm, then \( x \) will still be producible.

Consider now the following property for \( \pi \):

\textbf{Property 3:} \( \pi(p, z) \) is a nondecreasing function of \( z \) for each fixed \( p \). This means for \( p \geq 0_N \), \( 0_N \leq z^1 \leq z^2 \), we have
Proposition 2: If $T$ satisfies the free disposability property (5), then $\pi$ defined by (1) satisfies Property 3 above.

**Proof:** Let $p \gg 0$, and $0 \leq z^1 \leq z^2$. Then

\[
\pi(p, z^1) = \max_{x} \{p^t x : (x, z^1) \in T\} = p^t x^1 \text{ where } (x^1, z^1) \in T
\leq \max_{x} \{p^t x : (x, z^2) \in T\}
\]

since by (5) $(x^1, z^2) \in T$ and hence $x^1$ is feasible for the maximization problem.

\[
\pi(p, z^2).
\]

Q. E. D.

Another restriction which can be placed on the technology set $T$ is the assumption of convexity, i.e., that $T$ is a convex set. Unfortunately, this restriction is not innocuous, since it rules out any increasing returns to scale phenomena.

Consider the following property for $\pi$:

Property 4: $\pi(p, z)$ is a concave function of $z$ for each fixed $p$. This means for each $p \gg 0$, $z^1 \geq 0$, $z^2 \geq 0$, $0 \leq \lambda \leq 1$, we have

\[
\pi(p, \lambda z^1 + (1-\lambda) z^2) \geq \lambda \pi(p, z^1) + (1-\lambda) \pi(p, z^2).
\]

Proposition 3: If $T$ is a convex set, then $\pi$ defined by (1) satisfies Property 4 above.

**Proof:** Let $p \gg 0$, $z^1 \geq 0$, $z^2 \geq 0$, and $0 \leq \lambda \leq 1$. Let

\[
\pi(p, z^1) = \max_{x} \{p^t x : (x, z^1) \in T\} = p^t x^1 \text{ so } (x^1, z^1) \in T
\text{ and}
\]

\[
\pi(p, z^2) = \max_{x} \{p^t x : (x, z^2) \in T\} = p^t x^2 \text{ so } (x^2, z^2) \in T.
\]

Since $T$ is a convex set, $(\lambda x^1 + (1-\lambda) x^2, \lambda z^1 + (1-\lambda) z^2) \in T$. Thus

\[
\pi(p, \lambda z^1 + (1-\lambda) z^2) = \max_{x} \{p^t x : (x, \lambda z^1 + (1-\lambda) z^2) \in T\}
\geq p^t (\lambda x^1 + (1-\lambda) x^2)
\]

since $\lambda x^1 + (1-\lambda) x^2$ is feasible for the maximization problem

\[
= \lambda \pi(p, z^1) + (1-\lambda) \pi(p, z^2)
\]

using (8) and (9).

Q. E. D.

Another restriction which can be placed on the technology set $T$ is that the technology be subject to constant returns to scale, so that the set $T$ is a cone; i.e., it satisfies the following property:

\[
(x, z) \in T, \lambda \geq 0 \text{ implies } (\lambda x, \lambda z) \in T.
\]

The final property we wish to consider for $\pi$ is:
Property 5: \( \pi(p, z) \) is a (positively) linearly homogeneous function of \( z \) for each fixed \( p \). This means for \( p > 0, z > 0 \), and \( \lambda > 0 \), we have

\[
\pi(p, \lambda z) = \lambda \pi(p, z).
\]

(11)

Proposition 4: If \( T \) is a cone, then the corresponding profit function \( \pi \) defined by (1) has Property 5 above.

Proof: Let \( p > 0, z > 0, \) and \( \lambda > 0 \). Then

\[
\pi(p, z) \equiv \max_x \{ p \cdot x : (x, z) \in T \} = p \cdot x^* \text{ say.}
\]

(12)

\[
\pi(p, \lambda z) \equiv \max_x \{ p \cdot x : (x, \lambda z) \in T \}
\]

\[
\geq p \cdot (\lambda x^*)
\]

\[
= \lambda \pi(p, z)
\]

(13)

where the inequality follows from the feasibility of \( \lambda x^* \) for the maximization problem. This feasibility follows from (12) which implies \( (x^*, z) \in T \), and property (10) which implies \( (\lambda x^*, \lambda z) \in T \). Now suppose the inequality in (13) were strict. This means there must exist \( \tilde{x} \) such that \( (\tilde{x}, \lambda z) \in T \) and \( p \cdot \tilde{x} > \lambda p \cdot x^* \) or since \( \lambda > 0 \),

\[
p \cdot (\tilde{x}/\lambda) > p \cdot x^* = \pi(p, z).
\]

(14)

Since \( (\tilde{x}, \lambda z) \in T \), by (10), \( (\tilde{x}/\lambda, z) \in T \) also. But now (14) contradicts (12). Thus our supposition is false, and the inequality (13) must be an equality. This establishes (11).

Q. E. D.

If \( N = 1 \), then we may plot \( \pi(p, z) \) as a function of the scalar variable \( z \). If \( T \) satisfies the free disposal property (5), then the curve \( \pi(p, z) \) regarded as a function of \( z \) will have a nonnegative slope. If in addition, \( T \) is a convex set, the curve will be a concave function as in Figure 3. Finally, if in addition, \( T \) has the constant returns to scale property (10), the curve will be a straight line through the origin (see the dashed line in Figure 3).

Figure 3

We now turn our attention to the properties of \( \pi(p, z) \) assuming that it is differentiable with respect to its arguments. The following property is a fundamental one.
The Derivative Property of the Profit Function (Rotelling [1932; 594]):

Let \( T \) be given and define \( \pi(p, z) \) by (1) above. In addition, suppose that \( \pi \) is once differentiable with respect to its \( N \) price arguments at the point \( p^* \succ 0_N, z^* \succ 0_N \). Finally, let \( x^* \) denote a solution to the profit maximization problem \( \max_x \{ p^* x : (x, z^*) \in T \} = \pi(p^*, z^*) \). Then \( x^* \) is the unique solution to the profit maximization problem and it is equal to the vector of first order partial derivatives of \( \pi(p^*, z^*) \) with respect to the components of the price vector, i.e.,

(15) \( x^* = \nabla_p \pi(p^*, z^*) \).

The vector equation (15) is a brief way of writing the following \( N \) equations where \( x^* = (x^*_1, x^*_2, \ldots, x^*_N) \):

\[
\begin{align*}
x^*_1 &= \frac{\partial \pi(p^*_1, \ldots, p^*_N, z^*_1, \ldots, z^*_N)}{\partial p_1} \\
x^*_2 &= \frac{\partial \pi(p^*_1, \ldots, p^*_N, z^*_1, \ldots, z^*_N)}{\partial p_2} \\
&\vdots \\
x^*_N &= \frac{\partial \pi(p^*_1, \ldots, p^*_N, z^*_1, \ldots, z^*_N)}{\partial p_N}.
\end{align*}
\]

Proof: Since \( x^* \) solves the profit maximization problem when prices \( p^* \) prevail, we have

(16) \( \pi(p^*, z^*) = p^* x^* \)

with \( (x^*, z^*) \in T \). Thus for any \( p \succ 0_N \),

\[
\pi(p, z^*) \equiv \max_x \{ p^* x : (x, z) \in T \} \geq p^* x^*
\]

since \( x^* \) is feasible, but not necessarily optimal, for the maximization problem. Equality (16) and the inequalities (17) imply that the function of the \( N \) price variables \( (p_1, p_2, \ldots, p_N) \equiv p \) defined by \( g(p) \equiv \pi(p, z^*) - p^* x^* \) is nonnegative for all \( p \succ 0_N \) but \( g(p^*) = 0 \). Thus \( g(p) \) attains a global minimum at \( p = p^* \). Hence the following first order necessary conditions are satisfied:

(18) \( \nabla_p g(p^*) = \nabla_p \pi(p^*, z^*) - x^* = 0_N \)

(18) may be rearranged to yield (15).

The inequality (17) which is the key to the above derivative property is illustrated in Figure 4.

**Figure 4**
The curved line in Figure 4 corresponds to the curved line in Figure 1; each point on the curve gives the maximum amount of output $x_2$ that can be produced given an amount of variable input equal to $-x_1$ and a given amount of fixed input $z = 1$ (essentially, the curve is the firm's short run production function). The isoprofit line tangent to the curve at the point $x^*$ corresponds to the line $\{x : p^*\cdot x = p^*\cdot x^*\}$. The dashed line through $x^*$ corresponds to the line $\{x : p\cdot x = p\cdot x^*\}$. The higher parallel dashed line corresponds to the highest isoprofit line that is feasible when the producer faces prices $p$, which is the line $\{x : p\cdot x = \pi(p, z^*)\}$. Since the second line is higher, we have $\pi(p, z^*) \geq p\cdot x^*$ which is (17).

Thus, if $\pi(p, z)$ is differentiable with respect to the components $p_1, \ldots, p_N$ of the price vector $p$ for outputs and variable inputs, the firm's $n$th profit maximizing net supply function (this is minus a demand function if good $n$ is used as an input) $x_n(p, z)$ can be obtained by partially differentiating $\pi(p, z)$ with respect to $p_n$; i.e., we have

$$x_n(p, z) = \frac{\partial \pi(p, z)}{\partial p_n} \quad n = 1, \ldots, N.$$  

(19)

Hotelling's Lemma (19) may be used to generate systems of profit maximizing net supply functions in a relatively easy fashion: simply postulate a functional form for the profit function $\pi(p, z)$ that satisfies Properties 1 and 2 and, in addition, is differentiable with respect to the components of $p$. Then differentiate, and equation (19) is the desired system of net supply functions which may be used for econometric estimation purposes. In order to avoid an expensive nonlinear regression problem, it will be necessary to choose the functional form for $\pi(p, z)$ in such a way so that the price derivatives $\partial \pi(p, z)/\partial p_n$ (or a transformation of them) are linear in the unknown parameters which characterize the functional form for $\pi$.

If $f(x)$ is a linearly homogeneous differentiable function, (i.e., $f(\lambda x) = \lambda f(x)$ for all $\lambda > 0$ and $x \geq 0$), then Euler's Theorem on homogeneous functions implies the following identity:

$$f(x) = x^T \nabla f(x) = \sum_{n=1}^{N} x_n \frac{\partial f(x_1, \ldots, x_N)}{\partial x_n}.$$  

(20)

(To prove (20), differentiate both sides of $f(\lambda x) = \lambda f(x)$ with respect to $\lambda$ and set $\lambda = 1$.)

If our linearly homogeneous $f$ happens to be twice continuously differentiable with respect to its arguments (this means that each second order partial derivative function $\partial^2 f(x_1, \ldots, x_N)/\partial x_1 \partial x_j$ exists and is a continuous function of its arguments), then we can derive further restrictions on the derivatives of $f$ that must hold. Partially differentiate both sides of the equation $f(\lambda x) = \lambda f(x)$ with respect to $x_1$. We obtain the equation $\lambda \frac{\partial f(\lambda x)}{\partial x_1} = \lambda \frac{\partial f(x)}{\partial x_1} \frac{\partial \lambda}{\partial x_1}$ or $\frac{\partial f(x)}{\partial x_1} = \frac{\partial f(x)}{\partial x_1}$. Now differentiate this last equation with respect to $\lambda$ and set $\lambda = 1$. We obtain the following equation:

$$\sum_{j=1}^{N} \left[\frac{\partial^2 f(x_1, \ldots, x_N)}{\partial x_1 \partial x_j} \right] x_j = 0.$$  

(21)
Since the index $i$ could be any integer between 1 and $N$, (21) holds for $i = 1, 2, \ldots, N$. The resulting $N$ equations can be expressed more succinctly as follows:

$$V^2f(x)x = 0_N$$

where $V^2f(x) = \begin{bmatrix} \frac{\partial^2 f(x)}{\partial x_1^2} & \frac{\partial^2 f(x)}{\partial x_1 \partial x_2} & \cdots & \frac{\partial^2 f(x)}{\partial x_1 \partial x_N} \\ \vdots & \ddots & \ddots & \vdots \\ \frac{\partial^2 f(x)}{\partial x_N \partial x_1} & \cdots & \frac{\partial^2 f(x)}{\partial x_N^2} \end{bmatrix}$

is the $N \times N$ matrix of second order partial derivatives of $f$.

A final set of restrictions on the derivatives of $f$ is implied by our assumption that $f$ is twice continuously differentiable. Under these conditions, Young's Theorem implies that the order in which we differentiate to form the second order partial derivatives is immaterial; i.e., we have

$$\frac{\partial^2 f(x_1, \ldots, x_N)}{\partial x_i^2} = \frac{\partial^2 f(x_1, \ldots, x_N)}{\partial x_j^2} \quad \text{for all } i \neq j$$

The $N(N-1)/2$ symmetry relations can be expressed more succinctly using matrix notation; i.e., we have

$$[V^2f(x)]^T = V^2f(x)$$

so that the Hessian matrix of second order partial derivatives, $V^2f(x)$, is symmetric ($A^T$ denotes the transpose of the matrix $A$).

The above digression on the properties of linearly homogeneous functions has an application to the profit function $\pi(p,z)$ since it is linearly homogeneous in $p$.

Thus, if $\pi(p,z)$ is once differentiable with respect to its $p$ components, using Hotelling's Lemma (19) and Euler's Theorem (20), we deduce the following equalities:

$$\pi(p,z) = \sum_{n=1}^{N} p_n x_n(p,z) = \sum_{n=1}^{N} p_n x_n(p,z)$$

where the $x_n(p,z)$ are the profit maximizing net supply functions discussed earlier.

Equation (25) has an important econometric implication: the profit function $\pi(p,z)$ does not contain any additional information that is not already contained in the net supply functions $x_n(p,z)$. Thus if all $N$ of the net supply functions $x_n(p,z)$ are estimated econometrically, the profit function equation should not be appended to the estimating equations.

If $\pi(p,z)$ is twice continuously differentiable with respect to the components of the $p$ vector, then we may utilize (22) and (24) and derive some interesting results. Let us form the $N \times N$ matrix of derivatives of the net supply functions $x_n(p,z)$ defined by (19):

$$V_{x}x(p,z) = \begin{bmatrix} \frac{\partial x_1(p,z)}{\partial p_1} & \frac{\partial x_1(p,z)}{\partial p_2} & \cdots & \frac{\partial x_1(p,z)}{\partial p_N} \\ \vdots & \ddots & \ddots & \vdots \\ \frac{\partial x_N(p,z)}{\partial p_1} & \cdots & \frac{\partial x_N(p,z)}{\partial p_N} \end{bmatrix}$$
\[ \begin{bmatrix} \frac{\partial^2 \pi(p,z)}{\partial p_1^2} & \frac{\partial^2 \pi(p,z)}{\partial p_1 \partial p_2} & \cdots & \frac{\partial^2 \pi(p,z)}{\partial p_1 \partial p_N} \\ \vdots & \ddots & \ddots & \vdots \\ \frac{\partial^2 \pi(p,z)}{\partial p_N \partial p_1} & \cdots & \frac{\partial^2 \pi(p,z)}{\partial p_N^2} & \end{bmatrix} \]

using (19)

\[
\pi'(p,z) \equiv \frac{\partial \pi(p,z)}{\partial p}.
\]

The matrix equation (26) says that the matrix of price derivatives of the \( N \) net supply functions \( x(p,z) \) is equal to the \( N \times N \) matrix of second order partial derivatives of the profit function \( \pi(p,z) \) with respect to its price arguments. The symmetry restrictions (24) imply that these price derivatives cannot be independent; i.e., we have \( \frac{\partial^2 x(p,z)}{\partial p_i \partial p_j} = \frac{\partial^2 x(p,z)}{\partial p_j \partial p_i} \) for all \( i \neq j \). In matrix notation, these restrictions may be written as

\[
\begin{bmatrix} \frac{\partial x(p,z)}{\partial p} \end{bmatrix} = [\begin{bmatrix} \frac{\partial^2 x(p,z)}{\partial p_i \partial p_j} \end{bmatrix}].
\]

(27)

This matrix of price derivatives also satisfies the following counterpart to the adding up restrictions (22):

\[
\begin{bmatrix} \frac{\partial x(p,z)}{\partial p} \end{bmatrix} = \begin{bmatrix} 0 \end{bmatrix}.
\]

(28)

Recall Property 2 for \( \pi \); i.e., that \( \pi(p,z) \) be a convex function of \( p \) for each fixed \( z \). If \( \pi(p,z) \) is twice continuously differentiable with respect to the components of \( p \), then it can be shown (e.g., see Fenchel [1953:87–88]),

Rockafellar [1970;27] or Varian [1978:253]) that \( \pi' \) \( \equiv \pi'(p,z) \) must be a positive semidefinite symmetric matrix. (An \( N \times N \) symmetric matrix \( A \) is positive definite if \( x^T A x > 0 \) for all \( x \neq 0_N \), and is positive semidefinite if \( x^T A x \geq 0 \) for all \( x \neq 0_N \).) Thus we have our final set of restrictions on the price derivatives of the net supply functions:

\[
\begin{bmatrix} \frac{\partial^2 x(p,z)}{\partial p_i \partial p_j} \end{bmatrix} = [\begin{bmatrix} \frac{\partial^2 x(p,z)}{\partial p_i \partial p_j} \end{bmatrix}]
\]

(29)

is a positive semidefinite matrix.

Using the definition of positive semidefiniteness, it can be verified that (29) implies the following \( N \) inequalities:

\[
\begin{bmatrix} \frac{\partial^2 x(p,z)}{\partial p_i \partial p_j} \end{bmatrix} \leq \begin{bmatrix} 0 \end{bmatrix},
\]

(30)

The equalities (30) tell us that the profit maximizing net supply function for good \( n \) cannot slope downwards. If good \( n \) is an output, then \( x_n(p,z) \) is positive and an increase in \( p_n \) will increase (or at least not decrease) the supply of that good. If good \( n \) is an input, then \( x_n(p,z) \) is negative and an increase in \( p_n \) will make this negative demand for good \( n \) less negative, i.e., the demand for good \( n \) will decrease (or at least not increase). Thus the inequalities (30) tell us that the firm's supply functions will slope upwards and their input demand functions will slope downwards.

Note that we have derived the core of the microeconomic theory of the firm in a relatively simple manner, without having to invert a single matrix.

For a more traditional approach, see Hicks [1946:319–323].

The restrictions (29) have econometric implications as well. After one has estimated econometrically the unknown parameters which characterize
one must check whether the positive semidefinite restrictions (29) are satisfied at each sample point. Alternatively, we require a method for imposing these restrictions.

We now turn our attention to the properties of \( \pi(p,z) \) when \( \pi \) is differentiable with respect to the components of \( z = (z_1, \ldots, z_M) \). Clearly, from the definition of a derivative, the partial derivative of \( \pi(p,z) \) with respect to \( z_m \) is the rate of increase in net revenue from the production of variable goods with respect to the \( m \)th fixed capital stock, holding constant the other capital stocks. In economics terminology, \( \partial \pi(p,z)/\partial z_m = w_m(p,z) \) is the marginal change in profits due to the addition of a marginal unit of \( z_m \). A profit maximizing firm should be willing to pay this price \( w_m \) for the use of the extra marginal unit of \( z_m \), so we call \( w_m(p,z) \) the \( m \)th willingness to pay function. We may form a vector of these willingness to pay functions by partially differentiating \( \pi(p,z) \) with respect to the components of \( z \):

\[
\left[ \begin{array}{c}
\frac{\partial \pi(p,z)}{\partial z_1} \\
\vdots \\
\frac{\partial \pi(p,z)}{\partial z_M}
\end{array} \right] = w(p,z) = \left[ \begin{array}{c}
 w_1(p,z) \\
\vdots \\
 w_M(p,z)
\end{array} \right]
\]

(31)

If the production possibilities set \( T \) satisfies the free disposal property (5), then the willingness to pay functions are nonnegative, i.e., \( w(p,z) \geq 0_M \).

If the set \( T \) is convex, then by Proposition 3, \( \pi(p,z) \) is a concave function of \( z \) for each fixed \( p \). If in addition, \( \pi(p,z) \) is twice continuously differentiable with respect to its \( z \) arguments, then the Hessian matrix of

second order partial derivatives of \( \pi \) with respect to its \( z \) arguments, \( \nabla^2 \pi(p,z) \), must be a negative semidefinite symmetric \( M \) by \( M \) matrix. Now form the \( M \) by \( M \) matrix of derivatives of the \( M \) willingness to pay functions \( w(p,z) \) with respect to the components of \( z \):

\[
\nabla^2 w(p,z) = \left[ \begin{array}{c}
\frac{\partial^2 w_1(p,z)}{\partial z_1^2} & \cdots & \frac{\partial^2 w_1(p,z)}{\partial z_M^2} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 w_M(p,z)}{\partial z_1^2} & \cdots & \frac{\partial^2 w_M(p,z)}{\partial z_M^2}
\end{array} \right]
\]

using (31)

\[
\nabla^2 \pi(p,z) = \left[ \begin{array}{c}
\frac{\partial^2 \pi(p,z)}{\partial z_1^2} & \cdots & \frac{\partial^2 \pi(p,z)}{\partial z_1 \partial z_M} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 \pi(p,z)}{\partial z_M \partial z_1} & \cdots & \frac{\partial^2 \pi(p,z)}{\partial z_M^2}
\end{array} \right]
\]

(32)

Equation (32) says that the matrix of quantity derivatives of the \( M \) willingness to pay functions \( w(p,z) \) is equal to the \( M \) by \( M \) matrix of second order partial derivatives of the profit function \( \pi(p,z) \) with respect to the components of the infrastructure services and fixed capital vector \( z = (z_1, \ldots, z_M) \). The symmetry restrictions (24) applied to our present model that these quantity derivatives cannot be independent; i.e., we have \( \frac{\partial^2 w_i(p,z)}{\partial z_j \partial z_k} = \frac{\partial^2 w_j(p,z)}{\partial z_i \partial z_k} \) for all \( i \neq j \). In matrix notation, these restrictions may be written as
(33) \[ [v, w(p, z)]^T = [v, w(p, z)]. \]

Recall that the concavity of \( \pi(p, z) \) in \( z \) implies that its Hessian matrix with respect to the components of \( z \) is negative semidefinite. In this case, we have

(34) \[ V \pi(p, z) = v^2 \pi(p, z) \] is a negative semidefinite matrix.

The matrix \( V^2 \pi(p, z) \) is negative semidefinite if and only if \( y^T [V^2 \pi(p, z)]y \leq 0 \) for all \( y \neq 0 \). Thus (34) implies the following \( M \) inequalities:

(35) \[ \frac{\partial w_m(p, z)}{\partial x_m} = \frac{\partial^2 \pi(p, z)}{\partial x_m \partial x_m} \leq 0, \quad m = 1, \ldots, M. \]

The inequalities (35) tell us that the willingness to pay functions are downward sloping (at least not upward sloping), provided that the technology set \( T \) is assumed to be convex.

Let us assume that \( M = 1 \) and \( T \) is a convex set that has the free disposal property (5). The the graphs of \( \pi(p, z) \) and \( w(z) = \frac{\partial w(p, z)}{\partial z} \) might look like the curves graphed in Figure 5.

If \( \pi(p, z) \) is twice continuously differentiable with respect to both sets of arguments, we may apply Young's Theorem 24 and conclude that the derivative of the \( m \)th willingness to pay function in (31) with respect to the \( n \)th price \( p_n \), \( \frac{\partial w_m(p, z)}{\partial p_n} \), is equal to the derivative of the \( n \)th net supply function in (15) with respect to the \( m \)th quantity \( x_m \), \( \frac{\partial x_n(p, z)}{\partial z_m} \); i.e., we have for all \( n=1,2,\ldots,M \) and all \( m=1,2,\ldots,M \)

(36) \[ \frac{\partial w_m(p, z)}{\partial p_n} = \frac{\partial^2 \pi(p, z)}{\partial z_m \partial p_n} = \frac{\partial^2 \pi(p, z)}{\partial p_n \partial z_m} = \frac{\partial x_n(p, w)}{\partial z_m}. \]

Finally, suppose that \( T \) is a cone so that by Proposition 4, \( \pi(p, z) \) is linearly homogeneous in \( z \). Assuming also that \( \pi \) is twice continuously differentiable with respect to its arguments leads to the following restrictions on the derivatives of \( \pi \):
\[ (37) \quad \tau(p,z) = \sum_{m=1}^{M} z_m \lambda_m \tau(p,z) \lambda_m = \sum_{m=1}^{M} \lambda_m \lambda_m \tau(p,z) \lambda_m; \]

\[ (38) \quad [\tau(p,z)]_z = 0_M; \]

\[ (39) \quad [\tau(p,z)]_p = \nabla_p \tau(p,z) = x(p,z). \]

(37) follows from (20) upon identifying \( z \) as an \( x \) and (38) follows from (22). Equations (39) may be derived as follows. We have the equation \( \tau(p,\lambda z) = \lambda \tau(p,z) \). Partially differentiate this last equation with respect to \( \lambda \) and obtain the equation \( \frac{\partial \tau(p,\lambda z)}{\partial \lambda} = \lambda \frac{\partial \tau(p,z)}{\partial \lambda} \). Thus the function \( \frac{\partial \tau(p,z)}{\partial \lambda} \) is linearly homogeneous in \( \lambda \) and we may apply (20) to this function to get the following equation:

\[ (40) \quad \frac{\partial^{n+1} \tau(p,z)}{\partial \lambda \partial^{n+1} \tau(p,z)} = \frac{\partial \tau(p,z)}{\partial \lambda} \]

Equation (40) is the \( n \)th equation in (39). Repeating (40) for \( n=1,2,\ldots,N \) yields (39).

Using the fact that \( \tau(p,z) \) is linearly homogeneous in the components of \( p \), we can deduce the following counterpart to (39) where the roles of \( p \) and \( z \) have been interchanged:

\[ (41) \quad [\tau(p,z)]_p = \nabla_p \tau(p,z) = x(p,z). \]

These restrictions on the derivatives of \( \tau \) play a role in determining whether a given functional form can approximate an arbitrary function to the second order.

Notes

Complete duality theorems between production possibilities sets \( T \) and restricted profit functions may be found in Gorman [1968], McPadden [1978] and Diewert [1973]. The symmetry restrictions (27) and the positive semidefiniteness conditions (29) were first obtained by Hotelling [1932;594] [1935;69-70]. The reciprocity relations (36) were first obtained by Samuelson [1953-4] in a somewhat simpler model. The complete set of restrictions that we have developed in this Appendix were obtained by Diewert [1974;142-146]. Additional references to the literature may be found in Diewert [1982;583-4].

The method of proof used to establish the derivative property for profit functions, (15), was used by Karlin [1959;272].

Appendix 2. Properties of Restricted Cost Functions

We assume that the production possibilities set of the government \( T \) is a closed subset of \( N+I+J \) dimensional space. The first set of \( N \) goods corresponds to amounts of variable inputs used by the government, the second set of \( I \) goods corresponds to government infrastructure services that the government is producing and the third set of \( J \) goods corresponds to amounts of fixed capital services that the government has at its disposal. Thus if \( (x,s,k) \in T \), then the government has at its disposal the amounts \( (k_1',k_2',\ldots,k_N') \equiv x \) of the \( n \) types of variable input and amounts \( (k_1'',k_2'',\ldots,k_J'') \equiv k \) of the \( J \) types of capital input services and can produce the amounts \( (s_1',s_2',\ldots,s_J') \) of
the various types of infrastructure services. We assume that $x \geq 0^N$, $s \geq 0^I$ and $k > 0^J$ so that all goods are measured as nonnegative quantities. (Note that we have reversed our sign convention on $x$ goods made in Appendix 1).

We assume that the government faces positive prices $p = (p_1, p_2, \ldots, p_N) \geq 0^N$ for its variable inputs. Given that the government has at its disposal the vector $k > 0^J$ of fixed capital stocks and that it wishes to produce the vector $s \geq 0^I$ of government infrastructure services, an efficient government will want to solve the following cost minimization problem:

\[ \min_x \{ p \cdot x : (x, s, k) \in T \} = c(p, s, k). \]

If the components of the vector of service targets $s$ are so large relative to the vector of capital stocks $k$ that the government has on hand, then there may be no feasible $x$ vector such that $(x, s, k)$ belongs to $T$. In this case, we define the minimized objective function for the constrained minimization problem (1), $c(p, s, k)$, to be $\infty$.

The minimized objective function for the constrained minimization problem (1) may be regarded as a function of $p$, $s$ and $k$. This function, $c(p, s, k)$, is called the government's restricted cost function. This function also depends on the technology set $T$, but since we will be holding the technology set constant in this Appendix, we have written $c(p, s, k, T)$ as $c(p, s, k)$.

Suppose that there are two variable inputs (i.e., $N=2$), one government service (i.e., $I=1$) and one government capital stock (i.e., $J=1$). Then the geometry of the government's cost minimization problem (1) can be illustrated by Figure 1 below.

The solid curved line in Figure 1 is the lower boundary of the set \{ $(x_1, x_2) : (x_1, x_2, s, k) \in T$ \}, the set of variable input combinations that can produce the output $s$ given that the government has the fixed capital stock $k$ at its disposal. The point $x^* = (x_1^*, x_2^*)$ solves the cost minimization problem (1). The straight line passing through $x^*$ is the isocost line \{ $(x_1, x_2) : p_1 x_1 + p_2 x_2 = p_1 x_1^* + p_2 x_2^*$ \}. This is the lowest isocost line that still contains a technologically feasible $x$ point. The point where this isocost line crosses the $x_2$ axis is $c(p, s, k)/p_2$. If the government's output target is increased to $s' > s$, the curved line will generally shift upwards, say to the dashed line labelled $s' > s$. In this mental experiment, the capital stock $k$ is held fixed. On the other hand, if the output target remains at $s$ but the capital stock increases to $k'$, the curved line will generally shift downwards.

Consider the following two properties for $c$: 
Property 1: \( c(p, s, k) \) is (positively) linearly homogeneous in the components of \( p \) for each fixed \( s, k \) such that \( c(p, s, k) \) is finite for some \( p \); i.e., for \( p \gg 0, s \gg 0, k \gg 0, \lambda > 0 \) and \( c(p, s, k) \) finite we have

\[
(2) \quad c(\lambda p, s, k) = \lambda c(p, s, k).
\]

Property 2: \( c(p, s, k) \) is a concave function of \( p \) for each fixed \( s, k \) such that \( c(p, s, k) \) is finite for some \( p \); i.e., for \( p^1 \gg 0, p^2 \gg 0, 0 \leq \lambda \leq 0, s \gg 0, k \gg 0, \) we have

\[
(3) \quad c(\lambda p^1 + (1-\lambda)p^2, s, k) \geq \lambda c(p^1, s, k) + (1-\lambda)c(p^2, s, k).
\]

Proposition 1: Provided only that the relevant minima exist, the restricted cost function \( c(p, s, k) \) defined by (1) has Properties 1 and 2 listed above.

The proof of this Proposition is an exact analogue to the Proof of Proposition 1 in Appendix 1, except minima replace maxima and thus the various inequalities are reversed. Thus \( c(p, s, k) \) has a concavity property in prices whereas \( \pi(p, z) \) had a convexity property in prices.

Recall that the restricted profit function \( \pi(p, z) \) could be used to form an outer approximation \( T^* \) to the true technology set \( T \), an approximation which was exact if the original technology set \( T \) was convex. A similar duality theorem holds for the restricted cost function. The outer approximation to the true technology set is now defined by

\[
(4) \quad T^* = \{ (x, s, k) : p^\top x \geq c(p, s, k) \text{ for every } p \gg 0, s \geq 0, k \geq 0 \}.
\]

If the original technology set \( T \) is convex, then the approximating set \( T^* \) will coincide with the original set \( T \).

If we place restrictions on the underlying government technology set \( T \), then we may show that the restricted cost function \( c \) defined by (1) satisfies properties in addition to the linear homogeneity and concavity in prices properties, Properties 1 and 2 listed above.

We say that \( T \) satisfies a free disposal property in outputs and fixed inputs if and only if the following condition is true:

\[
(5) \quad 0 \leq k^1 \leq k^2, \quad 0 \leq s^2 \leq s^1, \quad (x, s^1, k^1)^\top \text{ implies } (x, s^2, k^2)^\top.
\]

Thus if a certain output vector \( s^1 \) is producible by the variable input vector \( x \) and the fixed input vector \( k^1, s^2 \) is a lesser output vector and \( k^2 \) is a greater fixed input vector, then \( x \) and \( k^2 \) can produce \( s^2 \).

Property 3: \( c(p, s, k) \) is nondecreasing in the components of \( s \) and nonincreasing in the components of \( k \) for fixed \( p \); i.e., for \( p \gg 0, s \geq 0, k \gg 0, c(p, s, k) \) finite, then

\[
(6) \quad 0 \leq s^1 \leq s \text{ implies } c(p, s^1, k) \leq c(p, s, k) \text{ and}
\]

\[
(7) \quad 0 \geq k \leq k^1 \text{ implies } c(p, s, k) \leq c(p, s, k^1).
\]

Proposition 2: If \( T \) satisfies (5), then \( c \) defined by (1) satisfies Property 3 above.
Proof: Let \( p \geq 0 \), \( s \geq 0 \), \( k \geq 0 \), \( c(p,s,k) \) be finite, \( 0 \leq s' \leq s \), and \( k \leq k' \). Then

\[
c(p,s,k) \leq \min_{x} \{ p'x : (x,s,k) \in T \}
= p'x^* \text{ where } (x^*,s,k) \in T
\geq \min_{x} \{ p'x : (x,s',k) \in T \}
\geq c(p,s',k)
\]

which establishes (6). The inequality (8) follows from the feasibility of \((x^*,s,k)\) for the minimization problem. This feasibility follows from \((x^*,s,k) \in T, 0 \leq s' \leq s\) and property (5), where we let \( k^1 = k_2 \equiv k, s_2 = s', s^1 = s \) and \( x = x^* \). We also have

\[
c(p,s,k) \leq \min_{x} \{ p'x : (x,s,k) \in T \}
= p'x^* \text{ where } (x^*,s,k) \in T
\geq \min_{x} \{ p'x : (x,s',k'') \in T \}
\geq c(p,s',k')
\]

where the inequality follows from the feasibility of \((x^*,s,k)\) for the minimization problem and the feasibility follows from (5) letting \( k^1 = k, k^2 = k', s^1 = s^2 = s \) and \( x = x^* \).

Another possible property for \( c \) is:

Property 4: \( c(p,s,k) \) is a convex function in the components of \( s, k \) for each fixed \( p \); i.e., for \( p \geq 0 \), \( s^1 \geq 0 \), \( s^2 \geq 0 \), \( k^1 \geq 0 \), \( k^2 \geq 0 \), \( 0 \leq \lambda \leq 1 \),

\[
c(p,\lambda s^1 + (1-\lambda)s^2, \lambda k^1 + (1-\lambda)k^2) \text{ finite, we have}
\]

\[
(9) \quad c(p,\lambda s^1 + (1-\lambda)s^2, \lambda k^1 + (1-\lambda)k^2) \leq \lambda c(p,s^1,k^1) + (1-\lambda)c(p,s^2,k^2).
\]

Proposition 3: If \( T \) is a convex set, then \( c \) defined by (1) satisfies Property 4 above.

The proof is an analogue to the proof of Proposition 3 in Appendix 1, where a minimum replaces a maximum and hence the inequality is reversed.

A final restriction which can be placed on the technology set \( T \) is that the technology be subject to constant returns to scale, so that \( T \) is a cone; i.e., we have

\[
(10) \quad (x,s,k) \in T, \lambda \geq 0 \text{ implies } (\lambda x, \lambda s, \lambda k) \in T.
\]

The final property we wish to consider for \( \pi \) is:

Property 5: \( c(p,s,k) \) is a (positively) linearly homogeneous function of \( s \) and \( k \) for each fixed \( p \); i.e., for \( p \geq 0 \), \( s \geq 0 \), \( k \geq 0 \), \( \lambda > 0 \), \( c(p,s,k) \) finite,

\[
(11) \quad c(p,\lambda s, \lambda k) = \lambda c(p,s,k).
\]

Proposition 4: If \( T \) is a cone, then the corresponding restricted cost function \( c \) defined by (1) has Property 5.
The proof of Proposition 4 is exactly analogous to the proof of Proposition 4 in Appendix 1.

Let us consider the geometric significance of Properties 4 and 5. Suppose $N$ and $J$ are arbitrary and $I = 1$ so that the government is producing only one service. We wish to study the variation of variable cost, $c(p, s, k)$ as a function of the scalar service variable $s$. If $T$ satisfies the free disposal property 5, then $c(p, s, k)$ is nondecreasing in $s$. If in addition, the technology set $T$ is convex, then the graph of $c$ as a function of $s$ will have the general slope depicted by Figure 2. The derivative of $c$ with respect to $s$, $\partial c(p, s, k)/\partial s = m(p, s, k)$, is the marginal cost function and it is depicted by the dashed curve. If $T$ were a cone and $J = 0$, then the cost curve would become a straight line passing through the origin with a positive slope, and the marginal cost curve would be a constant function equal to the constant slope of the cost curve.

Figure 2

We turn now to a discussion of the properties of the restricted cost function $c$ assuming that it is differentiable with respect to its arguments. The following property is a fundamental one.

The Derivative Property of the Cost Function (Hicks [1946;331], Samuelson [1947;68], Shepard [1953;11]): Let $T$ be given and define $c(p, s, k)$ by (1). Suppose that $c$ is once differentiable with respect to its $N$ price arguments at the point $p^* \geq 0^N$, $s^* \geq 0^1$, $k^* \geq 0^J$. Finally, suppose that $x^*$ solves the cost problem

$$\min_x \{p^* x : (x, s^*, k^*) \in T\} = c(p^*, s^*, k^*).$$

Then $x^*$ is the unique solution to (12) and it is equal to the vector of first order partial derivatives of $c(p^*, s^*, k^*)$ with respect to the components of the price vector; i.e.,

$$x^* = \nabla_p c(p^*, s^*, k^*).$$

The proof of this property is analogous to the proof of the derivative property of the restricted profit function: the function $g(p) \equiv c(p, s^*, k^*) - p^* x$ turns out to be globally maximized at $p = p^*$ and the rest of the proof can readily be adapted.
Thus, if \( c(p,s,k) \) is differentiable with respect to the components \( p_1, \ldots, p_N \) of the price vector \( p \) for variable inputs, the government's variable cost minimizing \( n \)th input demand function, \( x_n(p,s,k) \), can be obtained by partially differentiating \( c(p,s,k) \) with respect to \( p \); i.e., we have

\[
(14) \quad x_n(p,s,k) = \frac{\partial c(p,s,k)}{\partial p_n}, \quad n = 1, 2, \ldots, N.
\]

Property (14) is sometimes called Shephard's Lemma. However, in order to justify (14), we do require that \( c \) satisfy Properties 1 and 2 listed above. Property 1 for \( c \), the linear homogeneity in prices property, Shephard's Lemma (14), and Euler's Theorem on homogeneous functions together imply the following identity:

\[
(15) \quad c(p,s,k) = \sum_{n=1}^{N} p_n x_n(p,s,k).
\]

The derivation of (15) is analogous to the derivation of (25) in Appendix 1.

Equation (15) also has an important econometric implication: the restricted cost function \( c(p,s,k) \) does not contain any additional information that is not already contained in the input demand functions \( x_n(p,s,k) \). If the system of \( N \) input demand functions (14) were econometrically estimated with error \( c_n^t \) in equation \( n \) in period \( t \), then the period \( t \) error in the cost equation must be equal to \( \sum_{n=1}^{N} x_n^t \), and hence the cost equation would contain no new statistical information. Put in another way, the errors in the system (14) plus (15) would be linearly dependent for each time period \( t \).

If \( c(p,s,k) \) is twice continuously differentiable with respect to the components of \( p \), then we may utilize (14) and Properties 1 and 2 for \( c \) to derive some additional interesting results. Form the \( N \) by \( N \) matrix of derivatives of the government variable input demand functions \( x_n(p,s,k) \) defined by (14):

\[
(16) \quad \nabla_p x(p,s,k) = 
\begin{bmatrix}
\frac{\partial x_1(p,s,k)}{\partial p_1}, \ldots, \frac{\partial x_1(p,s,k)}{\partial p_N} \\
\vdots \\
\frac{\partial x_N(p,s,k)}{\partial p_1}, \ldots, \frac{\partial x_N(p,s,k)}{\partial p_N}
\end{bmatrix}
\]

\[
= 
\begin{bmatrix}
\frac{\partial^2 c(p,s,k)}{\partial p_1^2}, \frac{\partial^2 c(p,s,k)}{\partial p_1 \partial p_N}, \ldots, \frac{\partial^2 c(p,s,k)}{\partial p_N^2} \\
\vdots \\
\frac{\partial^2 c(p,s,k)}{\partial p_1^2}, \frac{\partial^2 c(p,s,k)}{\partial p_1 \partial p_N}, \ldots, \frac{\partial^2 c(p,s,k)}{\partial p_N^2}
\end{bmatrix}
\]

\[
\equiv \nabla_{pp} c(p,s,k).
\]

We may derive the following restrictions on the matrix of demand derivatives defined by (16):

\[
(17) \quad [\nabla_p x(p,s,k)]^p = [\nabla_p x(p,s,k)],
\]

\[
(18) \quad [\nabla_p x(p,s,k)]_p = 0_N, \text{ and}
\]

\[
(19) \quad \nabla_{pp} x(p,s,k) = \nabla_{pp} c(p,s,k) \text{ is a negative semidefinite matrix.}
\]

(17) follows from Young's Theorem in the calculus, (18) follows from Property 1 on \( c \) and Euler's Theorem on homogeneous functions, and (19) follows from Property 2 on \( c \), the concavity in prices property. (17), (18) and (19) are counterparts to (27), (28) and (29) in Appendix 1. For additional
implications of (17) - (19) above, the reader should refer back to Appendix 1 and modify the more lengthy discussion there to suit the present circumstances.

We now turn to the differentiability properties of $c(p, s, k)$ with respect to the components of the vector of government output variables $s$. From the definition of a derivative, the partial derivative of $c(p, s, k)$ with respect to $s_i$ is the rate of increase in variable costs with respect to the $i$th output, holding constant the other outputs and the fixed capital stocks. In economics terminology, $\frac{\partial c(p, s, k)}{\partial s_i} = m_i(p, s, k)$ is the marginal change in cost due to the production of a marginal unit of output $i$, i.e., $m_i(p, s, k)$ is the government's $i$th marginal cost function. We may form a vector of these marginal cost functions by partially differentiating $c(p, s, k)$ with respect to the components of $s$:

$$m(p, s, k) = \left[ \begin{array}{c} m_1(p, s, k) \\
\vdots \\
m_I(p, s, k) \end{array} \right] = \left[ \begin{array}{c} \frac{\partial c(p, s, k)}{\partial s_1} \\
\vdots \\
\frac{\partial c(p, s, k)}{\partial s_I} \end{array} \right] = V_s c(p, s, k).$$

If the government's production possibilities set $T$ satisfies the free disposal property (5), then the marginal cost functions are nonnegative; i.e., $m(p, s, k) \geq 0_I$.

If $c(p, s, k)$ is twice continuously differentiable with respect to the components of $s$, then we may differentiate the marginal cost functions defined by (20) with respect to the components of $s$ and we obtain the following symmetry restrictions on this $I$ by $I$ matrix of derivatives:

$$\lambda m(p, s, k) = V_{ss} c(p, s, k) = \left[ V_s m(p, s, k) \right]^T$$

The symmetry restrictions (21) are a counterpart to the symmetry restrictions (33) in Appendix 1.

If the government technology set $T$ is convex, then by Proposition 3 above $c(p, s, k)$ is a convex function in the components of $s$. If $c(p, s, k)$ is also twice continuously differentiable with respect to the components of $s$, then the matrix of marginal cost derivatives with respect to the components of $s$ will satisfy the following restriction in addition to (21):

$$V_s m(p, s, k) = V_{ss} c(p, s, k)$$

is a positive semidefinite matrix.

Recall that a matrix $A$ is positive semidefinite if and only if $y^T A y \geq 0$ for all $y \neq 0_I$. Thus (22) implies the following I restrictions:

$$\lambda m_i(p, s, k) \geq 0$$

for $i = 1, 2, \ldots, I$.

The inequalities (23) tell us that the $i$th marginal cost function, regarded as a function of the $i$th output $s_i$, is upward sloping (or at least it is not downward sloping) and this is true for all $i$, provided that the government technology set $T$ is convex.

If $c(p, s, k)$ is twice continuously differentiable with respect to both its $p$ and $s$ arguments, then in view of (16) and (20), we obtain the following Samuelson (1953-4) type reciprocity relations:
(24) \[ V_s x(p, s, k) = \left[ V_p m(p, s, k) \right]^T = p^2 \nabla c(p, s, k). \]

The derivative restrictions (24) are counterparts to the derivative restrictions (36) in Appendix 1. Using the linear homogeneity of \( c(p, s, k) \) in \( p \), we may also derive the following counterpart to (41) in Appendix 1:

(25) \[ \left[ \nabla^2 c(p, s, k) \right]_p = \left[ \nabla m(p, s, k) \right]_p = \nabla c(p, s, k) = m(p, s, k). \]

We conclude this Appendix by deriving another implication which follows if the government's technology set \( T \) is a convex set. Given positive prices \( w = (w_1, \ldots, w_T) \) for the \( I \) outputs that the government produces, positive input prices \( p = (p_1, \ldots, p_N) \) for the \( N \) variable inputs and a nonnegative vector \( k = (k_1, \ldots, k_J) \) of fixed capital stocks, government production managers may try to choose the vector of outputs \( s \) and the vector of variable inputs \( x \) which solve the following profit maximization problem:

(26) \[
\max_{x,s} \{ w^T s - p^T x : (x,s,k) \in T \}
= \max_{s} \{ w^T s - c(p, s, k^*) : s \geq 0 \}
\]

where the equality (26) follows using the definition (1) of the restricted cost function \( c \).

Proposition 5: Suppose that the government's technology set \( T \) is a convex set and satisfies the free disposal property (5). Suppose in addition that the government's restricted cost function \( c \) defined by (1) is differentiable with respect to the components of \( s \) at \((p^*, s^*, k^*)\). Define the vector of derivatives of the cost function with respect to the components of the output vector \( s^* \) evaluated at \((p^*, s^*, k^*)\) by

(27) \[ w^* \in \nabla c(p^*, s^*, k^*) \geq 0 \]

where the inequality in (27) follows from Proposition 2 above. Then \( s^* \) is a solution to the following government profit maximization problem:

(28) \[
\max_{x,s} \{ w^* s - p^* x : (x,s,k) \in T \}
= \max_{s} \{ w^* s - c(p^*, s, k^*) : s \geq 0 \}
\]

Proof: Define the function \( f(s) = w^* s - c(p^*, s, k^*) \) for \( s \geq 0 \). Since \( T \) is a convex set, by Proposition 3 above, \( c(p^*, s, k^*) \) is a convex function of \( s \). Hence \( -c(p^*, s, k^*) \) is a concave function as is the linear function of \( s, w^* s \). Since a sum of two concave functions is concave, \( f(s) \) is a concave function of \( s \). Since \( f \) is concave and differentiable at \( s^* \), the first order Taylor series approximation of \( f \) around the point \( s^* \) cannot lie below the graph of the function (e.g., see Mangasarian [1969;84] or Varian [1978;253] for a proof of this property), we have

\[ f(s) \leq f(s^*) + Vf(s^*)(s-s^*) \quad \text{for all } s \geq 0 \]

(29) \[
w^* s - c(p^*, s, k^*) \leq w^* s^* - c(p^*, s^*, k^*) + (w^* - V c(p^*, s^*, k^*))^T (s-s^*)
= w^* s^* - c(p^*, s^*, k^*)
\]

where the last equality follows using (27). The inequality (29) shows that the function \( w^* s - c(p^*, s, k^*) \) attains a global max at \( s = s^* \). Hence \( s^* \) solves (28). Q. E. D.
Proposition 5 shows that the marginal cost equals price system of equations, \( V_s c(p,s,k) = m(p,s,k) = w \), can be inverted to give profit maximizing supplies \( s \) as functions of \( (p,w,k) \). Thus under the hypotheses of Proposition 5, the system of I equations

\[
(30) \quad w = m(p,s,k) \equiv V_s c(p,s,k)
\]

may be regarded as a system of inverse supply functions.

Notes

The properties of restricted cost functions were first derived in some detail by McFadden [1966][1978]. A nice exposition of the properties of restricted cost functions may be found in Varian [1978; ch.1]. See also Shephard [1970].

The special case where \( I=1 \) so that there is only one output, and \( J=0 \), so that all inputs are variable, has a much longer history in economics; see Hicks [1946;331], Samuelson [1947;68] and Shephard [1953].

Complete duality theorems between production possibilities sets \( T \) and cost function \( c \) have been obtained by a number of authors, including Shephard [1953][1970], McFadden [1966][1978] and Dievert [1971][1982].

Appendix 3. Properties of Restricted Expenditure Functions

We assume that a consumer has preferences defined over combinations of \( N \) market goods \( x \equiv (x_1, \ldots, x_N) \) which may be bought or sold at positive prices \( p \equiv (p_1, \ldots, p_N) \) and combinations of I nonnegative infrastructure services \( S \equiv (S_1, \ldots, S_I) \geq 0 \) for which there may or may not be user fees. We assume that labour supplies are indexed negatively in the \( x \) vector, e.g., if \( x_i < 0 \), then the consumer is supplying \(-x_i \) units of that type of labour service. We assume that the consumer's preferences over \( x, S \) combinations can be represented by means of a utility function \( U(x,S) \). The consumer's restricted or conditional expenditure function \( e \) is defined for \( p \succ 0 \) by minimizing the cost of achieving a given utility level \( u \), given that the consumer has available the vector \( S \) of infrastructure services, i.e.,

\[
(1) \quad e(u,p,S) = \min_{x} \{ p'x : U(x,S) \geq u \}.
\]

We assume that \( U \) is sufficiently well behaved so that \( e \) is well defined as a minimum.

It is straightforward to show that \( e(u,p,S) \) must be a (positively) linearly homogeneous and concave function in the components of \( p \) for each fixed \( u, S \) (the proof is the same as the proof of Proposition 1 in Appendix 2). Furthermore, if the utility level \( u \) increases, then the feasible set of \( x' \)'s for the minimization problem (1) will shrink and thus the minimum cannot decrease; i.e., we have \( e(u',p,S) \leq e(u',p,S) \) if \( u' < u'' \).

If \( e(u,p,S) \) is differentiable with respect to the components of \( p \), then the solution to the cost minimization problem (1) is unique and is equal to the vector of first order partial derivatives of \( e \) with respect to the components of \( p \); i.e., we have the following analogue to the derivative property of the cost function, (13) in Appendix 2.

\[
(2) \quad x(u,p,S) = \nabla_p e(u,p,S).
\]
Let us assume that the utility function $U$ satisfies the following free disposal property with respect to the components of $S$ for every $x$ in the domain of definition of $U$:

(3) $S^* \geq S' \geq 0 \implies U(x, S^*) \geq U(x, S')$ for every $x$.

Assumption (3) simply tells us that if the consumer gets more infrastructure services, then he or she won’t be made worse off. Property (3) on $U$ translates into the following property (4) on the restricted expenditure function $e$:

(4) $S^* \geq S' \geq 0 \implies e(u, p, S^*) \leq e(u, p, S')$.

**Proposition 1:** Condition (3) on $U$ implies Condition (4) on $e$.

**Proof:** Let $S^* \geq S' \geq 0$, $p > 0$, and let $u$ be given with

(5) $e(u, p, S') = \min_x \{p'x : U(x, S') \geq u\}$

$\quad = p'x' \text{ with } U(x', S') \geq u.$

Then using (3), we also have $U(x', S^*) \geq u$ and so $x'$ is feasible for the following expenditure minimization problem:

$e(u, p, S^*) = \min_x \{p'x : U(x, S^*) \geq u\}$

$\leq p'x'$ since $x'$ is feasible

$= e(u, p, S')$ using (5).

Q. E. D.

We now ask how much a consumer should be willing to pay for an extra unit of the $i$th type of infrastructure service? If the consumer’s initial utility level is $u$, initial infrastructure services consumption is $S$ and initial net expenditure on market goods is $e(u, p, S)$, then an extra unit of the $i$th good would enable the consumer to reduce his or her expenditure on market goods to $e(u, p, S_1, S_2, \ldots, S_{i-1}, S_{i+1}, \ldots, S_n)$. This net reduction in expenditure can be approximated by the following partial derivative in the differentiable case:

(6) $-\frac{\partial e(u, p, S)}{\partial S_i} \equiv \hat{W}_i(u, p, S) \geq 0$

where the inequality in (6) follows if we assume (4) so that $e$ satisfies (4) and so $\hat{W}_i(u, p, S)/\partial S_i \leq 0$.

The functions $\hat{W}_i(u, p, S)$ defined by (6) for $i = 1, \ldots, n$ define the consumer’s system of willingness to pay functions which are the consumer analogues to the producer willingness to pay functions defined in Appendix 1.

We shall find it convenient at times to impose the following restrictions on the utility function $U$:

(7) $\{x, S : U(x, S) \geq u\}$ is a closed convex set.

The function $U$ is quasiconcave if (7) is true for all possible utility levels $u$. 
Proposition 2: If $U$ satisfies (7), then $e(u, p, S)$ defined by (1) is a convex function of $S$.

Proof: Let $u$ be given and suppose $U$ satisfies (7). Let $p \geq 0$, $0 \leq \lambda \leq 1$ and let $S^1$ and $S^2$ be such that

$$e(u, p, S^i) \equiv \min_{x} \left\{ p^\top x : U(x, S^i) \geq u \right\} = p^\top x^i \quad \text{for } i = 1, 2.$$  

Then since $(x^1, S^1)$ and $(x^2, S^2)$ belong to the set defined by (7), so does any convex combination of these points. Thus

$$e(u, p, \lambda S^1 + (1-\lambda)S^2) \equiv \min_{x} \left\{ p^\top x : U(x, \lambda S^1 + (1-\lambda)S^2) \geq u \right\}$$

$$\leq p^*(\lambda x^1 + (1-\lambda)x^2)$$

since $\lambda x^1 + (1-\lambda)x^2$ is feasible

$$= \lambda p^\top x^1 + (1-\lambda)p^\top x^2$$

$$= \lambda e(u, p, S^1) + (1-\lambda)e(u, p, S^2)$$

using (8).

The inequality (9) establishes the convexity property for $e$. Q.E.D.

We have the following counterpart to Proposition 5 in Appendix 2.1:

Proposition 3: Suppose that the consumer's utility function $U$ satisfies the free disposal property (3) and the convexity property (7) for some utility level $u^*$. Let $p^*$ be such that $S^* \geq S^i$ and suppose that the consumer's restricted expenditure function $e$ defined by (1) is differentiable with respect to the components of $S$ at $(u^*, p^*, S^*)$. Define the consumer willingness to pay vector $W^*$ by

$$W^* \equiv -V_S e(u^*, p^*, S^*) \geq 0_x.$$  

Then $S^*$ is a solution to the following consumer minimization problem:

$$\min_{x, S} \left\{ p^* x + W^* \cdot S : U(x, S) \geq u^* \right\}$$

$$= \min_{S} \left\{ e(u^*, p^*, S) + W^* \cdot S : S \geq 0_x \right\}.$$  

(11)

The proof of this Proposition is a straightforward modification of the proof of Proposition 5 in Appendix 2. Note that the first order necessary conditions for the minimization problem (11) are equivalent to (10).

The point of Proposition 3 is that under its hypotheses, we can invert the system of willingness to pay functions defined by (6), $W^* = -V_S e(u^*, p^*, S^*)$, into the system of Hicksian demand functions for infrastructure services, $S^* = S(u^*, p^*, W^*)$, which solves (11). Thus under the convexity hypothesis (7) and the free disposal property (3), we may interpret the consumer's system of willingness to pay functions, $W(u, p, S) \equiv -V_S e(u, p, S)$, as a system of inverse Hicksian demand functions for infrastructure services.
Notes

The expenditure function \( e(u,p) \) (without the vector of infrastructure services \( S \)) and the corresponding system of Hicksian (real income constant) demand functions, \( x(u,p) = V_p \pi(u,p) \), were introduced into the economics literature by Hicks [1946:33]. Restricted cost functions in the production context were studied by McFadden [1978]. Diezert [1978:33] studied the more general function \( e(u,p,S) \) defined by (1) and the reader is referred there for a duality theorem and a discussion of some of the finer points about existence and continuity. Diezert [1978] shows that \( e(u,p,S) \) is jointly convex in \( u \) and \( S \) for fixed \( p \) if and only if \( U(x,S) \) is jointly concave in \( x \) and \( S \).

Propositions 2 and 3 above appear to be "new" results.

Appendix 4. Proofs of Propositions

Proof of Proposition 1: Since \( \pi(p,s) \) defined by (38) is quadratic in \( s \) for each fixed \( p \), its second order Taylor series expansion will be exact. Thus we have:

\[
\pi(p^0,s^0) - \pi(p^0,s^0) = V_s \pi(p^0,s^0) \cdot (s^1 - s^0) + \frac{(1/2)}{(s^1 - s^0)^2} V_{s^1} \pi(p^0,s^0) \cdot (s^1 - s^0)
\]

(1)

\[
= w^0 \cdot (s^0 - s^0) \cdot (b \cdot p^1)^1 \cdot (s^1 - s^0) \cdot \Lambda(s^1 - s^0) \quad \text{and}
\]

(2)

\[
\pi(p^1,s^0) - \pi(p^1,s^0) = V_s \pi(p^1,s^1) \cdot (s^0 - s^1) + \frac{(1/2)}{(s^0 - s^1)^2} V_{s^1} \pi(p^1,s^1) \cdot (s^0 - s^1)
\]

(3)

\[
\pi(p^0,s^1) - \pi(p^0,s^1) = w^1 \cdot (s^1 - s^0) \cdot (b \cdot p^1)^1 \cdot (s^1 - s^0) \cdot \Lambda(s^0 - s^0).
\]

(4)

Divide both sides of (1) through by \( b \cdot p^1 \) and divide both sides of (3) through by \( b \cdot p^0 \). Now take an average of the resulting two equations and obtain (39), making use of definitions (40) and the linear homogeneity in prices property of the restricted profit function \( \pi \) defined by (38).

O. E. D.

Proof of Proposition 2: In order to solve the system of equations (41) - (43), we would expect \( \pi(p,s) \) to have at least \( 1 + N + I \) independent parameters. However, if \( \pi \) and \( \pi^* \) are both twice continuously differentiable at \( (p^*,s^*) \), Young's Theorem on the symmetry of second order partial derivatives (see equations (27), (33) and (36) in Appendix 1) reduces the number of independent second order derivatives from \( (N+I)^2 \) to \( N(N+1)/2 + NI + I(I+1)/2 \). The linear homogeneity of \( \pi \) and \( \pi^* \) imply the following additional \( 1 + N + I \) restrictions on the derivatives of \( \pi \) and \( \pi^* \) (recall equations (25), (28) and (41) in Appendix 1):

(4)

\[
\pi(p^*,s^*) = p^* \cdot V_p \pi(p^*,s^*),
\]

(5)

\[
\frac{\partial^2 \pi(p^*,s^*)}{\partial p \partial p} \cdot p^* = 0, \text{ and}
\]

(6)

\[
\frac{\partial^2 \pi(p^*,s^*)}{\partial s_0 \partial p} \cdot p^* = V_s \pi(p^*,s^*).
\]
In view of all of these restrictions on both \( \tau \) and \( \tau^* \), we see that \( \tau \) will have to have at least \( N(N+1)/2 + NI + I(I+1)/2 \) independent parameters.

Let \( b = (b_1, \ldots, b_N) \geq 0 \) be any given vector which is nonnegative and nonzero, and consider the following special case of (38):

\[
\pi(p,s) = \sum_{n=1}^{N} c_{nn} p_n + \frac{1}{2} \sum_{n=1}^{N} \sum_{m=1}^{N} c_{mn} p_m p_n^{-1} \\
+ \sum_{n=1}^{N} b_n I_{n,n} p_n + \frac{1}{2} \sum_{n=1}^{N} b_n I_{n,n} I_{n,n} + k(n) a_{ij} s_i s_j
\]

where \( a_{ij} = a_{ji} \) for all \( i \) and \( j \) and the N-1 by N-1 matrix of the \( c_{mn} \) is symmetric and positive semidefinite. Under these restrictions, it can be verified that \( \pi(p,s) \) is linearly homogeneous and convex in \( p \). Since the \( b_n \) parameters are determined already, \( \pi(p,s) \) defined by (7) has \( N \) independent \( c_{nn} \) parameters, \( N(N-1)/2 \) independent \( c_{mn} \) parameters, \( NI \) independent \( b_n \) parameters and \( I(I+1)/2 \) independent \( a_{ij} \) parameters. This is the minimal number of parameters required to satisfy equations (41) - (43).

Solve the following system for the \( a_{ij} \), \( 1 \leq i \leq j \leq I 

\[
3 \pi(p^*,s^*)/\partial s_i \partial s_j = (\sum_{n=1}^{N} b_n p_n^*) a_{ij} = 3 \tau^*(p^*,s^*)/\partial s_i \partial s_j.
\]

With the \( a_{ij} \) determined, solve (9) for the \( b_{ni}, n = 1, \ldots, N, i = 1, \ldots, I 

\[
3 \pi(p^*,s^*)/\partial p_n \partial s_i = b_{ni} + \sum_{j=1}^{I} a_{ij} s_j^* = 3 \tau^*(p^*,s^*)/\partial p_n \partial s_i.
\]

Now solve the following system of equations for the \( c_{mn} \) for \( 1 \leq m < n \leq N-1 

(10) \[3 \pi(p^*,s^*)/\partial p_m \partial p_n = c_{mn} p_m^{-1} = 3 \tau^*(p^*,s^*)/\partial p_m \partial p_n.
\]

Now solve the N-1 equations (11) for \( c_{nn}, n = 1, 2, \ldots, N-1 

(11) \[3 \pi(p^*,s^*)/\partial p_n \partial p_n = - \sum_{m=1}^{N-1} c_{mn} p_m^* p_n^* = 3 \tau^*(p^*,s^*)/\partial p_n \partial p_n.
\]

All of the parameters of \( \tau \) defined by (7) have now been determined with the exception of the \( N c_{nn}'s \). Use (12) below to solve for \( c_n \) for \( n = 1, 2, \ldots, N-1 

(12) \[3 \pi(p^*,s^*)/\partial p_n = c_n + \sum_{m=1}^{N-1} c_{mn} p_m^* p_n^* - \sum_{i=1}^{I} b_{ni} s_i^* \\
+ (1/2) \sum_{m=1}^{N} \sum_{n=1}^{N} a_{mn} s^*_m s_n^* - 3 \tau^*(p^*,s^*)/\partial p_n.
\]

Finally, \( c_N \) is determined by solving the following equation:

(13) \[3 \pi(p^*,s^*)/\partial p_N = c_N - (1/2) \sum_{m=1}^{N-1} c_{mn} p_m^* p_N^* + \sum_{i=1}^{I} b_{ni} s_i^* \\
+ (1/2) \sum_{m=1}^{N} \sum_{n=1}^{N} a_{mn} s^*_m s_n^* - 3 \tau^*(p^*,s^*)/\partial p_N.
\]

The remaining equations in the system (41) - (43) turn out to be satisfied, using the symmetry of the second order partial derivatives of \( \tau \) and \( \tau^* \) and using the restrictions (4) - (6) above.

Q.E.D.
Proof of Proposition 3: If $p_N$ is fixed, then $\pi(p, s)$ defined by (44) is quadratic in $p_1, p_2, \ldots, p_{N-1}$ and thus its second order Taylor series expansion in $p$ will be exact for each fixed $s$. Thus we have:

$$\pi(p_1^{1,0}/p_N, s^1) = \pi(p_0^{0,0}/p_N, s^0) + \nabla_p \pi(p_0^{0,0}/p_N, s^0) \cdot (p_1^{1}/p_N^0) - (p_0^{0}/p_N^0)$$

$$+ \frac{1}{2} \left[ (p_1^{1}/p_N^0) - (p_0^{0}/p_N^0) \right] \cdot \nabla_p \pi(p_0^{0,0}/p_N, s^0) \cdot \left[ (p_1^{1}/p_N^0) - (p_0^{0}/p_N^0) \right]$$

$$= (p_0^{0}/p_N^0) \cdot x^0 + (1/2) \gamma$$

(14)

where we have used (26) and (31) and definition (44). Similarly, we have

$$\pi(p_1^{0,0}/p_N^0, s^1) = \pi(p_0^{1,0}/p_N^1, s^0) + \nabla_p \pi(p_0^{1,0}/p_N^1, s^0) \cdot (p_0^{0}/p_N^0) - (p_1^{1}/p_N^1)$$

$$+ \frac{1}{2} \left[ (p_0^{0}/p_N^0) - (p_1^{1}/p_N^1) \right] \cdot \nabla_p \pi(p_0^{1,0}/p_N^1, s^0) \cdot \left[ (p_0^{0}/p_N^0) - (p_1^{1}/p_N^1) \right]$$

$$= (p_0^{0}/p_N^0) \cdot x^1 + (1/2) \gamma$$

(15)

Thus

$$\pi(p_1^{0,0}/p_N^0, s^1) = \pi(p_0^{0,0}/p_N^0, s^0)$$

$$= (p_0^{0}/p_N^0) \cdot x^0 + (1/2) \gamma$$

(16)

Using (15) and (26),

$$\pi(p_1^{1,0}/p_N^1, s^1) = \pi(p_1^{0,0}/p_N^1, s^0)$$

$$= (p_1^{1}/p_N^1) \cdot x^1 + (1/2) \gamma$$

(17)

Taking an average of (16) and (17) establishes (45). Q. E. D.

Proof of Proposition 4: The functional form for $\pi(p, s)$ defined by (7) above in the proof of Proposition 2 is also a member of the class of functions defined by (44). Hence the proof of Proposition 2 provides a proof of the present Proposition. Q. E. D.

Proof of Proposition 5: Introduce a nonnegative vector $q \geq 0$ of Lagrange-Kuhn-Tucker multipliers for the inequality constraints in the constrained maximization problem (55). Let us also assume that a feasible solution for (55) exists which satisfies each inequality constraint with a strict inequality. Then we may apply the Karlin [1959; 201]-Usawa [1959; 204] Saddle Point Theorem and rewrite (55) as the following max min problem:

$$\max \{ p^T \cdot [x^0 + x^0] + \min q \cdot \left[ q^T \cdot [x^0 - x^0] \right] - \min \left[ q^T \cdot [y^0 - y^0] \right] - q^T \cdot [y^0 - y^0] \}$$
\[
(x^0, y^0, s^{11}, \ldots, s^{1F}, k^0) \leq (x^f, y^f, s^{1f}, k^f) \leq (x^f, y^f, s^{0f}, k^f), \quad f = 1, \ldots, F
\]

\[
= \min_{q > 0} \left[ \sum_{f=1}^{F} \left( q^f \cdot s^{1f} \right) - c(p, q, s^{0f}, k^f) \right]
\]

\[
- p^f \left[ x^f \cdot (x^0 - x^0) + y^f \cdot (y^0 - y^0) \right]
\]

using definitions (51) and (52) in the main text.

The corollaries follow using the Kuhn-Tucker [1951] conditions for the convex programming problem defined by (56) (see Karlin [1959:204] for a convenient exposition of the Kuhn-Tucker conditions.)

Q. E. D.

Proof of Proposition 6: Using assumption (53) and definition (51),

\[
\gamma^f(p, q, s^f, k^f) \equiv \max_{x, y} \left[ p^x \cdot x^y : (x, y, s^f, k^f) \leq \gamma^f \right]
\]

\[
\geq \sum_{f=1}^{F} \left( q^f \cdot y^f \right), \quad f = 1, \ldots, F
\]

(18)

since \( (x^0, y^0) \) is feasible for the firm \( f \) maximization problem. Similarly, using assumption (54) and definition (52),

\[
c(p, q, s^{10}, \ldots, s^{0F}, k^0) \equiv \min_{x, y} \left[ p^x \cdot x^y : (x, y, s^{10}, \ldots, s^{0F}, k^0) \leq 0 \right]
\]

\[
\leq \sum_{f=1}^{F} \left( q^f \cdot y^f \right), \quad \gamma^f \leq (x^0, y^0),
\]

(19)

since \( (x^0, y^0) \) is feasible for the minimization problem. Using definition (61),

\[
b^1 = \sum_{f=1}^{F} \left( q^f \cdot (p, q, s^{1f}, k^f) - c(p, q, s^{0f}, k^f) \right)
\]

\[
- \left[ c(p, q, s^{11}, \ldots, s^{1F}, k^0) - c(p, q, s^{01}, \ldots, s^{0F}, k^0) \right]
\]

\[
\leq \sum_{f=1}^{F} \left( q^f \cdot (p, q, s^{1f}, k^f) - c(p, q, s^{0f}, k^f) \right)
\]

\[
- \left[ c(p, q, s^{11}, \ldots, s^{1F}, k^0) - c(p, q, s^{01}, \ldots, s^{0F}, k^0) \right]
\]

using (18) and (19)

\[
\equiv B.
\]

This establishes one half of (62). The other half may be established as follows:

\[
\max_{x^0, y^0} \sum_{f=1}^{F} \left[ p^x \cdot (x^f - x^0) + q^y \cdot (y^f - y^0) \right]
\]

\[
- \sum_{f=1}^{F} \left[ q^f \cdot (x^0 - x^0) - p^f \right]
\]

\[
\leq \sum_{f=1}^{F} \left[ q^f \cdot (x^f - x^0) - p^f \right]
\]

\[
\leq \sum_{f=1}^{F} \left[ q^f \cdot (x^f - x^0) - c(p, q, s^{1f}, k^f) \right]
\]

\[
- \left[ c(p, q, s^{11}, \ldots, s^{1F}, k^0) - c(p, q, s^{01}, \ldots, s^{0F}, k^0) \right]
\]

\[
\leq \sum_{f=1}^{F} \left[ q^f \cdot (x^f - x^0) - c(p, q, s^{1f}, k^f) \right]
\]

\[
- \left[ c(p, q, s^{11}, \ldots, s^{1F}, k^0) - c(p, q, s^{01}, \ldots, s^{0F}, k^0) \right]
\]

using definitions (51) and (52)

\[
= \sum_{f=1}^{F} \left[ q^f \cdot (p, q, s^{1f}, k^f) - q^f \cdot (p, q, s^{0f}, k^f) \right]
\]
\begin{align*}
&\max_{x^0, k^0, \ldots, x^F, y^0, \ldots, y^F} p^* \left[ \sum_{f=1}^{F} F^f x^f - x^0 \right] + q^0 \left[ \sum_{f=1}^{F} F^f y^f - y^0 \right] \\
&\quad - \left[ c(p, q, x^1, \ldots, x^F, k^0) - c(p, q, x^0, \ldots, x^0, k^0) \right] \\
&\quad \geq B^0 \quad \text{using definition (60)}
\end{align*}

since \( B^0 \) defined by (59) is equal to the optimized objective for (55), 
\( p^* \left[ \sum_{f=1}^{F} F^f x^f - x^0 \right] - p^* \left[ \sum_{f=1}^{F} F^f x^f - x^0 \right] \)

= 0 \quad \text{since} \quad q^f \geq q^0 \text{ implies } \sum_{f=1}^{F} F^f y^f - y^0 \geq \sum_{f=1}^{F} F^f y^0 - y^0 \quad Q.E.D.

Proof of Proposition 7: Doing a first order approximation for \( s^0 \) around the \( s^{10} \) allocation means that we treat the \( s^1 \) as variables, differentiate \( B^0 \)
defined by (60) with respect to the components of the vector \( s^1 \), evaluate the resulting vector of derivatives at \( s^1 = s^{10} \) and take the inner product of the vector of derivatives with \( (s^1 - s^{10}) \). Finally, sum these inner products over \( f \) and establish that \( E^0 \) is approximated to the first order by expression (62).

Establishing that \( B^0 \) is approximated by (62) is more complicated. When
we differentiate \( B^0 \) defined by (59), it is necessary to remember that the
price vector \( q^f \) is also a function of \( s^0, \ldots, s^F \). Assuming that \( q^1 \geq q^0 \) in the solution to (57) where the inequalities there are replaced by equalities. Totally differentiating these equations at the initial equilibrium where \( q^1 = q^0 \) yields the following expression for the derivative matrices of \( q \) with respect to the elements of \( s^f, q \in \mathbb{R} \):

\begin{align*}
&\sum_{f=1}^{F} q^f \left[ (p, q^0, s^0, k^0) - q^f \right] \left[ (p, q^0, s_0, k_0) \right] \left[ (p, q^0, s_0, k_0) \right] - q^f \left[ (p, q^0, s_0, k_0) \right] \left[ (p, q^0, s_0, k_0) \right] \\
&\quad = - \left[ q^2 \right] \left[ (p, q^0, s_0, k_0) \right] - q^2 \left[ (p, q^0, s_0, k_0) \right] \left[ (p, q^0, s_0, k_0) \right] \\
&\quad = - \left[ q^2 \right] \left[ (p, q^0, s_0, k_0) \right] - q^2 \left[ (p, q^0, s_0, k_0) \right] \left[ (p, q^0, s_0, k_0) \right] \\
&\quad = - \left[ q^2 \right] \left[ (p, q^0, s_0, k_0) \right] - q^2 \left[ (p, q^0, s_0, k_0) \right] \left[ (p, q^0, s_0, k_0) \right] \\
&\quad = - \left[ q^2 \right] \left[ (p, q^0, s_0, k_0) \right] - q^2 \left[ (p, q^0, s_0, k_0) \right] \left[ (p, q^0, s_0, k_0) \right]
\end{align*}

(22)
We assume that the $M$ by $M$ matrix on the left hand side of (22) is positive definite (it must be positive semidefinite by the properties of restricted profit and cost functions) and hence, by the Implicit Function Theorem, $q(s^{1},\ldots,s^{f})$ exists, at least for $s^{1}$ close to $s^{0}$. Now differentiate $B^*$ defined by (59) with respect to $s^{f}$ and evaluate the resulting derivatives at $s^{0} = s^{1}$. Under these conditions, we have $q^{1} = q^{0}$ and we obtain the following derivatives for $f = 1,2,\ldots,F$:

\[
V_{s^{1}}B^* = V_{s^{f}}\left[p(q^{0},s^{f^{0}},k^{f})\right] - V_{s^{f}}\left[p(q^{0},s^{10},\ldots,s^{f^{0}},k^{f})\right]
+ \sum_{f=1}^{F} \left[V_{s^{f}}\left[p(q^{0},s^{f^{0}},k^{f})\right] - V_{s^{f}}\left[p(q^{0},s^{10},\ldots,s^{f^{0}},k^{f})\right]\right]
- \sum_{f=1}^{F} V_{s^{f}}\left[p(q^{0},s^{f^{0}},k^{f})\right] \cdot V_{s^{f}}\left[s^{10},\ldots,s^{f^{0}}\right]
\]

(23)

\[
= V_{s^{f}}\left[p(q^{0},s^{f^{0}},k^{f})\right] - V_{s^{f}}\left[p(q^{0},s^{10},\ldots,s^{f^{0}},k^{f})\right]
\]

since the term in brackets is $0$, using the equality version of (57)

\[
\equiv w^{f^{0}} - m^{f^{0}}.
\]

Note that when $s^{f^{1}} = s^{f^{0}}$ and $q^{1} = q^{0}$, we have $B^* = 0$. Thus, a first order approximation to $B^*$ around the $s^{f^{0}}$ allocation using (23) is

\[
B^* = \sum_{f=1}^{F} \left[w^{f^{0}} - m^{f^{0}}\right] \cdot [s^{f^{1}} - s^{f^{0}}]
\]

which is (62) Q. E. D.

Proof of Proposition 6: Using the same notation as in the proof of the previous proposition, it is straightforward to show that the second order approximation to $B^*$ around the point $s^{10},s^{20},\ldots,s^{F^{0}}$ is the right hand side of (24) below:

\[
B^* = \sum_{f=1}^{F} \left[w^{f^{0}} - m^{f^{0}}\right] \cdot [s^{f^{1}} - s^{f^{0}}]
+ \left(1/2\right) \sum_{f=1}^{F} \left[w^{f^{0}} - m^{f^{0}}\right] \cdot \left[w^{f^{0}} - m^{f^{0}}\right] \cdot \left(V_{s^{f}}\left[p(q^{0},s^{f^{0}},k^{f})\right]
- V_{s^{f}}\left[p(q^{0},s^{10},\ldots,s^{f^{0}},k^{f})\right]\right)
\]

(25)

Note that if the private and public production possibilities sets $T^{f}$ and $T^{0}$ are convex, then by Proposition 3 in Appendices 1 and 2 above, we can deduce that $\beta$, the second set of terms on the right hand side of (24) will always be negative or zero. Hence, under the convexity hypothesis, the second order approximation to $B^*$ will generally give a smaller measure of benefits than the corresponding first order approximation.

To form the second order approximation to $B^*$, we need only to differentiate the terms defined by (23) above, recognizing that $q$ is a function of $s^{1},\ldots,s^{F}$. We find that the second order approximation to $B^*$ around the initial infrastructure services allocation is the right hand side of (26) below:
\[ B^* = \sum_{F} \left[ w^{F_0 - m} F_0 - s F_0 \right] [s F_1 - s F_0] + \beta \]
\[ + \left( \frac{1}{2} \right) \sum_{F} \sum_{G} \sum_{F} \left[ s F_1 - s F_0 \right] \left[ q^2 \sum_{s F_q} s F_q \right] \left( p, q, s F_0, k_0 \right) \left[ s F_1 - s F_0 \right] \]
\[ - \sum_{s F_q} c(p, q, s F_0, k_0) \] \[ = \sum_{F} \left[ w^{F_0 - m} F_0 - s F_0 \right] [s F_1 - s F_0] + \beta \]
\[ - \left( \frac{1}{2} \right) \sum_{F} \sum_{G} \sum_{F} \left[ s F_1 - s F_0 \right] \left[ q^2 \sum_{s F_q} s F_q \right] \left( p, q, s F_0, k_0 \right) \left[ s F_1 - s F_0 \right] \]
\[ + \sum_{s F_q} c(p, q, s F_0, k_0) \]
\[ \text{where } \beta \text{ is defined by (25) and } \sum_{s F_q} \text{is defined by (22)} \]
\[ \sum_{F} \left[ w^{F_0 - m} F_0 - s F_0 \right] [s F_1 - s F_0] + \beta \]
\[ - \left( \frac{1}{2} \right) \sum_{F} \sum_{G} \sum_{F} \left[ s F_1 - s F_0 \right] \left[ q^2 \sum_{s F_q} s F_q \right] \left( p, q, s F_0, k_0 \right) \left[ s F_1 - s F_0 \right] \]
\[ + \sum_{s F_q} c(p, q, s F_0, k_0) \]
\[ \text{using (22)} \]
\[ \sum_{F} \left[ w^{F_0 - m} F_0 - s F_0 \right] [s F_1 - s F_0] + \beta \]
\[ \text{where the inequality follows using the positive definiteness of the matrix} \]
\[ \left[ q^2 \sum_{s F_q} s F_q \right] \left( p, q, s F_0, k_0 \right) \left[ s F_1 - s F_0 \right] \right. \]
\[ \left. \sum_{s F_q} c(p, q, s F_0, k_0) \right] \left[ s F_1 - s F_0 \right] \]
\[ \text{The inequality (27) is actually a consequence of Samuelson's [1947:36-39] Le Chatelier Principle.} \]

**Proof of Proposition 9:** The proof is analogous to the proof of Proposition 5. Q. E. D.

**Proof of Proposition 10:** The proof is analogous to the proof of Proposition 6. Q. E. D.

**Proof of Proposition 11:** The proof is analogous to the proof of Proposition 7 except that our old assumption that the \( H \) by \( H \) matrix on the left hand side of (22) was positive definite is now replaced by the following assumption:

\[ \left[ q^2 \sum_{s F_q} s F_q \right] \left( p, q, s F_0, k_0 \right) - q^2 \sum_{s F_q} c(p, q, s F_0, k_0) \left[ s F_1 - s F_0 \right] \]
\[ \left[ \sum_{s F_q} c(p, q, s F_0, k_0) \right] \left[ s F_1 - s F_0 \right] \]
\[ \left[ \sum_{s F_q} c(p, q, s F_0, k_0) \right] \]
\[ \text{using (22)} \]

Using (22)

\[ \sum_{F} \left[ w^{F_0 - m} F_0 - s F_0 \right] [s F_1 - s F_0] + \beta \]

where the inequality follows using the positive definiteness of the matrix

\[ \left[ q^2 \sum_{s F_q} s F_q \right] \left( p, q, s F_0, k_0 \right) \left[ s F_1 - s F_0 \right] \]
\[ \left. \sum_{s F_q} c(p, q, s F_0, k_0) \right] \left[ s F_1 - s F_0 \right] \]

**Proof of Proposition 12:** The proof follows in the same manner as the proof of Proposition 8. To find the second order approximation to \( h^0 \), add the following terms to the right hand side of (24):

\[ \sum_{h} \left[ w^{h_0 - h_0} \right] \left( s h_0 \right) + \left( \frac{1}{2} \right) \sum_{h} \sum_{h} \left[ s h_0 \right] \left( s h_0 \right) \left[ s h_0 \right] \left( s h_0 \right) \left[ s h_0 \right] \]
\[ + \sum_{s} \sum_{h} \left[ s h_0 \right] \left( s h_0 \right) \left[ s h_0 \right] \left[ s h_0 \right] \left[ s h_0 \right] \]
\[ \text{The inequality (29) is actually a consequence of Samuelson's [1947:36-39] Le Chatelier Principle.} \]

Q. E. D.
To find the second order approximation to \( D^* \), add to the right hand side of (26) the terms defined by (29) above and the additional terms, where all of the matrices of derivatives are evaluated at the data for the initial \( 0 \) equilibrium:

\[
(30) \quad - \frac{1}{2} \sum_{f=1}^{F} \sum_{i=1}^{F} (s_f - s_f^0) \cdot (s_f^0 - s_f) + (\gamma_f^2 - \gamma_f^0) \cdot (s_f^0 - s_f) + (\gamma_f^2 - \gamma_f^0) \cdot (s_f^0 - s_f) \cdot (s_f^0 - s_f) \cdot (s_f^0 - s_f) \leq 0
\]

where \( A \) is the matrix defined by (28) and the inequality in (30) follows from the positive definiteness of \( A \). Q. E. D.
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