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Abstract

In many sectors of the economy, governments either provide various goods and services at no cost or at highly subsidized prices. It is usually possible to measure the quantities of these government sector outputs and inputs as well as input prices but the problem is how to estimate the corresponding output prices. Once meaningful output prices have been estimated, the measurement of productivity growth using index numbers can proceed in the usual manner. This chapter suggests three possible general methods for measuring public sector output prices and quantities. If little or no information on the quantity of nonmarket outputs produced is available, then the method recommended in the System of National Accounts 1993 must be used, where aggregate output growth is set equal to aggregate input growth. If information on nonmarket public sector outputs is available then the second general method sets the missing output prices equal to the unit costs of producing each output while the third general method uses purchaser’s valuations to determine the missing output prices. Specific measurement issues in the health and education sectors are discussed. Similar output and productivity measurement issues arise in the regulated sectors of an economy since regulated producers are forced to provide services at prices that are not equal to marginal or average unit costs. Finally, the problems associated with measuring capital services are discussed. The focus of the chapter is on the use of index number methods to measure the Total Factor Productivity of production units in the public and regulated sectors.
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1. Introduction: How Should Public Sector Nonmarket Outputs be Valued?

In order to measure the Total Factor Productivity of a public sector production unit (or establishment) using index number techniques, it is necessary to measure the prices and quantities of the outputs produced and the inputs used by that unit for two periods of time. Then Total Factor Productivity growth can be defined as a quantity index of outputs produced divided by a quantity index of inputs used by the establishment. It is usually possible to measure the price and quantity of inputs in a fairly satisfactory manner but there are problems in measuring the prices and quantities of public sector nonmarket outputs. Thus in this chapter, we will take a systematic look at possible methods for the valuation of nonmarket outputs produced by public sector production units.

In many cases, it is difficult to determine exactly what it is that a public sector production unit produces. In this case, we may have neither quantities or prices for the outputs of the government service provider. However, in many cases, we can measure at least the quantities of the outputs produced by the public sector unit but not the corresponding prices. Finally, in some cases, it may be possible to measure output quantities produced and to obtain estimates of purchaser’s valuations for the missing nonmarket output prices. Thus the “best practice” methodology that can be used to form productivity estimates for the public sector unit will depend to a large extent on what information on prices and quantities is available.

From the perspective of measuring the effects on the welfare of households of public sector production, we suggest the following methods for valuing government outputs in the order of their desirability:

- **First best**: valuation at market prices or purchaser’s valuations;
- **Second best**: valuations at producer’s unit costs of production;
- **Third best**: output growth of the public sector production unit is set equal to real input growth and the corresponding output price growth is set equal to an index of input price growth.

Obviously, the third best option is the least desirable option. If it is used, then productivity growth for the public sector production unit will be nonexistent by construction. *If* there are competitive markets with no economies of scope and constant returns to scale in production, then the first and second best options will be roughly equivalent; i.e., the purchaser’s price will be approximately equal to the long run marginal cost of producing a unit of the commodity. However, in a nonmarket setting, even with no economies of scope and constant returns to scale in production, there is

---


3 However, there are some significant problems associated with the measurement of capital services inputs and we will spend some time dealing with these difficulties.
nothing to force the cost of producing a unit of public sector output to equal its value to recipients of the commodity. In an extreme case, the production unit could be producing nothing of value. Thus from the viewpoint of welfare economics, valuation of public sector outputs at purchasers’ valuations appears to be the preferred option.

The task of this chapter is to suggest methods for measuring the Total Factor Productivity (TFP) of a public sector production unit which produces at least some outputs that are allocated to recipients at nonmarket prices; i.e., at zero prices or highly subsidized prices that do not cover their unit costs of production. In general, the TFP level of a production unit is defined as the real output produced by the production unit at a time period divided by the real input utilized by the production unit at the same time period. There is TFP growth if real output grows more rapidly than real input. The main drivers of TFP growth are: (i) technical progress; i.e., at outward shift of the unit’s production possibilities set; (ii) increasing returns to scale combined with input growth and (iii) improvements in technical and allocative efficiency.

This volume outlines many methods for measuring TFP but in this chapter, we will concentrate on index number methods. The use of index number methods means that we will not be able to decompose the TFP growth of a public sector production unit into the contributions of the above three main components of TFP growth; i.e., index number methods do not allow us to measure separately the effects of the above explanatory factors; in general, all three explanatory factors will be combined into the overall TFP growth measure. However, the use of index number methods requires a methodological framework for the determination of output prices for the nonmarket outputs produced by the public sector. If the public sector unit minimizes its cost of production in producing its nonmarket outputs, then from the viewpoint of the economic approach to productivity measurement, the “right” prices to use to value nonmarket outputs are the (long run) marginal costs of producing the nonmarket outputs. Diewert (2012; 222-228) provided a nonparametric methodological justification for this marginal cost method of output price valuation for nonmarket outputs. Diewert also justified the use of the Fisher (1922) index number formula to aggregate inputs and outputs using his approach. We will summarize his approach in the Appendix to this chapter. Variants of this cost based method for valuing nonmarket outputs will be discussed in Section 5.

---

4 For a more detailed discussion of valuation principles based on purchaser versus supplier valuations, see Hill (1975; 19-20), Atkinson (2005; 88) and Schreyer (2012a; 261-266).
5 However, from the perspective of measuring the Total Factor Productivity growth of a public sector production unit, valuation of unpriced outputs by their marginal or unit costs is best as we shall see later.
6 During recessions, outputs decrease more than inputs due to the short run fixity of many inputs. Thus production units may be in the interior of their production possibilities sets at times and so movements from a technically inefficient allocation of resources towards the production frontier will improve TFP.
7 Other methods involve the estimation of cost or production functions but typically, statistical agencies do not have the resources to undertake the required econometric estimation. Nonparametric productivity measurement methods could also be used but unless price information is used in addition to quantity information on the inputs used and outputs produced by a production unit, these methods often do not generate reasonable estimates.
8 Atkinson (2005; 88-90) advocated the use of marginal costs to value outputs in the nonmarket sector. Hill (1975; 19-21) advocated the use of (average) unit costs to value nonmarket outputs.
The third best option outlined above is the only option that can be used when there is little or no information on both the prices and quantities produced by a government establishment. This is the option which is recommended in the *System of National Accounts 1993* to value government production when direct information on the prices and quantities of government outputs is not available. The quantity or volume measure for establishment output that results from using this methodology can be interpreted as a *measure of real resources used* by that establishment and as such, it is an acceptable indicator of the output produced by a government unit. This third best option will be discussed in more detail in the following three sections. Section 2 introduces the method. Section 3 discusses how user costs should be used to value public sector capital stock inputs. Section 4 addresses the problems associated with choosing an index number formula and how TFP could be measured either as gross output TFP or as value added TFP. This section also shows that the choice of an index number formula to aggregate outputs and inputs does matter.

The second best option for valuing public sector outputs will be discussed in section 5 and the first best option in section 6. Section 7 provides a numerical example due to Schreyer (2010; 21) that illustrates how the first best option (from the viewpoint of welfare economics) could be used in order to value nonmarket outputs. This section also discusses some aspects of the problem of adjusting output quantities for quality change. Section 8 discusses some of the practical difficulties associated with the measurement of public sector outputs in selected industries. Section 9 concludes.

2. The Case where No Information on the Prices and Quantities of Nonmarket Outputs is Available

The third best option outlined above is the only option that can be used when there is little or no information on both the prices and quantities produced by a public sector production unit (or there is no agreement on how to measure the outputs of the unit). For example, usually there is little information on the price and quantity of educational services produced by the public sector. As was mentioned earlier, the quantity or volume measure for establishment output that results from using this methodology can be interpreted as a *measure of real resources used* by the production unit and as such, it is an acceptable indicator of the output produced by the unit. Although this third best option is fairly straightforward in principle (and has been extensively discussed in the national income accounting literature), there are some aspects of the method that deserve some additional discussion.

The two aspects of the third method that we will discuss in more detail in the following two sections are as follows:

- How exactly should the contribution of durable inputs used in a public sector production unit to current period production be valued?

---

9 In section 8.1 below, we will discuss various suggested methods for estimating output prices and quantities for this sector. It will be seen that there is no general agreement on these methods.
• How exactly should estimates for the aggregate real output produced by a nonmarket production unit be constructed? In particular, which index number formula should be chosen to perform the aggregation and does the choice of formula make a difference?

3. The Valuation of Durable Inputs Used in the Public Sector

The basic tool that economists use to value the contribution of a durable input (or a capital input) to production in an accounting period is the concept of a user cost.

We will first explain how to construct the user cost of a capital input\(^{10}\) for a durable input for which market prices exist for the same input at different ages. Consider a production unit which purchases \(q^t\) units of a durable input at the beginning of accounting period \(t\) at the price \(P^t\). After using the services of the capital input during period \(t\), the production unit will have \(q_u^t = (1-\delta)q^t\) units of used or depreciated capital (in constant quality units) on hand at the end of period \(t\) where \(\delta\) is the one period depreciation rate for the capital good under consideration.\(^{11}\) Finally, we assume that the production unit has a one period financial opportunity cost of capital at the beginning of period \(t\) (i.e., a beginning of the period nominal interest rate) equal to \(r^t\). The gross cost of the capital input is the beginning of the period purchase cost of the capital inputs, \(P^t q^t\). But this cost is offset by the revenue that could be raised by selling the depreciated capital stock value at its imputed market value at the end of the period, which is \(P^{t+1} q_u^t = P^{t+1} (1-\delta)q^t\). But this imputed revenue is not equivalent to the cost outlay made at the beginning of the period. To make it equivalent, we need to take into account that money received at the end of the period is less valuable than money received at the beginning of the period and so the end of period market value should be discounted by \((1+r^t)\). Thus the net cost of using the services of the capital input during period \(t\) is \(U^t\) defined as follows:\(^{12}\)

\[
(1) \quad U^t \equiv P^t - (1+r^t)^{-1} (1-\delta)P^{t+1}.
\]

Define the constant quality asset inflation rate over period \(t\), \(i^t\), by the following equation:

\[
(2) \quad 1+i^t \equiv P_{K^{t+1}}/P_{K^t}.
\]

\(^{10}\) A capital input is an input which contributes to production for more than one accounting period. In practice, national income accountants treat capital inputs that last less than three years as nondurable inputs.

\(^{11}\) For simplicity, we assume the geometric model of depreciation where the one period depreciation rate \(\delta\) remains constant no matter what the age of the asset is at the beginning of the period. For more on the geometric model of depreciation, see Jorgenson (1989) (1996).

\(^{12}\) This simple discrete time derivation of a user cost (as the net cost of purchasing the durable good at the beginning of the period and selling the depreciated good at an interest rate discounted price at the end of the accounting period) was developed by Dievert (1974a; 504), (1980; 472-473), (1992b; 194). Simplified user cost formulae (the relationship between the rental price of a durable input to its stock price) date back to Babbage (1835; 287) and to Walras (1954; 268-269). The original version of Walras in French was published in 1874. The early industrial engineer, Church (1901; 907-909) also developed a simplified user cost formula.
Substituting (2) into (1) leads to the following expression for the *ex post user cost* $U_t$ defined by (1):

$$
(3) \quad U_t \equiv P_t - (1+r_t)^{-1}(1-\delta)(1+i_t)P_t = (1+r_t)^{-1}[(1+r_t) - (1-\delta)(1+i_t)]P_t.
$$

Rather than discounting the end of period value of the capital stock to the beginning of the period, it is more convenient to anti-discount costs and benefits to the end of the period. Thus the *ex post end of period user cost of a capital input*, $u_t$, is defined as $(1+r_t)^i$ times $U_t$:13

$$
(4) \quad u_t \equiv (1+r_t)U_t = [(1+r_t) - (1-\delta)(1+i_t)]P_t = [r_t - i_t + \delta(1+i_t)]P_t.
$$

Using this formula, we add the opportunity cost of tying up financial capital for one period, $r_tP_t$, to the beginning of the period purchase cost of the asset, $P_t$, to obtain a total cost of purchasing one unit of an asset and tying up financial capital for one period, which is $(1+r_t)^iP_t$. This total asset cost is offset by the end of period (imputed) benefit of the depreciated value of one unit of the purchased capital stock, $(1-\delta)(1+i_t)P_t$. Taking the difference of this cost and benefit leads to the user cost formula (4). This ex post formula for the user cost of capital defined was obtained by Christensen and Jorgenson (1969; 302) for the geometric model of depreciation.14

However, the derivation of the user cost of capital defined by (3) or (4) is not the end of the problems associated with valuing the cost of using a capital input over an accounting period. There are four additional issues that need to be discussed:

- Ex ante versus ex post user costs;
- How to treat specific taxes on some capital inputs such as property taxes;
- What to do if there are no market prices for used capital stocks and
- What should be done if inappropriate user costs of capital are used.

We will address each of these problems in turn.

The problem with the user cost formulae defined by (3) or (4) is that they use the *ex post* or actual asset inflation rate $i_t$ defined by (2). For land assets in particular, ex post asset inflation rates can at times be so large that it makes the user costs defined by (3) or (4) negative. Basically, we would like the user cost of an asset to be approximately equal to the rental price for the asset (if rental markets for the asset exist). Rental prices will rarely be negative so obviously, a negative user cost will be a poor approximation to a rental

---

13 It should be noted that the user costs that are anti-discounted to the end of the period are more consistent with commercial accounting conventions than the corresponding user costs that are discounted to the beginning of the period; see Peasnell (1981).

14 Diewert (2005) (2010) and Diewert and Wei (2017) derive user cost formula for more general models of depreciation. In particular, one hoss shay or light bulb depreciation may be a more appropriate model of depreciation in valuing the contribution of structures and long lived infrastructure assets. Diewert (2005) also discussed in more detail user costs that are formed by discounting or anti-discounting costs and benefits to either the beginning or end of the accounting period.
A way around the negative user cost problem is to replace the ex post asset inflation rate by an anticipated asset inflation rate. Thus suppose that at the beginning of period $t$, the anticipated end of period $t$ price for an asset of the same quality is $P_{t+1}^*$. Use this price in order to define an anticipated asset inflation rate as $i_t^* = (P_{t+1}^*/P_t) - 1$. Now replace the ex post asset inflation rate $i_t$ which appears in the user cost formulae (3) and (4) by their anticipated counterparts $i_t^*$ and we obtain the corresponding ex ante user costs, $U_t^*$ and $u_t^*$. Jorgenson (1989) (1996) and his coworkers endorsed the use of ex post user costs, arguing that producers can perfectly anticipate future asset prices. On the other hand, Diewert (1980; 476) (2005; 492-493), Schreyer (2001) (2009) and Hill and Hill (2003) endorsed the ex ante version for most purposes, since these ex ante user costs will tend to be smoother than their ex post counterparts and they will generally be closer to a rental or leasing price for the asset. Diewert and Fox (2016) used sectoral data on the US corporate and noncorporate financial sector to compute capital services aggregates and the resulting rates of TFP growth using both Jorgensonian and smoothed user costs that use predicted asset inflation rates. They found that Jorgensonian ex ante user costs for land components were indeed negative for many years but the use of ex ante or predicted asset inflation rates cured the problem of negative user costs and indeed, led to much smoother user costs as could be expected. There is another solution to the problem of negative user costs if rental prices for the asset are available: take the maximum of the user cost and the corresponding market rental price as the appropriate valuation for the services of the asset during the period under consideration. The user cost valuation for the services of the asset is essentially a financial opportunity cost of using the asset while the rental price is the opportunity cost of using the services of the asset for productive purposes rather than renting it out for the period. Both valuations are valid opportunity costs so the true opportunity cost of using the asset should be the maximum of these two costs. Diewert (2008) called this opportunity cost method for asset services valuation.

We have ignored tax complications in deriving the user cost formulae (3) and (4). Any specific capital taxes (such as property taxes on real estate assets) should be added to the user cost formula for the relevant assets. Business income taxes that fall on the gross

---

15 See in particular Jorgenson and Griliches (1967) (1972) and Christensen and Jorgenson (1969).
16 Of course, the problem with using ex ante user costs is that there are many methods that could be used to predict asset inflation rates and these different methods could generate very different user costs. For empirical evidence on this point, see Harper, Berndt and Wood (1989), Diewert (2005) and Schreyer (2012b).
17 The predicted asset inflation rate was set equal to the ex post geometric average inflation rate for the asset over the past 25 years.
18 While Jorgensonian user costs may not be the best for productivity measurement purposes, they are the “right” user cost concept to use when calculating sectoral ex post rates of return. Moreover, Diewert and Fox (2016) found that even though many Jorgensonian land user costs turned out to be negative, the resulting rates of Total Factor Productivity growth did not differ much from the corresponding TFP growth rates using ex ante or smoothed asset inflation rates.
19 See also Diewert, Nakamura and Nakamura (2009).
20 Thus the user cost formula (4) should be modified to $u_t^i \equiv (1+r_t)U_t^i = [(1+r_t) - (1+\delta)(1+i_t^*) + \tau_t]P_t = [r_t - i_t^* + \delta(1+i_t^*) + \epsilon_t]P_t$ where $\tau_t$ is the period $t$ specific tax rate on one unit of the asset. This modified user cost formula assumes that the specific tax (such as a property tax in the case of a structure or a land plot) is paid at the end of the accounting period.
return to the asset base can be absorbed into the cost of capital, \( r_t \), so that \( r_t \) can be interpreted as the before income tax gross return to the asset used by the production unit.\(^{21}\)

The user costs (3) and (4) were derived under the assumption that there are market prices for used assets that can be used to value the asset at the end of the accounting period. However, for many unique assets that do not trade in each accounting period (such as real estate, intellectual property and mining assets and certain types of artistic asset like a movie), there are no end of period asset prices that are available. In these cases, estimates of the future discounted cash flows that the asset might generate have to be used in order to value the asset as it ages. It will usually be difficult to form these estimates.\(^{22}\)

There is still a certain amount of controversy on how exactly to measure capital services in the international System of National Accounts.\(^{23}\) A particular problem with the System of National Accounts 1993 and 2008 is that capital services in the general government sector are to be measured by depreciation only; i.e., there is no allowance for the opportunity cost of capital in government sector user costs\(^ {24}\) whereas as we have seen above, market sector user costs of capital include both depreciation and the opportunity cost of capital that is tied up in holding productive assets. This omission of imputed interest cost will lead to a substantial underestimate of public sector costs (from an opportunity cost perspective) and hence economy wide GDP will also be underestimated.\(^{25}\) The Office of National Statistics (ONS) in the UK has made a substantial effort to measure productivity in the public sector and it recognized that the SNA recommended treatment of capital input in the public sector is not appropriate for productivity measurement purposes. Thus the ONS treatment of capital services costs in the public sector for productivity measurement purposes is different from its System of National Accounts treatment, which follows the international guidelines. This is unfortunate because ideally, we would like the official GDP measure to coincide with the GDP measure that is used for productivity measurement purposes.

The above material should alert the reader to the fact that the measurement of capital services input in the public sector is not a completely straightforward exercise. Thus it is

---

\(^{21}\) For material on the construction of user costs for more complex systems of business income taxation, see Diewert (1992b) and Jorgenson (1996).

\(^{22}\) For references to the literature on valuing fixed inputs as they age, see Diewert (2009), Cairns (2013) and Diewert and Fox (2016). See Diewert and Huang (2011) for a discussion on how to value intellectual property products. Finally, for references to the literature on decomposing property values into their land and structure components, see de Haan and Diewert (2011), Diewert, de Haan and Hendriks (2015) and Diewert and Shimizu (2015a) for residential property decompositions, Diewert and Shimizu (2017) for condominium property decompositions and Diewert and Shimizu (2015b) (2016) and Diewert, Fox and Shimizu (2016) for commercial property decompositions.


\(^{24}\) The property tax component of the use cost of public sector property input is also omitted from the SNA user cost treatment.

\(^{25}\) Some countries want to make their GDP as small as possible in order to minimize international transfer payments that are based on their per capita GDP. Thus the treatment of capital services for the general government sector in the System of National Accounts is at least partially a political issue rather than a pure measurement issue.
not that simple to measure the nonmarket output produced by a public sector production unit by its corresponding input measure due to the fact that it is not completely straightforward to measure capital services in both the private and public sector.

4. Measuring Output Growth by Input Growth: Gross Output versus Value Added

If it proves to be difficult or impossible to measure nonmarket output quantities, then as indicated above, economic statisticians have generally measured the value of nonmarket outputs by the value of inputs used and implicitly or explicitly set the price of nonmarket output equal to the corresponding nonmarket input price index. Atkinson (2005; 12) describes the situation in the UK prior to 1998 as follows:

“In many countries, and in the United Kingdom from the early 1960’s to 1998, the output of the government sector has been measured by convention as the value equal to the total value of inputs; by extension the volume of output has been measured by the volume of inputs. This convention regarding the volume of government output is referred to below as the (output = input) convention, and is contrasted with direct measures of government output. The inputs taken into account in recent years in the United Kingdom are the compensation of employees, the procurement costs of goods and services and a charge for the consumption of fixed capital. In earlier years and in other countries, including the United States, the inputs were limited to employment.”

As was noted in the previous section, the above conventions imply that capital services input for government owned capital will generally be less than the corresponding capital services input if the capital services were rented or leased. In the owned case, the government user cost of capital consists only of depreciation but in the leased case, the rental rate would cover the cost of depreciation plus the opportunity cost of the financial capital tied up in the capital input. Atkinson (2005; 49) makes the following recommendation on this issue (and we concur with his recommendation):

“We recommend that the appropriate measure of capital input for production and productivity analysis is the flow of capital services of an asset type. This involves adding to the capital consumption an interest charge, with an agreed interest rate, on the entire owned capital.”

In addition to the above problem, there are some subtle problems associated with measuring public sector outputs by their real input utilization:

- How exactly should real input be measured; i.e., which index number formula should be used to aggregate inputs and does the choice of formula matter?
- Should the output aggregate for a public sector production unit be measured by its real primary input or by its real gross input; i.e., by primary plus intermediate inputs?

In order to address these questions, we will calculate alternative input aggregates for an artificial data set. In Table 1 below, we list the prices \((w_1^t, w_2^t)\) and the corresponding quantities \((x_1^t, x_2^t)\) for two primary inputs and the prices \((p_1^t, p_2^t)\) and quantities \((z_1^t, z_2^t)\) for two intermediate inputs for five periods, \(t = 1, \ldots, 5\).
Table 1: Primary and Intermediate Input Prices \((w_1^t, w_2^t, p_1^t, p_2^t)\) and the Corresponding Quantities \((x_1^t, x_2^t, z_1^t, z_2^t)\)

<table>
<thead>
<tr>
<th>Period t</th>
<th>(w_1^t)</th>
<th>(w_2^t)</th>
<th>(p_1^t)</th>
<th>(p_2^t)</th>
<th>(x_1^t)</th>
<th>(x_2^t)</th>
<th>(z_1^t)</th>
<th>(z_2^t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>60</td>
<td>40</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>1.02</td>
<td>0.95</td>
<td>0.99</td>
<td>1.10</td>
<td>59</td>
<td>42</td>
<td>52</td>
<td>48</td>
</tr>
<tr>
<td>3</td>
<td>1.04</td>
<td>0.90</td>
<td>0.95</td>
<td>1.20</td>
<td>58</td>
<td>50</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td>4</td>
<td>1.05</td>
<td>0.82</td>
<td>0.92</td>
<td>1.30</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>5</td>
<td>1.06</td>
<td>0.75</td>
<td>0.90</td>
<td>1.40</td>
<td>56</td>
<td>65</td>
<td>60</td>
<td>40</td>
</tr>
</tbody>
</table>

It can be seen that the price of the first primary input (labour) is slowly trending upwards while the price of the second primary input (capital services) is trending downwards at a faster rate. The quantity of the first primary input is slowly trending downwards while the quantity of the second primary input is trending upward at a rapid rate. Thus normal substitution effects are taking place over time. The price of the first intermediate input (general imports) is trending down while the quantity trends up. Finally, the price of the second intermediate input (energy imports) is rising rapidly while the corresponding quantity falls. The trends in these prices and quantities are fairly smooth.

The most commonly used index number formula that are used to aggregate prices and quantities are the Laspeyres, Paasche, Fisher and Törnqvist price indexes. Once the sequence of aggregate prices has been formed using these formulae, the corresponding quantity indexes are formed by dividing the period \(t\) value for the aggregate by the corresponding price indexes. Let \(w^t\) and \(x^t\) denote the price and quantity vectors for primary inputs for \(t = 1,\ldots,5\). Then the period \(t\) fixed base Laspeyres, Paasche, Fisher and Törnqvist price indexes are defined as follows for \(t = 1,\ldots,5\): \(^{26}\)

\[
\begin{align*}
(5) \ P_L^t & \equiv P_L(w^1, w^t, x^1, x^t) \equiv w^t \cdot x^1 / w^1 \cdot x^1, \quad ^{27} \\
(6) \ P_P^t & \equiv P_P(w^1, w^t, x^1, x^t) \equiv w^t \cdot x^t / w^1 \cdot x^t; \\
(7) \ P_F^t & \equiv P_F(w^1, w^t, x^1, x^t) \equiv [P_L(w^1, w^t, x^1, x^t)P_F(w^1, w^t, x^1, x^t)]^{1/2}; \\
(8) \ P_T^t & \equiv P_T(w^1, w^t, x^1, x^t)] \equiv \exp[\Sigma_{n=1}^N (1/2)(s_n^1+s_n^t)\ln(w_n^1/w_n^t)]
\end{align*}
\]

where \(s_n^t = w_n^t \cdot x_n^t / w^t \cdot x^t\) is the \(n\)th primary input cost share in period \(t\). The four fixed base primary input price indexes defined by \((5)-(8)\) are listed in columns 2-5 of Table 2 below using the primary input data listed in Table 1 above. These period \(t\) fixed base indexes are denoted by \(P_{LX}^t, P_{PX}^t, P_{FX}^t\) and \(P_{TX}^t\). It can be seen that \(P_{LX}^t\) is always greater than \(P_{PX}^t\) for \(t = 2,\ldots,5\) and the gap between the fixed base Laspeyres and Paasche price indexes gradually becomes greater as time marches on. Since the Fisher index \(P_{FX}^t\) is the

\(^{26}\) For further discussion on all of these indexes and their properties, see Fisher (1922) and Diewert (1978) (1992a). The US Bureau of Economic Analysis uses chained Fisher indexes to aggregate over inputs and outputs. The use of Törnqvist price and quantity indexes in productivity analysis can be traced back to Jorgenson and Griliches (1967) (1972). Justifications for the use of Törnqvist indexes based on the economic approach to index number theory can be found in Diewert (1976) (1980), Caves, Christensen and Diewert (1982a) (1982b), Diewert and Morrison (1986), Kohli (1990) and Inklaiar and Diewert (2016). Justifications for the use of Fisher indexes based on the economic approach to index number theory can be found in Diewert (1992a) (2012; 222-228).

\(^{27}\) Notation: \(w^t \cdot x^1 = \Sigma_{n=1}^N w_n^t \cdot x_n^t\) denotes the inner product of the vectors \(w^t\) and \(x^1\).
geometric mean of $P_{LX}^t$ and $P_{PX}^t$, it lies between these two equally plausible fixed basket type price indexes. Note that the fixed base Törnqvist price index, $P_{TX}^t$, is quite close to its fixed base Fisher counterpart, $P_{TX}^t$.

Table 2: Fixed Base and Chained Laspeyres, Paasche, Fisher and Törnqvist Primary Input Price Indexes

<table>
<thead>
<tr>
<th>Period t</th>
<th>$P_{LX}^t$</th>
<th>$P_{PX}^t$</th>
<th>$P_{FY}^t$</th>
<th>$P_{TX}^t$</th>
<th>$P_{LX}^t$</th>
<th>$P_{PX}^t$</th>
<th>$P_{FY}^t$</th>
<th>$P_{TX}^t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>2</td>
<td>0.99200</td>
<td>0.99089</td>
<td>0.99145</td>
<td>0.99200</td>
<td>0.99089</td>
<td>0.99145</td>
<td>0.99145</td>
<td>0.99145</td>
</tr>
<tr>
<td>3</td>
<td>0.98400</td>
<td>0.97519</td>
<td>0.97958</td>
<td>0.98288</td>
<td>0.97844</td>
<td>0.98066</td>
<td>0.98067</td>
<td>0.98067</td>
</tr>
<tr>
<td>4</td>
<td>0.95800</td>
<td>0.93500</td>
<td>0.94643</td>
<td>0.94661</td>
<td>0.95096</td>
<td>0.94314</td>
<td>0.94704</td>
<td>0.94706</td>
</tr>
<tr>
<td>5</td>
<td>0.93600</td>
<td>0.89347</td>
<td>0.91449</td>
<td>0.91492</td>
<td>0.92045</td>
<td>0.90957</td>
<td>0.91499</td>
<td>0.91502</td>
</tr>
</tbody>
</table>

An alternative to the use of fixed base indexes is to use chain indexes. Consider how a chained Laspeyres price index, say $P_{LX}^{t*}$, is formed. For periods 1 and 2, the chained indexes coincide with their fixed base counterparts; i.e., $P_{LX}^{1*} = 1$ and $P_{LX}^{2*} = P_{L}(w_1^t, w_2^t, x_1^t, x_2^t)$. The period 3 chained Laspeyres price index is defined as the period 2 chained index level, $P_{LX}^{2*}$, multiplied by $P_{L}(w_1^{t}, w_2^{t}, x_1^{t}, x_2^{t})$, which is (one plus) the Laspeyres rate of change of input prices going from period 2 to period 3. In general, the chained Laspeyres price level in period $t+1$ is equal to the corresponding Laspeyres price level in period $t$ times the Laspeyres chain link from period $t$ to $t+1$; i.e., $P_{LX}^{t*} = P_{LX}^{t*} P_{L}(w_1^{t*}, w_2^{t*}, x_1^{t*}, x_2^{t*})$. The chained Paasche, Fisher and Törnqvist input price indexes, $P_{PX}^{t*}$, $P_{FX}^{t*}$ and $P_{TX}^{t*}$ are formed in a similar fashion, except that the Paasche, Fisher and Törnqvist chain link formulae $P_{P}(w_1^{t}, w_2^{t}, x_1^{t}, x_2^{t})$, $P_{F}(w_1^{t}, w_2^{t}, x_1^{t}, x_2^{t})$ and $P_{T}(w_1^{t}, w_2^{t}, x_1^{t}, x_2^{t})$ are used instead of the Laspeyres chain link formula $P_{L}(w_1^{t}, w_2^{t}, x_1^{t}, x_2^{t})$. The chained Laspeyres, Paasche, Fisher and Törnqvist input price indexes, $P_{LX}^{t*}$, $P_{PX}^{t*}$, $P_{FX}^{t*}$ and $P_{TX}^{t*}$ are listed in the last four columns of Table 2.

It can be seen that the use of the chained indexes dramatically reduces the spread between these four types of indexes as compared to their fixed base counterparts. In period 5, the percentage difference between the Laspeyres and Paasche fixed base indexes is 4.8% but the difference between the chained Laspeyres and Paasche indexes is only 1.6%. In period 5, the percentage difference between the superlative Fisher and Törnqvist fixed base indexes is 0.047% but the difference between the chained Fisher and Törnqvist indexes is only 0.003%, which is negligible. Thus chaining has substantially reduced the spread between the four most popular index number formula that are used in empirical applications. This will generally happen if annual data are used so that trends in prices and quantities are fairly smooth.

---

28 Both of these indexes are superlative indexes; i.e., they are exact for flexible functional forms for an underlying flexible functional form for an economic aggregator function as defined by Diewert (1976). Diewert (1978) showed that these two functional forms for an index number formula approximated each other to the accuracy of a second order Taylor series approximation when the derivatives are evaluated at a point where the two price vectors are equal and where the two quantity vectors are equal.

29 Diewert (1978) pointed this out many years ago. However, chaining does not always work well if the data are available on a subannual basis: seasonal fluctuations and price bouncing behavior can create a chain drift problem, which was pointed out by Szulc (1983). Ivancic, Diewert and Fox (2011) and de Haan and van der Grient (2011) suggested adapting multilateral indexes (used to make cross sectional...
The period $t$ primary input implicit quantity indexes that correspond to the input price indexes listed in Table 2 can be obtained by dividing the period $t$ aggregate input value by the corresponding period $t$ price index. The resulting implicit quantity indexes are listed in Table 3.

<table>
<thead>
<tr>
<th>Period $t$</th>
<th>$Q_{LX}^t$</th>
<th>$Q_{PX}^t$</th>
<th>$Q_{FX}^t$</th>
<th>$Q_{TX}^t$</th>
<th>$Q_{LX}^{t*}$</th>
<th>$Q_{PX}^{t*}$</th>
<th>$Q_{FX}^{t*}$</th>
<th>$Q_{TX}^{t*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
</tr>
<tr>
<td>2</td>
<td>100.887</td>
<td>101.000</td>
<td>100.944</td>
<td>100.887</td>
<td>101.000</td>
<td>100.944</td>
<td>101.000</td>
<td>100.943</td>
</tr>
<tr>
<td>3</td>
<td>107.033</td>
<td>108.000</td>
<td>107.515</td>
<td>107.015</td>
<td>107.615</td>
<td>107.397</td>
<td>107.396</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>111.263</td>
<td>114.000</td>
<td>112.623</td>
<td>112.086</td>
<td>112.550</td>
<td>112.548</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>115.502</td>
<td>121.000</td>
<td>118.219</td>
<td>117.453</td>
<td>118.859</td>
<td>118.154</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Exactly the same methodology can be used to form eight alternative price indexes for intermediate inputs using the data listed in Table 1. Denote the Laspeyres, Paasche, Fisher and Törnqvist intermediate input price indexes for period $t$ by $P_{LZ}^t$, $P_{PZ}^t$, $P_{FZ}^t$ and $P_{TZ}^t$ and their chained counterparts by $P_{LZ}^{t*}$, $P_{PZ}^{t*}$, $P_{FZ}^{t*}$ and $P_{TZ}^{t*}$ respectively. These indexes are listed in Table 4.

<table>
<thead>
<tr>
<th>Period $t$</th>
<th>$P_{LZ}^t$</th>
<th>$P_{PZ}^t$</th>
<th>$P_{FZ}^t$</th>
<th>$P_{TZ}^t$</th>
<th>$P_{LZ}^{t*}$</th>
<th>$P_{PZ}^{t*}$</th>
<th>$P_{FZ}^{t*}$</th>
<th>$P_{TZ}^{t*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>2</td>
<td>1.04500</td>
<td>1.04280</td>
<td>1.04390</td>
<td>1.04500</td>
<td>1.04280</td>
<td>1.04390</td>
<td>1.04390</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.07500</td>
<td>1.06250</td>
<td>1.06873</td>
<td>1.07226</td>
<td>1.06587</td>
<td>1.06906</td>
<td>1.06906</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.11000</td>
<td>1.08340</td>
<td>1.09662</td>
<td>1.10102</td>
<td>1.09198</td>
<td>1.09649</td>
<td>1.09649</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.15000</td>
<td>1.10000</td>
<td>1.12472</td>
<td>1.12475</td>
<td>1.13313</td>
<td>1.12680</td>
<td>1.12680</td>
<td></td>
</tr>
</tbody>
</table>

Viewing the entries in Table 4, it can be seen that the fixed base Laspeyres and Paasche intermediate input price indexes differ by almost 5% in period 5 while the Fisher and Törnqvist fixed base indexes are virtually the same. The chained Laspeyres and Paasche intermediate input price indexes differ by about 1% in period 5 while the corresponding chained Fisher and Törnqvist indexes are exactly the same. Thus again, chaining reduces the spread between indexes for this data set.

(See also de Haan and Krisnich (2014).)

This is a typical relationship between Laspeyres and Paasche price and quantity indexes (but it does not always hold).
Use the same methodology to form eight alternative aggregate input price indexes for both primary and intermediate inputs using the data listed in Table 1. Denote the Laspeyres, Paasche, Fisher and Törnqvist aggregate input price indexes for period t by $P_{LY}^t$, $P_{PY}^t$, $P_{FY}^t$ and $P_{TY}^t$ and their chained counterparts by $P_{LY}^{t*}$, $P_{PY}^{t*}$, $P_{FY}^{t*}$ and $P_{TY}^{t*}$ respectively. These indexes are listed in Table 5.

Table 5: Fixed Base and Chained Implicit Laspeyres, Paasche, Fisher and Törnqvist Aggregate Input Price Indexes

<table>
<thead>
<tr>
<th>Period t</th>
<th>$P_{LY}^t$</th>
<th>$P_{PY}^t$</th>
<th>$P_{FY}^t$</th>
<th>$P_{TY}^t$</th>
<th>$P_{LY}^{t*}$</th>
<th>$P_{FY}^{t*}$</th>
<th>$P_{PY}^{t*}$</th>
<th>$P_{TY}^{t*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>2</td>
<td>1.01850</td>
<td>1.01672</td>
<td>1.01761</td>
<td>1.01761</td>
<td>1.01850</td>
<td>1.01672</td>
<td>1.01761</td>
<td>1.01761</td>
</tr>
<tr>
<td>3</td>
<td>1.02950</td>
<td>1.01716</td>
<td>1.02331</td>
<td>1.02331</td>
<td>1.02747</td>
<td>1.02135</td>
<td>1.02441</td>
<td>1.02440</td>
</tr>
<tr>
<td>4</td>
<td>1.03400</td>
<td>1.00435</td>
<td>1.01907</td>
<td>1.01907</td>
<td>1.02470</td>
<td>1.01474</td>
<td>1.01971</td>
<td>1.01972</td>
</tr>
<tr>
<td>5</td>
<td>1.04300</td>
<td>0.98692</td>
<td>1.01457</td>
<td>1.01490</td>
<td>1.02346</td>
<td>1.00923</td>
<td>1.01632</td>
<td>1.01635</td>
</tr>
</tbody>
</table>

Viewing the entries in Table 5, it can be seen that the fixed base Laspeyres and Paasche aggregate input price indexes differ by approximately 5% in period 5 while the Fisher and Törnqvist fixed base indexes differ by 0.0003. The chained Laspeyres and Paasche intermediate input price indexes differ by about 2% in period 5 while the corresponding chained Fisher and Törnqvist indexes differ by 0.00003. Thus again, chaining reduces the spread between indexes. Also, the superlative indexes (whether they are fixed base or chained) are much closer to each other than are the corresponding Laspeyres and Paasche indexes.  

Once the aggregate input price indexes have been calculated, corresponding aggregate implicit input quantity or volume measures can be calculated by deflating each period’s total input costs by the appropriate aggregate input price index. Thus the period t fixed base implicit aggregate input quantity that corresponds to fixed base Laspeyres price aggregation, $Q_{LY}^t$, is defined as follows for $t = 1, ..., 5$: \[ Q_{LY}^t \equiv \frac{(w^t \cdot x^t + p^t \cdot z^t)}{P_{LY}^t}. \]

The other seven aggregate implicit input quantity levels, $Q_{PY}^t$, $Q_{FY}^t$, $Q_{TY}^t$, $Q_{LY}^{t*}$, $Q_{PY}^{t*}$, $Q_{FY}^{t*}$, $Q_{TY}^{t*}$, are defined in an analogous manner. The eight aggregate implicit input quantity indexes are listed in Table 6. Note that the value of gross output produced during period t, say $V_Y^t$, is equal to the value of aggregate input used during period t; i.e., we have for $t = 1, ..., 5$: 

\[ Q_{LY}^t \text{ and } V_Y^t \]

31 Dievert (1978) found the same results using Canadian annual national accounts data and thus he advocated the use of chained superlative indexes for national accounts purposes. This is probably good advice if the data are at an annual frequency but there is the possibility of some chain drift if quarterly data are used.

32 As mentioned earlier, our implicit Laspeyres quantity index $Q_{LY}^t$ corresponds to what is normally called a fixed base Paasche quantity index. Cost weighted input quantity indexes of the type defined by (9) have been used widely in the UK in recent years when constructing measures of nonmarket output quantity growth; see Atkinson (2005; 88).
Thus for each period t, the price of gross output times the corresponding quantity of gross output is equal to the nominal value of aggregate input for each of our eight pairs of gross output price and quantity indexes.

Table 6: Fixed Base and Chained Laspeyres, Paasche, Fisher and Törnqvist Aggregate Implicit Input Quantity Indexes

<table>
<thead>
<tr>
<th>Period t</th>
<th>Q_{LY}</th>
<th>Q_{PY}</th>
<th>Q_{FY}</th>
<th>Q_{TY}</th>
<th>Q_{LY}^{*}</th>
<th>Q_{PY}^{*}</th>
<th>Q_{FY}^{*}</th>
<th>Q_{TY}^{*}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200.000</td>
<td>200.000</td>
<td>200.000</td>
<td>200.000</td>
<td>200.000</td>
<td>200.000</td>
<td>200.000</td>
<td>200.000</td>
</tr>
<tr>
<td>2</td>
<td>200.648</td>
<td>201.000</td>
<td>200.824</td>
<td>200.824</td>
<td>200.648</td>
<td>201.000</td>
<td>200.824</td>
<td>200.824</td>
</tr>
<tr>
<td>3</td>
<td>205.508</td>
<td>208.000</td>
<td>206.750</td>
<td>206.750</td>
<td>205.913</td>
<td>207.147</td>
<td>206.529</td>
<td>206.530</td>
</tr>
<tr>
<td>5</td>
<td>209.118</td>
<td>221.000</td>
<td>214.977</td>
<td>214.907</td>
<td>213.110</td>
<td>216.114</td>
<td>214.607</td>
<td>214.602</td>
</tr>
</tbody>
</table>

The differences between the Laspeyres and Paasche fixed base and chained aggregate implicit input indexes grow over time and are fairly substantial by period 5 but the other four superlative indexes are reasonably close to each other.

With no actual output prices and quantities available for our imaginary public sector production unit, we set the aggregate output price and quantity levels for period t to equal the corresponding aggregate input price and quantity levels that are listed in Tables 5 and 6. Thus if we choose to use the fixed base Laspeyres formula to form aggregate input prices, the period t output price is set equal to P_{LY}^{t} listed in Table 5 and the period t aggregate output quantity is set equal to Q_{LY}^{t} listed in Table 6. The period t Gross Output Total Factor Productivity level using the fixed base Laspeyres price index formula is defined as TFP_{LY}^{t} equal to period t gross output using Laspeyres fixed base price indexes divided by the period t aggregate input level using fixed base Laspeyres price indexes which leads to the result TFP_{LY}^{t} = Q_{LY}^{t}/Q_{LY}^{t} = 1 for each t. Using the other seven methods for aggregating inputs similarly leads to gross output productivity levels that are identically unity; i.e., TFP_{PY}^{t} = Q_{PY}^{t}/Q_{PY}^{t} = 1, TFP_{FY}^{t} = Q_{FY}^{t}/Q_{FY}^{t} = 1, ..., TFP_{TY}^{t*} = Q_{TY}^{t*}/Q_{TY}^{t*} = 1 for all t.

Instead of calculating gross output TFP levels, it is also useful to construct value added TFP levels.\(^{33}\) Nominal value added for a production unit for period t is defined as the value of outputs produced during period t less the value of intermediate inputs used by the production unit during period t, where an intermediate input is an input that was produced by another domestic or foreign production unit. Thus for our numerical example, period t nominal value added V_{O}^{t} is defined as follows for t = 1,...,5:

\[
(11) \ V_{O}^{t} \equiv V_{Y}^{t} - p^{t}z^{t} = (w^{t}x^{t} + p^{t}z^{t}) - p^{t}z^{t} = w^{t}x^{t}
\]

\(^{33}\) Generally speaking, gross output TFP growth will be smaller than value added TFP growth; see Schreyer (2001) and Diewert (2015) for explanations of this phenomenon.
where the second equality follows using (10). Thus period t nominal value added for our public sector production unit, $V_O^t$, is equal to period t value of primary inputs used in the unit, $w^t x^t$, for each period t. Thus period t nominal value added $V_O^t$ is unambiguously defined. But how exactly should the price of real value added and the corresponding quantity or volume be defined? We will follow the methodology that was used in the *Producer Price Index Manual*\(^{34}\) and simply apply normal index number theory to the components of value added, treating all prices and output quantities as positive numbers but changing the sign of intermediate input quantities from positive to negative.\(^{35}\) Thus the fixed base Laspeyres, Paasche, Fisher and Törnqvist price indexes for period t value added are defined as follows for t = 1,...,5:

\[
\begin{align*}
(12) \ P_{LO}^t & \equiv \frac{[P_{LY} Q_{LY} - p^1 z^1]}{[P_{LY} Q_{LY} - p^1 z^1]} ; \\
(13) \ P_{PO}^t & \equiv \frac{[P_{PY} Q_{PY} - p^2 z^2]}{[P_{PY} Q_{PY} - p^1 z^1]} ; \\
(14) \ P_{FO}^t & \equiv \frac{[P_{LO} P_{PO}]^{1/2}}{V} ; \\
(15) \ P_{TO}^t & \equiv \exp[(\frac{1}{2})(s_{T1}^1 + s_{T1}^t)\ln(P_{TY}/P_{TY}^t) + (\frac{1}{2})(s_{T2}^t + s_{T2}^2)\ln(p_1^t/p_1^t) + (\frac{1}{2})(s_{T3}^t + s_{T3}^3)\ln(p_2^t/p_2^t)]
\end{align*}
\]

where $s_{T1}^t \equiv V_Y^t/V_O^t$, $s_{T2}^t \equiv -p_1^t z_1^1/V_O^t$ and $s_{T3}^t \equiv -p_2^t z_2^2/V_O^t$ for t = 1,...,5. Note that $s_{T1}^t > 0$, $s_{T2}^t < 0$, $s_{T3}^t < 0$ but these value added “shares” sum up to one; i.e., $s_{T1}^t + s_{T2}^t + s_{T3}^t = 1$ for t = 1,...,5. The value added price indexes defined by (12)-(15) are listed in Table 7 below. The fixed base price index formulae defined by (12)-(15) can be modified to provide the corresponding chain link price indexes and these links can be chained together to defined the corresponding Laspeyres, Paasche, Fisher and Törnqvist value added chained indexes $P_{LO}^{t^*}$, $P_{PO}^{t^*}$, $P_{FO}^{t^*}$ and $P_{TO}^{t^*}$. These chained indexes are also listed in Table 7.

### Table 7: Fixed Base and Chained Laspeyres, Paasche, Fisher and Törnqvist Value Added Output Price Indexes

<table>
<thead>
<tr>
<th>Period t</th>
<th>$P_{LO}^t$</th>
<th>$P_{PO}^t$</th>
<th>$P_{FO}^t$</th>
<th>$P_{TO}^t$</th>
<th>$P_{LO}^{t^*}$</th>
<th>$P_{PO}^{t^*}$</th>
<th>$P_{FO}^{t^*}$</th>
<th>$P_{TO}^{t^*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>2</td>
<td>0.99200</td>
<td>0.99089</td>
<td>0.99142</td>
<td>0.99144</td>
<td>0.99200</td>
<td>0.99089</td>
<td>0.99142</td>
<td>0.99144</td>
</tr>
<tr>
<td>3</td>
<td>0.98400</td>
<td>0.97519</td>
<td>0.97909</td>
<td>0.97963</td>
<td>0.98288</td>
<td>0.97844</td>
<td>0.98052</td>
<td>0.98065</td>
</tr>
<tr>
<td>4</td>
<td>0.95800</td>
<td>0.93500</td>
<td>0.94445</td>
<td>0.94662</td>
<td>0.95096</td>
<td>0.94314</td>
<td>0.94681</td>
<td>0.94705</td>
</tr>
<tr>
<td>5</td>
<td>0.93600</td>
<td>0.89347</td>
<td>0.90920</td>
<td>0.91494</td>
<td>0.92045</td>
<td>0.90957</td>
<td>0.91465</td>
<td>0.91500</td>
</tr>
</tbody>
</table>

As usual, the Laspeyres type price indexes are higher (after period 1) than the corresponding Paasche type indexes and the spread between the fixed base Laspeyres and

\(^{34}\) See the IMF/Eurostat/IL0/OECD/UNECE/The World Bank (2004).

\(^{35}\) Justifications for this procedure that are based on the economic approach to index number theory can be found in Diewert (1976), Diewert and Morrison (1986) and Kohli (1990) who justified the use of Törnqvist indexes using the economic approach to the measurement of productivity. Diewert (1992a) (2012) justified the use of Fisher indexes using the economic approach. If the public sector production unit sells some outputs at market prices, then these sales should become a part of the unit’s intermediate input subaggregate except that the positive signs associated with the quantities of such outputs should be replaced by negative signs.
Paasche price indexes is larger than the spread between their chained counterparts. As usual, the superlative indexes are generally close to each other. Note also that the value added price indexes listed in Table 7 end up below unity in period 5 whereas the gross output price indexes listed in Table 5 end up above unity in period 5 (except for the fixed base Paasche index).

The period implicit real value added output quantities or volumes that correspond to the four fixed base value added price indexes defined by (12)-(15) are defined by (16) and the corresponding chained indexes are defined by (17) for \( t = 1,\ldots,5 \):

\[
\begin{align*}
(16) \quad & Q_{LO}^t \equiv V_O^t/P_{LOX}^t; \quad Q_{PO}^t \equiv V_O^t/P_{POX}^t; \quad Q_{PO}^t \equiv V_Q^t/P_{POX}^t; \quad Q_{PO}^t \equiv V_Q^t/P_{POX}^t; \\
(17) \quad & Q_{LO}^t = V_O^t/P_{LOX}^t; \quad Q_{PO}^t = V_O^t/P_{POX}^t; \quad Q_{PO}^t = V_O^t/P_{POX}^t; \quad Q_{PO}^t = V_O^t/P_{POX}^t.
\end{align*}
\]

The above implicit quantity indexes of real value added are listed in Table 8 below. The substantial difference between the fixed base implicit Laspeyres and Paasche indexes of real value added in period 5 is noteworthy.

**Table 8: Fixed Base and Chained Implicit Laspeyres, Paasche, Fisher and Törnqvist Indexes of Real Value Added**

<table>
<thead>
<tr>
<th>Period t</th>
<th>( Q_{LO}^t )</th>
<th>( Q_{PO}^t )</th>
<th>( Q_{PO}^t )</th>
<th>( Q_{PO}^t )</th>
<th>( Q_{PO}^t )</th>
<th>( Q_{PO}^t )</th>
<th>( Q_{PO}^t )</th>
<th>( Q_{PO}^t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
<td>100.000</td>
</tr>
<tr>
<td>2</td>
<td>100.887</td>
<td>101.000</td>
<td>100.946</td>
<td>100.944</td>
<td>101.000</td>
<td>100.946</td>
<td>100.944</td>
<td>100.944</td>
</tr>
<tr>
<td>4</td>
<td>111.263</td>
<td>114.000</td>
<td>112.859</td>
<td>112.601</td>
<td>112.086</td>
<td>113.016</td>
<td>112.578</td>
<td>112.550</td>
</tr>
<tr>
<td>5</td>
<td>115.502</td>
<td>121.000</td>
<td>118.907</td>
<td>118.161</td>
<td>117.453</td>
<td>118.859</td>
<td>118.199</td>
<td>118.153</td>
</tr>
</tbody>
</table>

The primary input quantity indexes listed in Table 3 above along with the real value added output indexes listed in Table 8 can be used to form TFP indexes by dividing period \( t \) real value added by the corresponding measure of real input. Thus the *period \( t \) Value Added Total Factor Productivity level* using the fixed base Laspeyres price index formula is defined as \( TFP_{LO}^t \equiv Q_{LO}^t/Q_{LX}^t \) for each \( t \). Using the other seven methods for aggregating inputs similarly leads to the following alternative measures of real value added TFP for period \( t \): \( TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t; \quad TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t; \quad TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t; \quad TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t; \quad TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t; \quad TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t; \quad TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t; \quad TFP_{PO}^t \equiv Q_{PO}^t/Q_{PX}^t.

These alternative measures of added productivity are listed in Table 9.\(^{36}\)

**Table 9: Fixed Base and Chained Laspeyres, Paasche, Fisher and Törnqvist Indexes of Total Factor Productivity Based on Real Value Added**

<table>
<thead>
<tr>
<th>Period t</th>
<th>TFP_{LO}^t</th>
<th>TFP_{PO}^t</th>
<th>TFP_{PO}^t</th>
<th>TFP_{PO}^t</th>
<th>TFP_{PO}^t</th>
<th>TFP_{PO}^t</th>
<th>TFP_{PO}^t</th>
<th>TFP_{PO}^t</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>2</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00003</td>
<td>1.00001</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00003</td>
<td>1.00001</td>
</tr>
</tbody>
</table>

\(^{36}\) Note that the TFP levels listed in Table 9 can also be generated by dividing the input price indexes listed in Table 2 by the corresponding real value added output prices listed in Table 7. This result was first established by Jorgenson and Griliches (1967: 252) and is a consequence of the fact that for our example, the value of inputs is always exactly equal to the value of outputs for each period.
Since there are no independent measures of output for our production unit, it should be the case that all TFP levels for our public sector production unit should equal unity. Looking at Table 9, it can be seen that this result holds whenever Laspeyres or Paasche indexes are used. For the Fisher and Törnqvist methods of aggregation, it can be seen that this result does not hold but it does hold to a high degree of approximation.\cite{footnote:37}

This has been a rather lengthy discussion on how to construct price and quantity estimates for a public sector production unit when information on the price and quantity of the unit’s outputs is not available. In the end, we have seen that it does not really matter very much whether we measure the productivity of the unit on the basis of its gross output or on its value added output: in the first case, the level of TFP is always equal to unity and in the second case, it is either equal to unity if Laspeyres or Paasche aggregation is used or almost equal to unity if superlative index aggregation is used. Thus it would seem that the choice of index number formula is not very relevant for public sector production units that do not have independent output measures. While this is true as far as the calculation of TFP is concerned, it is definitely relevant when measuring the size of the real value added (and gross output) of public sector production units. From Table 6 above, it can be seen that the fixed base Laspeyres and Paasche estimates of real gross output in period 5 were 209.1 versus 221.0 while from Table 8 above, the fixed base Laspeyres and Paasche estimates of real value added in period 5 were 115.5 versus 121.0. These are substantial differences: the choice of index number formula does matter.

5. Cost Based Methods for Valuing Public Sector Outputs when Information on the Quantities of Nonmarket Outputs is Available

In this section, we assume that there is quantity information on the nonmarket outputs produced by a public sector production unit but there are no corresponding market prices to value the nonmarket outputs. The main public sectors at the national or state level where this situation arises are the health, education and social services sectors.\cite{footnote:38} At the municipal or local level, the same situation arises for provision of some services such as waste disposal, water and sewage services.\cite{footnote:39} The provision of road and highway services

\begin{table}[h]
\centering
\begin{tabular}{rrrrrrrr}
3 & 1.00000 & 1.00000 & 1.00051 & 1.00000 & 1.00000 & 1.00014 & 1.00002 \\
4 & 1.00000 & 1.00000 & 1.00210 & 0.99999 & 1.00000 & 1.00025 & 1.00002 \\
5 & 1.00000 & 1.00000 & 1.00582 & 0.99997 & 1.00000 & 1.00038 & 1.00002 \\
\end{tabular}
\end{table}

\footnote{\textit{The reason why TFP = 1 when Laspeyres or Paasche indexes are used as the method of aggregation over commodities is due to the fact that these two formulae are consistent in aggregation;} i.e., if a Laspeyres aggregate is formed by using the Laspeyres formula to aggregate two or more subaggregates and then the resulting subaggregate price and quantities are aggregated in a second stage using the Laspeyres formula again, then the resulting two stage Laspeyres indexes of price and quantity are exactly equal to the corresponding Laspeyres indexes of price and quantity that are constructed using a single stage of aggregation. On the other hand, the two superlative indexes are not exactly consistent in aggregation but they are approximately consistent in aggregation; see Diewert (1978) for an explanation of these results.}

\footnote{\textit{We will discuss in more detail the problems associated with measuring health and education outputs in section 8 below. The Atkinson (2005) Report on measuring government outputs in the context of the national accounts has a much more detailed discussion of the associated measurement problems.}}

\footnote{\textit{Data Envelopment Analysis or benchmarking production units for relative performance was initiated by Farrell (1957) and Charnes, Cooper and Rhodes (1978) and these methods have been widely applied to}}
arises at both levels of government. The System of National Accounts 1993 recommends valuing publicly provided services at their unit costs of production. In particular, Chapter 16 in SNA 1993 notes that if we have quantity information on the numbers of various different types of outputs produced by a public sector production unit, then Laspeyres or Paasche indexes can be calculated using sales as values for market services and unit costs times quantities produced as values for nonmarket services. We will indicate below exactly how this can be done.

We will consider the following two cases:

- Case 1: The production unit produces only one nonmarket output.
- Case 2: The production unit produces many nonmarket outputs.

Case 1 is easy to deal with if we make use of the algebra that was developed in the previous section. Thus define the period t price and quantity vectors for primary inputs by \( w^t \) and \( x^t \) and the period t price and quantity vectors for intermediate inputs by \( p^t \) and \( z^t \) as before. However, now we have information on the quantity of output produced by the production unit during period t, say \( q^t \) for \( t = 1, \ldots, 5 \). In order to apply the algebra that was developed in the previous section, we need to change the units of measurement for the single output so that output in period 1 is equal to input cost in period 1. Thus define the normalized output for the production unit for period t, \( Q^t \), for \( t = 1, \ldots, 5 \) as follows:

\[
Q^t = \frac{p^t \cdot z^t + w^t \cdot x^t}{q^t/q^1}.
\]

Thus when \( t = 1 \), the quantity of output produced \( Q^1 \) is equal to total input cost in period 1. The corresponding period t cost based output price \( P^t \) is defined as period t total cost divided by period t normalized output; i.e., define \( P^t \) for \( t = 1, \ldots, 5 \) as follows:

\[
P^t = \frac{p^t \cdot z^t + w^t \cdot x^t}{Q^t}.
\]

The \( Q^t \) and \( P^t \) defined by (19) and (19) are now independent estimates for the quantity and price of gross output produced by the public sector production unit during period t. Thus period t fixed base Laspeyres and Paasche type gross output Total Factor

public sector production units. We will not discuss these methods in this chapter since they generally do not generate reasonable output prices in the case where there are many outputs.

Scitovsky (1967) suggested this method for imputing prices to outputs produced by the public health sector. Hill (1975; 19-20) noted that unit costs should equal selling prices for competitive market producers and advocated the general use of unit costs to value outputs for nonmarket producers. Hill carried over his 1975 advice into the System of National Accounts 1993 where he was a principle contributor. Schreyer (2012a) formally developed the price equals unit cost methodology to value nonmarket outputs in much more detail.

See paragraphs 16.133 and 16.134 of Eurostat, IMF, OECD, UN and the World Bank (1993). If the public sector production unit produces some outputs that are sold at market prices, then these outputs can be reclassified as negative intermediate inputs for our purposes; i.e., these outputs would appear as negative components in the \( z^t \) vectors while the corresponding prices would appear as positive components in the \( p^t \) vectors.

It can be seen that \( P^1 = 1 \).
Productivity for the public sector production unit can be defined as $\text{TFP}_{\text{GOL}} \equiv Q^i/Q_{LY}^i$ and $\text{TFP}_{\text{GOP}} \equiv Q^i/Q_{PY}^i$ respectively. The remaining 6 input indexes listed in Table 6 can be used to define analogous gross output TFP indexes.

Value added TFP indexes can also be defined by adapting the algebra used in the previous section. The new fixed base Laspeyres and Paasche value added price indexes that are counterparts to definitions (12) and (13) in the previous section are now defined as follows:

\[
\begin{align*}
(20) \ P_{LO}^i & \equiv [P^iQ^i - p^i\cdot z^i]/[P^iQ^i - p^i\cdot z^i] ; \\
(21) \ P_{PO}^i & \equiv [P^iQ^i - p^i\cdot z^i]/[P^iQ^i - p^i\cdot z^i].
\end{align*}
\]

Thus $P^i$ defined by (19) has replaced $P_{LY}^i$ in (12) and $P^i$ defined by (19) has replaced $P_{PY}^i$ in (13) and $Q^i$ defined by (18) has replaced $Q_{LY}^i$ in (12) and $Q_{PY}^i$ in (13) in equations (20) and (21). The remaining 6 value added price indexes that are counterparts to the remaining 6 value added price indexes that are listed in Table 7 can be defined in an analogous manner. Denote these remaining 6 indexes for period $t$ by $P_{FO}^i$, $P_{TO}^i$, $P_{LO}^{i*}$, $P_{PO}^{i*}$, $P_{FO}^{i*}$ and $P_{TO}^{i*}$. The value of value added in period $t$, $V_{O}^i$, is still equal to the value of primary input in period $t$, $w^i\cdot x^i$. Now period $t$ real value added can be defined in 8 different ways by deflating $V_{O}^i$ by our new 8 alternative real value added price indexes. Thus we obtain counterparts to the 8 real value added quantity indexes that appeared in Table 8; i.e., we have $Q_{LO}^i \equiv V_{O}^i/P_{LO}^i$; $Q_{PO}^i \equiv V_{O}^i/P_{PO}^i$; ..., $Q_{TO}^{i*} \equiv V_{O}^i/P_{TO}^{i*}$. Finally, 8 alternative measures of TFP that are counterparts to the Table 9 measures of TFP can be obtained by dividing the new real value added output indexes by the corresponding primary input quantity indexes; i.e., we have $\text{TFP}_{LO}^i \equiv Q_{LO}^i/Q_{LY}^i$; $\text{TFP}_{PO}^i \equiv Q_{PO}^i/Q_{PY}^i$; ..., $\text{TFP}_{TO}^{i*} \equiv Q_{TO}^{i*}/Q_{TX}^{i*}$. Now that we have independent measures of the quantity of gross nonmarket outputs produced by the public sector production unit, it will no longer be the case that TFP (either on a gross output or a value added output concept) will be identically (or approximately) equal to unity in all periods. The choice of index number formula is now important for the measurement of TFP as well as for the measurement of sectoral real output.

We will now consider the second case where the public sector production unit produces many outputs. Obviously, if data on the price and quantity for each input that is used to produce each output can be found, then the production activities of the public sector unit can be decomposed into separate production functions and the index number treatment that was explained above for a single output can be applied to each separate production activity. Typically, it will be difficult to allocate the fixed inputs used by the public sector establishment to the separate activities that produce each output.\(^{43}\)

\(^{43}\) If it is possible to estimate a period $t$ joint cost function for the public sector production unit, say $C(q,p,w)$, and this cost function is differentiable with respect to the components of the output vector $q$ when evaluated at the period $t$ data so that the vector of first order partial derivatives $\nabla_{q} C(q^i,p^i,w^i) = P^i$ exists, then this vector of marginal costs can serve as an appropriate vector of cost based output prices. In addition, if the technology is subject to constant returns to scale, then the value of period $t$ output, $P^i\cdot q^i$, will be equal to period $t$ total cost, $C(q^i,p^i,w^i) = p^i\cdot z^i + w^i\cdot x^i$. This cost function based methodology for the
possible to obtain estimates of the fraction of total establishment costs in a period that can be imputed to each production activity. Thus define the overall period t price and quantity vectors used by the production unit for primary inputs by \( w_t \) and \( x_t \) and the period t price and quantity vectors for intermediate inputs by \( p_t \) and \( z_t \) as before. Suppose that the unit produces \( K \) outputs and information on the quantity of each output produced by the production unit during period \( t \) is available, say \( q_{k,t} \) for \( k = 1,...,K \) and \( t = 1,...,5 \). Suppose in addition, that \( f_{k,t} > 0 \) is the fraction of period t total cost that can be attributed to the production of output \( k \) during period \( t \). Approximate cost based period t output prices for the \( K \) outputs can now be defined as follows for all \( t \) and \( k \):

\[
P_{k,t} \equiv f_{k,t}(p_t \cdot z_t + w_t \cdot x_t)/q_{k,t}.
\]

Thus we will have period t output price and quantity vectors, \( P_t \equiv [P_{1,t},...,P_{K,t}] \) and \( q_t \equiv [q_{1,t},...,q_{K,t}] \), for the production unit and normal index number theory can be used to form output aggregates which in turn can be matched up with the corresponding input aggregates to form TFP estimates.

The problem with this method for the valuation of nonmarket outputs is that it will generally be difficult to determine the appropriate cost fractions \( f_{k,t} \). In other words, typically it will be possible to measure establishment outputs and total cost in each period, but it will be difficult to decompose the total cost into cost components that can be allocated to each individual output so that the vector of unit costs can be calculated.

6. The Use of Quality Adjusted Output Weights

In this section, we discuss the use of purchaser or recipient weights to aggregate the nonmarket outputs of a public sector production unit. The basic idea is easy to explain. Consider a public sector establishment that is producing \( K \) outputs over \( T \) periods, say \( q_{k,t} \) for \( k = 1,...,K \) and \( t = 1,...,T \). Let \( q_t \equiv [q_{1,t},...,q_{K,t}] \) be the period t vector of nonmarket outputs. We assume that these output quantities can be observed. Define the period t price and quantity vectors of intermediate and primary inputs by the usual \( p_t' \), \( w_t \) for prices and \( z_t' \) and \( x_t \) for quantities. The aggregation of inputs proceeds as was explained in Section 4 above. The problem is how exactly can we construct a period t aggregate output price, say \( P_t \) and the corresponding aggregate gross output quantity, say \( Q_t \)?

A possible solution to the problem is to use a vector of user based relative valuations for the \( K \) outputs. Let \( \omega_k > 0 \) represent the relative value to users or recipients of output \( k \) for \( k = 1,...,K \) and let \( \omega \equiv [\omega_1,...,\omega_K] \) be the vector of weights. These weights can be
regarded as *quality adjustment factors*: the higher the weight, the more recipients or users of the nonmarket outputs of the establishment value the particular output. The period \( t \) output aggregate can be defined as the weighted sum of the individual period to output quantities using the vector \( \omega \) as weights and the corresponding period \( t \) nonmarket aggregate price \( P^* \) can be defined as period \( t \) total cost divided by \( Q^* \); i.e., we have the following definitions for \( t = 1, \ldots, T \):\(^48\)

\[
\begin{align*}
(23) \quad & Q^* \equiv \omega \cdot q^i; \\
(24) \quad & P^* \equiv \left[ p^i \cdot z^i + w^i \cdot x^i \right] / Q^*.
\end{align*}
\]

Now define the aggregate normalized period \( t \) output price and quantity by \( P^t \equiv P^*/P^1^* \) and \( Q^t \equiv P^1^* Q^* \) and we can apply the algebra that developed for Case 1 in Section 5 above to the normalized output price and quantity that we have just defined.\(^49\)

It should be noted that this method can in principle deal with the introduction of new nonmarket goods and services: all that is required is a valuation weight for a new commodity relative to the weights for continuing commodities.\(^50\)

The advantage of this welfare weights method for valuing the nonmarket outputs of a public sector production unit over the section 5 method is that the present method does not require estimates for the unit cost of production for each nonmarket output. Of course, the problem with the present method for valuing nonmarket outputs is that it will be difficult to determine the appropriate vector of output weights \( \omega \).\(^51\) If experts cannot agree on the appropriate weights, this puts statistical agencies in a difficult position since their estimates of output and input should be *objective* and *reproducible*. In the following

---

\(^{47}\) Sections 7 and 8 below suggest some methods for determining these weights but there is no generally applicable method for choosing these welfare oriented weights. In the concluding section of this chapter, we indicate that it is very difficult to determine these valuation weights in a rigorous fashion.

\(^{48}\) Suppose the welfare weights change over time. Thus let \( \omega^1 \) and \( \omega^2 \) be the weights for periods 1 and 2. Define \( Q^{1*} \equiv 1 \) and \( Q^{2*} \equiv \left[ \omega^2 \cdot q^1 / \omega^1 \cdot q^1 \right]^{1/2} \cdot \left[ \omega^2 \cdot q^2 / \omega^1 \cdot q^1 \right]^{1/2} \). Now use (24) to define \( P^{1*} \) and \( P^{2*} \) and define the normalized prices and quantities by \( P^t \equiv P^t / P^1^* \) and \( Q^t \equiv P^1^* Q^* \) for \( t = 1, 2 \). The resulting \( P^t \) and \( Q^t \) are Fisher type aggregate prices and quantities for periods 1 and 2. Thus the methodology can be generalized to deal with changing welfare weights.

\(^{49}\) Note that we are forcing the aggregate price times quantity in each period to equal period \( t \) total cost; i.e., we have \( P^t Q^t = P^1^* Q^1^* = p^i \cdot z^i + w^i \cdot x^i \) for each \( t \). This follows the convention applied to the valuation of nonmarket production that is recommended by Schreyer (2010; 76): “Throughout this handbook, it is understood that the value of output of institutional units in the health care industry is measured by the observed money value of output in the case of market producers and by the sum of costs in the case of nonmarket producers. This follows national accounts conventions.” It is not necessary to perform the normalizations of output prices and quantities to make the value of nonmarket output equal to the total net cost of producing the nonmarket outputs in period \( t \), but if this is not done, then the nonmarket production unit will make a profit or loss which is more or less arbitrary. Thus the Schreyer-Hill normalizing convention leads to a value of aggregate output which will exactly exhaust period \( t \) cost.

\(^{50}\) If nonmarket commodity 1 is not present in period 1 but is present in subsequent periods, then this implies that \( q^1^1 = 0 \) and for subsequent periods \( t > 1 \), \( q^1^t > 0 \). For a more explicit treatment of the new commodity problem in the nonmarket context, see the following section or Diewert (2012; 220-221).

\(^{51}\) See Atkinson (2005: 88-90) and Schreyer (2012) for nice discussions on the valuation of nonmarket outputs and the differences between marginal cost and final demander valuations.
two sections, we will consider examples of how the use of output valuation weights could work in practice.

7. Quality Change, Unit Values and Linking Bias

Technical progress occurs in the public sector, just as it occurs in the private sector. When a new product appears in the private sector during a time period, statistical agencies that construct price indexes face a problem: there is no price in the previous period that can be matched to the new product. Hence, historically, statistical agencies have ignored the existence of the new product during the period where it first appears but in the second (or later) period of its existence, the new product can be treated in the normal way where a Laspeyres, Paasche or other index going from one period to the next is constructed because price and quantity information on the new product is now available for two consecutive periods. Thus the new product is linked in to an existing index that excluded the new product. The problem with this procedure is that it can lead to biased price and quantity indexes. We will illustrate the problem by analyzing an artificial example that is due to Schreyer (2010; 21).

Schreyer supposes that there is a clinic that offers treatments for eye surgery. In period 1, only a traditional treatment exists. In period 2, a laser surgery alternative is introduced that is equivalent to the traditional treatment but has a lower unit cost. His data cover three periods. Let $q_1^t$ and $q_2^t$ denote the number of traditional and laser treatments done in period $t$. Schreyer assumes that the period $t$ total costs for performing the traditional and laser surgeries are $C_1^t$ and $C_2^t$ respectively. Thus period $t$ unit costs for the two types of treatment, $c_1^t$ and $c_2^t$, are defined as $c_k^t = C_k^t/q_k^t$ for $k = 1, 2$ and $t = 1, 2, 3$. These data are listed in Table 10 below. Following the cost based methodology explained in Section 5 above, the normalized unit costs for each sector can be used as prices to value the outputs of each sector. Thus the normalized cost based output prices for the first sector are defined as $P_1^t = c_1^t/c_1^1$ for $t = 1, 2, 3$ and the (normalized) cost based output prices for the second sector are defined as $P_2^t = c_2^t/c_2^2$ for $t = 2, 3$. The normalized quantities for each sector $k$ in period $t$, $Q_k^t$, are defined as the sectoral total costs $C_k^t$ divided by the corresponding normalized output price, $P_k^t$, so we have $Q_1^t = C_1^t/P_1^t = q_1^1 c_1^1$ for $t = 1, 2, 3$ and $Q_2^t = C_2^t/P_2^t = q_2^2 c_2^t$ for $t = 2, 3$. These normalized output prices and quantities are also listed in Table 10.

Since we are interested in productivity measurement in this survey, we will augment Schreyer’s data by adding some detail on the decomposition of treatment costs into price and quantity components. For simplicity, we suppose that there is only one input that is used in each treatment and the price of this input in period $t$ for treatment $k$, $w_k^t$, is always equal to unity so we have $w_k^t = 1$ for $k = 1, 2$ and $t = 1, 2, 3$. Thus the quantity of input used

---

52 This problem was pointed out by Griliches (1979; 97): “What happens to price indices will depend on whether they allow for the “quality” improvements embedded in the new item or not. By and large they do not make such quality adjustments. Instead, the new product is “linked in” at its introductory (or subsequent) price with the price indices left unchanged.” Gordon (1981; 130-133) and Diewert (1996; 31) (1998; 51-54) also recognized this source of bias and suggested methods for measuring its magnitude.
in treatment \( k \) for period \( t \), \( x_{k}^{t} \), is equal to the corresponding total cost \( C_{k}^{t} \) divided by \( w_{k}^{t} \). Thus for \( k = 1, 2 \) and \( t = 1, 2, 3 \), we have:

\[
(25) \quad x_{k}^{t} \equiv C_{k}^{t}/w_{k}^{t} = C_{k}^{t}.
\]

The input prices \( w_{k}^{t} \) and the corresponding input quantities \( x_{k}^{t} = C_{k}^{t} \) are also listed in Table 10.

Table 10: Data for Schreyer’s Laser Surgery Example

<table>
<thead>
<tr>
<th>( t )</th>
<th>( q_{1}^{t} )</th>
<th>( q_{2}^{t} )</th>
<th>( w_{1}^{t} )</th>
<th>( w_{2}^{t} )</th>
<th>( C_{1}^{t} (x_{1}^{t}) )</th>
<th>( C_{2}^{t} (x_{2}^{t}) )</th>
<th>( c_{1}^{t} )</th>
<th>( c_{2}^{t} )</th>
<th>( P_{1}^{t} )</th>
<th>( P_{2}^{t} )</th>
<th>( Q_{1}^{t} )</th>
<th>( Q_{2}^{t} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td>5000</td>
<td>0</td>
<td>100</td>
<td>1.0</td>
<td>1.0</td>
<td>5000</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>10</td>
<td>1.0</td>
<td>1.0</td>
<td>4000</td>
<td>900</td>
<td>100</td>
<td>90</td>
<td>1.0</td>
<td>1.0</td>
<td>4000</td>
<td>900</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>45</td>
<td>1.0</td>
<td>1.0</td>
<td>500</td>
<td>4050</td>
<td>100</td>
<td>90</td>
<td>1.0</td>
<td>1.0</td>
<td>500</td>
<td>4050</td>
</tr>
</tbody>
</table>

Period \( t \) **total cost**, \( C^{t} \), is defined as the sum of the two treatment total costs; i.e., we have \( C^{t} \equiv C_{1}^{t} + C_{2}^{t} \) for \( t = 1, 2, 3 \). Since the sectoral input prices \( w_{k}^{t} \) are always equal to unity, it can be seen that any reasonable index number estimate for an aggregate input price will be equal to unity as well. Thus let the period \( t \) aggregate input price be defined as \( W^{t} \equiv w_{1}^{t} = w_{2}^{t} = 1 \) for \( t = 1, 2, 3 \). Define period \( t \) aggregate input \( X^{t} \) as total cost divided \( C^{t} \) divided by the period \( t \) input price index \( W^{t} \), so we have \( X^{t} \equiv C^{t}/W^{t} = x_{1}^{t} + x_{2}^{t} \) for \( t = 1, 2, 3 \). \( C^{t} \), \( W^{t} \) and \( X^{t} \) are listed in Table 11.

From Table 10, it can be seen that the normalized cost based output prices for both treatments are equal to one for all periods except that the output price for laser treatments in period 1, \( P_{2}^{1} \), is missing. How should an aggregate output price be constructed, given that there is a missing price for the second commodity in period 1? Following standard statistical agency practice in past years, it is natural to use the price movements in the first commodity as the deflator for the value of both outputs in period 2. Letting \( P^{t} \) be the aggregate output price index, this methodology leads to the following definitions for \( P^{t} \) for \( t = 1, 2, 3 \): \( P^{1} \equiv P_{1}^{1} = 1 \); \( P^{2} \equiv P_{1}^{2} = 1 \). The output price index that takes us from period 2 to period 3 could be the Laspeyres, Paasche, Fisher or Törnqvist index but since both output prices remain constant over these two periods, all of these bilateral price indexes will remain constant as well. Thus the aggregate output price index will remain constant over periods 2 and 3. Putting this all together, we will have \( P^{t} = 1 \) for \( t = 1, 2, 3 \). The corresponding period \( t \) aggregate quantity, \( Q^{t} \), is defined as aggregate cost \( C^{t} \) divided by \( P^{t} \) and thus \( Q^{t} \equiv C^{t}/P^{t} = C^{t} \) for \( t = 1, 2, 3 \). Total Factor Productivity, \( TFP^{t} \), is defined as aggregate output \( Q^{t} \) divided by aggregate input \( X^{t} \); i.e., \( TFP^{t} \equiv Q^{t}/X^{t} = 1 \) for \( t = 1, 2, 3 \) since both \( Q^{t} \) and \( X^{t} \) turn out to equal aggregate period cost, \( C^{t} \), for all \( t \). Thus using the usual linking methodology to deal with new products, we end up showing that the introduction of a new more productive technology has led to no measured productivity gains. \( C^{t} \), \( W^{t} \), \( X^{t} \), \( P^{t} \), \( Q^{t} \) and \( TFP^{t} \) are all listed in Table 11.

Table 11: Alternative Measures of Aggregate Output, Input and TFP for the Schreyer Example
Since each treatment gives equivalent results to recipients of the treatment, an alternative measure of aggregate clinic output can be obtained by simply adding up the number of treatments. Thus define a utility based measure of output in period \( t \), \( Q_u^t \), by performing this addition and define the corresponding unit value price, \( P_u^t \), by deflating total cost \( C^t \) by \( Q_u^t \). Thus for \( t = 1, 2, 3 \), we have:

\[
(26) Q_u^t = q_1^t + q_2^t; \quad P_u^t = C^t/Q_u^t.
\]

In keeping with our convention that the aggregate output and input prices should equal unity in the base period, we normalize the price series \( P_u^t \) by dividing each price by the price in the base period \( P_u^1 \) and the quantity series \( Q_u^t \) is normalized by multiplying each quantity by \( P_u^1 \). Denote the resulting normalized aggregate output price and quantity series for period \( t \) by \( P_u^t \) and \( Q_u^t \). For \( t = 1, 2, 3 \), we have the following definitions:

\[
(27) P_u^t = P_u^t/P_u^1; \quad Q_u^t = Q_u^t P_u^1 = Q_u^t [C^t/Q_u^1].
\]

The utility based output measure, \( Q_u^1 \), can now be used to define a utility based measure of Total Factor Productivity that is equal to \( Q_u^1 \) divided by our measure of aggregate input \( X^1 \); i.e., define \( TFP_u^1 = Q_u^1/X^1 \) for \( t = 1, 2, 3 \). The series \( P_u^t \), \( Q_u^t \), \( P_u^1 \), \( Q_u^1 \) and \( TFP_u^1 \) are listed in Table 11. Comparing \( TFP_u^1 \) with our earlier measure \( TFP_t \), it can be seen that our new measure shows that productivity increased substantially during periods 2 and 3 as compared to our old measure which showed no increase in productivity.\(^{53}\)

An example of how linking bias can lead to estimates of output that have a downward bias occurred when Griliches and Cockburn (1994) discussed how statistical agencies treated the introduction of generic drugs into the marketplace. A generic drug has the same molecular composition as the corresponding brand name drug and so instead of treating the generic and brand name drug as separate products and linking in the generic to the price index for drugs when the generic drug first appears on the marketplace, it may be preferable to treat the products as being equivalent, which will lead to a higher aggregate output of drugs as in the above example.\(^{34}\)

Recall that the utility oriented approach to output measurement initially measured period \( t \) aggregate output as \( Q_u^t = q_1^t + q_2^t \) and our final output measure \( Q_u^1 \) was proportional to

---

\(^{53}\) This analysis is essentially due to Schreyer (2010; 21). Diewert (2012; 220-221) presented a similar analysis of the linking problem that came to the same conclusion.

\(^{54}\) Linking bias occurs not only with respect to the introduction of new products but also when new lower cost outlets come into existence. The resulting bias is called outlet substitution bias and it can occur in the public sector as well as in the private sector; see Reinsdorf (1993) and Diewert (1996; 31) (1998; 50-51) for references to the literature.
Thus it can be seen that Schreyer’s model is a special case of the more general quality adjustment model that was defined by equation (23) in the previous section. This equation is \( Q_t^* = \omega q_t^1 \) which in turn is equal to \( \omega_1 q_{1t} + \omega_2 q_{2t} \) when there are only two outputs. Thus if we set \( \omega_1 = \omega_2 = 1 \), the general quality adjustment model in the previous section reduces to the method used by Schreyer. For Schreyer’s example, it was easy to determine the weights \( \omega_1 \) and \( \omega_2 \). In most real life examples, it will be more difficult to determine the appropriate weights.

There is an alternative method for dealing with new goods or services that is due to Hicks (1940; 114). In the period before the new commodity appears, we could imagine (or estimate) an imputed price for the new product that would just cause potential purchasers to demand zero units of it. Now match up this imputed price with the corresponding quantity (which is 0) in the period that precedes the introduction of the new good and apply normal index number theory. For Schreyer’s example, since the two commodities are close to being identical, an imputed price for the laser treatment that is slightly higher than the actual period 1 price for the traditional treatment would be appropriate. From Table 10, we see that the price for the traditional treatment in period 1 is \( c_{1t}^1 = 100 \). Thus following the Hicks’ methodology, set the imputed price for the laser treatment, \( c_{2t}^1 \), equal to 100 as well. Now go to Table 10 and use the output quantity data that is in the \( q_{1t}^1 \) and \( q_{2t}^1 \) columns and the corresponding price data that is in the unit cost columns \( c_{1t}^1 \) and \( c_{2t}^1 \) but replace the missing price for \( c_{1t}^1 \) by 100. Apply normal index number theory to this new set of price and quantity data. Calculate the fixed base Laspeyres, Paasche, Fisher and Törnqvist price and quantity indexes for each period \( t \), \( P_L^t \), \( P_P^t \), \( P_F^t \), \( P_T^t \), \( Q_L^t \), \( Q_P^t \), \( Q_F^t \), \( Q_T^t \), which are defined as total period \( t \) cost \( C_t \) divided by the corresponding price index for period \( t \). These fixed base output price and quantity indexes are listed in Table 12.

### Table 12: Fixed Base Laspeyres, Paasche, Fisher and Törnqvist Price and Quantity Indexes for the Schreyer Data with Hicksian Imputation

<table>
<thead>
<tr>
<th>Period</th>
<th>( P_L^t )</th>
<th>( P_P^t )</th>
<th>( P_F^t )</th>
<th>( P_T^t )</th>
<th>( Q_L^t )</th>
<th>( Q_P^t )</th>
<th>( Q_F^t )</th>
<th>( Q_T^t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>5000.000</td>
<td>5000.000</td>
<td>5000.000</td>
<td>5000.000</td>
</tr>
<tr>
<td>2</td>
<td>1.00000</td>
<td>0.98000</td>
<td>0.98995</td>
<td>0.99037</td>
<td>4900.000</td>
<td>4900.000</td>
<td>4949.747</td>
<td>4947.642</td>
</tr>
<tr>
<td>3</td>
<td>1.00000</td>
<td>0.91000</td>
<td>0.95394</td>
<td>0.95419</td>
<td>4550.000</td>
<td>4550.000</td>
<td>4769.696</td>
<td>4768.436</td>
</tr>
</tbody>
</table>

As usual, the superlative price indexes, \( P_F^t \) and \( P_T^t \), are fairly close to each other and hence so are the companion superlative quantity indexes, \( Q_F^t \) and \( Q_T^t \). The use of these superlative quantity indexes as the clinic’s output measure would lead to TFP indexes that end up around 1.048 in period 3. The use of the fixed base Laspeyres formula to aggregate output prices leads to a constant price index (i.e., \( P_L^t = 1 \) for all periods \( t \)) and the corresponding output quantity index (listed as \( Q_L^t \) in Table 12) is actually a fixed base Paasche quantity index and it takes on exactly the same values as \( Q_t^1 \) in Table 11. Thus for

---

55 Hausman (1997) estimated these reservation prices econometrically for new breakfast cereals. For a diagram explaining the Hicks methodology, see Diewert (1996; 32). For additional approaches to the estimation of reservation prices, see Lovell and Zieschang (1994), Feenstra (1994) and Diewert (1998; 51-53).
this example, the use of the fixed base Laspeyres formula for aggregating output prices leads to the same (downward biased) TFP indexes that occurred when we used the linking methodology that was explained in the beginning of this section. What is striking is that the use of the fixed base Paasche formula to aggregate output prices leads to the output price index listed as $P_t$ in Table 12 (the corresponding output quantity index is listed as $Q_t$), and this price index is exactly equal to the utility weighted output price index $P_u$ that is also listed in Table 11. Thus the productivity index that results from the use of $P_t$ is exactly equal to the utility weights Total Factor Productivity index, $TFP_u$, that is listed in Table 11. The reason why this equality occurs is due to the fact that the output quantity index $Q_P$ that corresponds to $P_t$ turns out to be equal to the fixed weight index $Q_P \equiv c_1q_1 + c_2q_2 = 100q_1 + 100q_2 = Q_u$.

The above analysis shows that there are at least two methods that can be used to mitigate possible bias due to the introduction of new products into the public sector: the use of utility weighting of outputs or the use of Hicksian imputed prices to value the new product in the period before its introduction. The first method requires estimates for relative welfare or utility weights for the new product relative to existing products. The second method requires estimates for shadow prices that value the new product relative to existing products (these shadow prices are essentially proportional to utility weights) in the period prior to the introduction of the new product. At first glance, it appears that the second method is preferable, since the use of Hicksian shadow prices is consistent with normal consumer theory. Using a superlative index number formula to aggregate either prices or quantities, the resulting volume or quantity indexes can be consistent with utility maximizing behavior on the part of users of the products, where the functional form for the underlying utility function is reasonably flexible. The use of the first method essentially assumes that purchasers of the products have linear subutility functions that remain constant from period to period. However, the apparent superiority of the second method rests on the assumption of utility maximizing behavior on the part of purchasers and on the existence of market prices for the commodities under consideration. In the case of goods and services supplied by the public sector, the usual justifications for the economic approach to index number theory do not apply and so it is not clear that the second method for mitigating new good bias is superior to the first method.

A final method that might be used to quality adjust the outputs of public sector production units is the use of hedonic regression methods. A hedonic regression model regresses the price of a product on the price determining characteristics of the product. Once a hedonic regression has been determined, the relative value of a new product with certain characteristics can be determined relative to existing products using a hedonic regression model. Thus if a new public sector output with a mix of characteristics that is similar to products with similar characteristics that sell in the marketplace, then the value of the new public sector output relative to existing marketplace outputs that are similar

---

56 For reviews and references to the literature on hedonic regression techniques, see Triplett (1983) (2004), de Haan (2010), de Haan and Diewert (2011), de Haan and Krsinich (2014) and Aizcorbe (2014). Diewert (2011; 180) and Schreyer (2012a; 260-266) present cost function and utility function based hedonic regression models respectively to adjust for quality change in the public sector. Schreyer’s model is probably the more appropriate model.
could be determined using a hedonic regression that involves only marketed products. Thus a hedonic regression model may provide a scientific method for determining the valuation weights $\omega_k$ that made their appearance in the previous section. The problem with this suggestion is that the characteristics of the public sector outputs may be quite different from characteristics of “similar” products that appear in the market sector; i.e., there may be no such similar products. However, in some situations, such as the valuation of subsidized housing, the hedonic regression methodology may well work in a satisfactory manner.

8. Specific Measurement Issues

In this section, a few of the measurement issues that arise in measuring outputs in specific subsectors of the public sector will be discussed. The focus will be on possible methods for choosing the utility oriented valuation weights $\omega_k$ that made their appearance in section 6 above. For a comprehensive discussion on how to measure outputs for the entire public sector, see Hill (1975) and Atkinson (2005). For a detailed discussion on how to measure education and health outputs, see Schreyer (2010) (2012a).

8.1. The Education Sector

Hill (1975; 48) recommended that output in the public education sector should be measured by pupil hours of instruction with possible quality adjustment for the number of students in the classes of instruction under consideration. Hill (1975; 46) did not favour any quality adjustment for class failure rates or for class performance on test scores. He argued that the output of private driving classes is measured by fees collected and hence is proportional to the number of students taking the driving course of instruction and he observed that there is no quality adjustment of the outputs of driving schools for subsequent failures when students take their driving tests. Hence, by analogy, there should be no adjustment for failures when students fail their classes. This argument is not convincing since it may be more reasonable to quality adjust the private sector driving school output for student failure of the subsequent driving tests.

Atkinson (2005; 128) noted that the UK uses the number of full time equivalent students as the output measure in the national accounts. Atkinson (2005; 130) basically endorsed this method for measuring school outputs but noted that there should be a switch from registered pupil numbers to actual school attendance numbers and for pupils aged 16 and over, some account of school examination success should be taken into account.

Schreyer (2010; 37) recommended (as a first step) that education output for primary and secondary education services be measured by pupil hours, differentiated by the level of

---

57 Eurostat (2001) also recommended this measure be used by countries belonging to the European Union.
58 “The fte pupils in the four types of maintained school (nursery, primary, secondary and special schools) are added together using cost-weighting by type of school, based on total UK expenditure for that type of school. The cost weights have not been updated since 2000.” Atkinson (2005; 128). He goes on to note that there was a small quality adjustment based on exam success.
education and possibly other characteristics. However later, Schreyer (2010; 42) indicated how pupil hours could be quality adjusted by average test results for the class under consideration:

“The target measure for the quality-adjusted volume change of education services is the change in the number of pupil hours (H) multiplied by the quality of teaching. The indicator for the quality of teaching is average scores (S) divided by the change of pupil hours per pupil (H/N). Division by H/N is necessary because pupil attainments are influenced by possible changes in the number of lessons and this influence should be eliminated to arrive at quality of one pupil hour.”

Schreyer (2010; 42) went on to show that the change in the volume of educational services going from period $t-1$ to $t$ for the class under consideration was equal to the following expression:

\[
\text{(28) Change in volume} = \frac{[H^t/H^{t-1}][S^t/S^{t-1}]/([H^t/N^t]/[H^{t-1}/N^{t-1}])}{N^t S^t/N^{t-1}S^{t-1}}.
\]

Thus the final Schreyer measure of output in period $t$ for the class under consideration is proportional to $N^t S^t$, the number of students in the class, $N^t$, times the average class score, $S^t$, for a test that appropriately measures what has been learned in the class. Thus if there are $K$ classes in scope for the educational output index where the number of pupils in class $k$ in period $t$ is $N_k^t$ and the average test score for students in the class is $S_k^t$, then period $t$ output is proportional to $Q^t = \Sigma_{k=1}^K S_k^t N_k^t$. This output measure fits in with the general class of quality adjusted output measures that were discussed in section 6 where $Q^t$ was proportional to $\omega^t q^t = \Sigma_{k=1}^K \omega_k q_k^t$ or more generally, proportional to $\omega^t q^t = \Sigma_{k=1}^K \omega_k^t q_k^t$, where the vector of quality adjustment factors $\omega^t$ can change as $t$ changes. Thus the average test score $S_k^t$ plays the role of a period $t$ quality adjustment factor $\omega_k^t$ and the number of students in class $k$ during period $t$, $N_k^t$, plays the role of an output measure $q_k^t$ that is not quality adjusted.

The Schreyer volume measure is a reasonable one but it suffers from two defects:

- The tests administered in each period may not adequately reflect the actual average increase in knowledge that students have acquired going from period $t-1$ to $t$;
- The above mentioned average test results do not take into account the capabilities of the class being tested.

The first problem is always a potential problem with using standardized tests to measure the increased capabilities of a class and so caution must be used in allowing test results to be the dominant factor in measuring educational outputs.\(^{59}\)

\(^{59}\) When measuring the output for a public school class that consists of young students, one could argue that the school is providing a day care component as well as augmenting student skills and knowledge. The day care component of school output would be proportional to student hours spent at school during the time period under consideration. With no change in school hours, student hours would be proportional to school attendance days. Determining non-arbitrary relative weights for the day care and knowledge acquisition components of school output would be problematic.
The second problem could potentially be addressed by testing students at the beginning of each class term and at the end of the class term. Suppose there are $K$ classes in scope during a number of periods indexed by $t$. Suppose that the number of students in class $k$ during period $t$ is $N_{kt}^i$ for $k = 1, \ldots, K$. Suppose further that students are tested at the beginning of period $t$ and at the end of period $t$ on the materials to be covered in the class and that the beginning and end of period test scores for student $n$ in class $k$ during year $t$ are $S_{kn}^{tb}$ and $S_{kn}^{te}$ for $k = 1, \ldots, K$ and $n = 1, \ldots, N_{kt}^i \equiv \nu_{(k,t)}$. Define the beginning and end of year average test scores, $S_{k*}^{tb}$ and $S_{k*}^{te}$, for class $k$ in year $t$ as follows:

$$
(29) \quad S_{k*}^{tb} = \sum_{n=1}^{\nu_{(k,t)}} S_{kn}^{tb} / N_{kt}^i \quad ; \quad S_{k*}^{te} = \sum_{n=1}^{\nu_{(k,t)}} S_{kn}^{te} / N_{kt}^i .
$$

If we attempt to measure educational output by the increase in a student’s knowledge and capabilities due to classroom teaching, then the quality adjusted output of class $k$ in year $t$, $Q_k^{t*}$, could be measured as being proportional to the class sum of end of period $t$ test scores less the corresponding sum of beginning of period $t$ test scores; i.e., we have for $k = 1, \ldots, K$:

$$
(30) \quad Q_k^{t*} = \sum_{n=1}^{\nu_{(k,t)}} S_{kn}^{te} - \sum_{n=1}^{\nu_{(k,t)}} S_{kn}^{tb} = S_{k*}^{te} N_{kt}^i - S_{k*}^{tb} N_{kt}^i = [S_{k*}^{te} - S_{k*}^{tb}] N_{kt}^i .
$$

Now set $\omega_k^i \equiv S_{k*}^{te} - S_{k*}^{tb}$ and $q_k^i \equiv N_{kt}^i$ and define (preliminary) total period $t$ output as $Q^{t*} = \sum_{k=1}^{K} \omega_k^i q_k^i$. Thus we see that the number of students in class $k$ can play the role of an unadjusted measure of class $k$ output and the average difference in the class test scores between the end and beginning of the year can play the role of a quality adjustment factor.

It may be very difficult to design tests given at the beginning and end of a class that will accurately measure the effect of the teaching on increasing student knowledge and capabilities. Moreover, because the quality adjustment factor is a difference, the resulting output volume measures could turn out to be quite volatile.\footnote{This potential volatility could be reduced by making the final quality adjustment factor equal to an average of the Schreyer quality adjustment factor that appears in (28) and the one that appears in (30) where Schreyer’s $S^i$ could be replaced by our $S_{k*}^{te}$.}

Obviously, the issues surrounding the quality adjustment of educational output measures are far from settled.

### 8.2. The Health Sector

Hill (1975) has an extensive (and thoughtful) discussion of the problems associated with the measurement of health services in both the private and public sectors. Hill (1975; 33) noted that there are two general approaches to the measurement of health service outputs:

\footnote{There is a final adjustment that makes the value of output in period $t$ equal to total input cost as was explained in section 6.}
As already explained, the appropriate measure of the output of the health industry or branch in the context of economic accounting is the treatment actually provided to consumers or patients. An alternative view is to regard medical treatment as only a means to an end, namely achieving an improvement in health, and to seek to measure the output in these terms.

Thus Hill endorsed output measures that are based on the amount of medical treatment provided to patients (such as patient days in hospitals or number of visits to general practitioners), irrespective of the outcome of such treatments. But if a particular public sector medical treatment accomplishes nothing, does it make sense to treat the expenditures associated with the treatment as a positive output?

Thus the issues are similar to the measurement of outputs in the public education sector. Patient hours (in hospitals) or patient days replace pupil hours or pupil days as unadjusted measures of output in the hospital sector compared to measures of output in the public education sector and number of patients treated replace number of students in classes as alternative unadjusted measures of output in the health sector as compared to the education sector. These measures do not reflect any improvements (or failures) in capabilities of patients treated or of pupils taught.

The quality adjustment methodology that was suggested at the end of section 8.1 could be modified to apply to the public health sector. Instead of a test score at the beginning and end of each class, the health sector counterpart would be some measure of the capabilities of a patient before and after the medical treatment. Thus suppose the medical treatment is a hip joint replacement. Before the operation, medical experts would have to devise a “test” score that rated the capabilities of the patient to perform a range of tasks with the impaired leg on a scale of say 1 to 10, with 10 being completely “normal” and 1 being essentially immobile. After the operation with suitable recovery time, the patient would be graded again for mobility using the same scale. However, mobility is not the only issue: before and after the operation, the patient could have various degrees of pain associated with the condition. Again, the degree of pain before and after the operation could be measured on a scale of 1 to 10 but now we would have to face the issue of how to weight the two scales in an overall scale. Assuming that these “test” design issues could be adequately addressed by medical experts, the algebra surrounding equations (29) and (30) could be adapted to the medical context. Obviously, there would be many difficulties associated with implementing this outcome based methodology. Thus in the face of all the difficulties associated with implementing an outcomes methodology for health services, it may be necessary to implement Hill’s preferred methodology and just measure the various services that the health sector provides without attempting to measure outcomes.

Hill (1975; 36) provided the following description of the type of hospital services that he would measure:

62 This outcome oriented methodology is not a new idea. Consider the following quotation from Atkinson (2005; 118): “One approach would be to seek to use weights based on the value of health gain from each treatment rather than on its cost.”
“For example, suppose an individual enters a hospital for treatment. In general, such treatment can be decomposed into a number of different elements. The following services may be itemized.

1. The provision of food, accommodation and hotel type services.
2. Nursing care.
3. Medical examinations including diagnostic services such as: (i) laboratory tests; (ii) X-ray examinations; (iii) other forms of examinations such as cardiographs, etc.
4. The provision of drugs and other similar remedial treatment.
5. Various specialist services such as: (i) surgery; (ii) radiotherapy; (iii) physiotherapy, etc.

The above breakdown is only intended to be illustrative.”

Using the above breakdown of hospital associated services, there are still some problems associated with measuring the outputs of each of the above five components. The number of patient days would probably suffice for measuring outputs for category (1); the number of nurse days could suffice for (2); the number of “standard” examinations would work for (3); the number of drugs administered for (4) and either the number of “standard” interventions for category (5) or the number of hours of each type of intervention that was administered by the hospital. Of course, working out the allocation of total hospital costs to each of the 5 types of activity would be difficult.

If instead of following Hill’s service oriented methodology, we followed an outcome oriented methodology, then we would no longer measure all of the particular services listed in categories (2)-(5) above: the focus would be on the number of individual patient treatments for various ailments and the outcomes of the hospitalization process. However, we should still measure the “hotel” services that the hospital provides as separate outputs that should be added to the treatment outcome outputs. These food and accommodation services are substituting for the food and accommodation services that are no longer being consumed at the residences of hospital patients. The provision of hotel services for nursing homes and assisted living arrangements are very important components of the outputs of these subsectors of the public sector.

It can be seen that the measurement of public health sector outputs is an extremely difficult problem. In practice, national statistical agencies use only very rough measures of output for their public health sectors. Hill (1975; 42-43) listed how various countries measured the output of their health sectors as of 1975. For example, in the Netherlands, the output of the hospital sector was measured by the number of patient days while the output of other health services was proportional to an index of employment in the non-hospital health sector. For the UK, the output of the hospital sector was also proportional to an index of hospital employment, the output of general practitioners was measured by the number of general practitioners and the output of most other kinds of health services (including dental services) was measured by the number of treatments.

Atkinson (2005; 103-124) provided an extensive review of health output measurement issues in the UK. Atkinson (2005; 106) noted that prior to 2004, hospital outputs were primarily measured by patient days while other medical outputs were primarily measured by the number of consultations for specific treatments. After 2004, the number of treatments that were recognized as separate categories was greatly increased and cost
weights for each category were constructed. This constitutes a big improvement over the UK output measures that were in place in 1975 as described by Hill in the above paragraph.

Schreyer (2010; 72-106) has an extensive treatment of the measurement issues surrounding health care, including references to the literature as well as a detailed description of methods used to measure health outputs in a large number of countries. Schreyer adopted a treatment based definition for the outputs of the health sector as his target output concept. In practical terms, using a treatment approach to measuring health sector outputs means that the hospital output measure for the treatment of a narrowly defined medical condition would not use patient days as the output measure but would simply use the number of patients treated for the condition (assuming that average treatment outcomes remain constant from period to period). For an application of the treatment outcome approach to the problem of making international comparisons of health sector real output, see Koechlin, Konijn, Lorenzoni and Schreyer (2015).

8.3. The Infrastructure, Distribution and Public Transportation Sectors

The public sector in every country provides a vast network of roads and highways that typically can be used free of charge to transport passengers and goods from place to place. From a utility or demander perspective, the output generated by a given stretch of homogeneous road or highway over a period of time should at least include the passenger kilometers travelled over the road as well as the ton kilometers of freight that is shipped over the road during the time period. However, even if a household or firm does not use the road in a given period, they may still value the option or possibility of using the road and thus the road network itself could also be regarded as a valued output from the demander perspective. From the cost or supplier perspective, building the road initially is definitely a cost determining output. If the public sector also maintains the road, then measures of the utilization of the road (such as passenger miles and ton miles generated by users of the road over the time period) will also be cost determining outputs. Note that the network weights and the utilization weights will generally be quite different from the user and supplier perspectives. Since we are taking the cost perspective to the valuation of public sector outputs, the supplier cost weights will be based on the initial cost of building the road and the resulting user costs will form the network component of total

63 “A complete treatment refers to the pathway that an individual takes through heterogeneous institutions in the health industry in order to receive full and final treatment for a disease or condition. ... Our target definition of health care services includes medical services to prevent a disease.” Schreyer (2010; 73). “The target definition of health care volume output proposed earlier is the number of complete treatments with specified bundles of characteristics so as to capture quality change and new products.” Schreyer (2010; 76). Schreyer goes on to explain why constructing measures of complete treatments is very difficult and hence why one might have to settle for measures of processes that are components of a complete treatment.
64 For an application of the treatment approach in the time series context, see Gu and Morin (2014).
65 Note that the land acquisition costs or opportunity costs for the road can be high. If interest is not allowed as a component of user cost, then the corresponding user cost of the land component of the road will be (mistakenly) set equal to zero and the contribution of public sector roads to the country’s GDP will be greatly undervalued. It is difficult to determine what an appropriate depreciation rate for the road bed should be but it will probably be a very small number. The depreciation rate for the asphalt or concrete surface of the road can be relatively large and it will be related to the utilization of the road.
road cost in period t and the utilization cost component will be based on the sum of labour and material costs plus the maintenance capital equipment user costs that pertain to period t.

Lawrence and Diewert (2006; 215) noted the similarity in measuring the output of a road system with measuring the output of an electricity distributor:

“The distributor has the responsibility of providing the ‘road’ and keeping it in good condition but it has little, if any, control over the amount of ‘traffic’ that goes down the road. Consequently they argue it is inappropriate to measure the output of the distributor by a volume of sales or ‘traffic’ type measure. Rather the distributor’s output should be measured by the availability of the infrastructure it has provided and the condition in which it has maintained it – essentially a supply side measure.”

Lawrence and Diewert (2006; 215) go on to suggest that a comprehensive output measure for a regulated electricity distributor should consist of three components – throughput, network line capacity and the number of customers. Moreover, they followed the national accounts treatment of public sector production and valued each of the three output components by their imputed cost of production.

Lawrence and Diewert (2006; 215) also suggested that the same methodology that treats throughput and the underlying network as separate outputs could be applied to passenger traffic on government owned or regulated railways and transit systems, to pipelines, to telecommunication providers and to natural gas distributors. The point is that many distribution production units have the opportunity to behave in a monopolistic manner and so they are regulated by the government. The regulators typically force the distribution unit to provide services to all potential customers in an area at regulated prices. Hence these prices are not necessarily the prices that would be generated by unregulated markets. This fact has implications for the economic approach to the measurement of TFP that relies on exact index numbers which in turn relies on the assumption of competitive behavior in both output and input markets. While it is reasonable to assume that a regulated firm behaves competitively on input markets, it is not reasonable to assume that regulated firms behave competitively on output markets. Thus a different index number methodology that relies on the estimation of cost functions or on the estimation of unit costs to value outputs (as was explained in section 5 above) is needed to measure productivity, not only for public sector production units, but also for regulated production units in the distribution, telecommunications and transportation sectors. Thus the unit cost based methodology to the measurement of public sector

---

66 Each customer requires a separate (costly) connection plus each customer has a separate cost of billing.
67 The exact index number approach to measuring productivity growth can be extended to encompass some limited forms of monopolistic behavior; see Diewert and Fox (2008; 179) (2010; 75). These papers also show that in more general models of monopolistic behavior, exact index number techniques can be used to obtain very simple estimating equations where the contributions of increasing returns to scale and technical progress to productivity growth can be separately identified.
68 See Lawrence and Diewert (2006; 231-233) for an example of how the cost function approach to measuring TFP can be applied in the regulated firm context. For more general expositions of how cost
production and productivity that was pioneered by Scitovsky (1967), Hill (1975) and Schreyer (2010) has a wider application to the regulated part of the private sector.

National post offices that offer nationwide mail delivery at regulated prices are another example of a production unit that produces a network availability output as well as utilization or throughput outputs. The unit cost based methodology for output measurement could also be applied to this sector.

9. Conclusion

This chapter covered the three main classes of methods used by national income accountants to construct measures of real output for public sector establishments that produce nonmarket outputs. If it is difficult or impossible to construct unambiguous measures for the quantities of nonmarket outputs produced by a public sector production unit, then aggregate output is typically set equal to a measure of establishment aggregate input and the resulting TFP estimates will show no productivity gains. However, in section 4, we showed that measurement was not completely clear cut in this situation; i.e., we looked at the complications that arise if we want to measure the value added of the production unit versus its gross output and the consistency between the two measures. We also showed that the choice of index number formula will, in general, make a substantial difference to the resulting measures of gross output or value added growth of public sector production unit.

In section 5, we covered the second general method for constructing aggregate output measures for the nonmarket outputs of a public sector production unit. Using this methodology, the prices of nonmarket outputs are set equal to the unit costs of producing the outputs. Once these imputed prices have been determined, normal index number theory can be applied to construct estimates of aggregate nonmarket output and of Total Factor Productivity of the public sector unit. Of course the practical problem with this method is that it will typically be difficult to construct suitable measures of unit cost for the nonmarket outputs.

In section 6, we covered the final general method for constructing aggregate output measures for public sector production units. Using this approach, the nonmarket outputs of a public sector establishment are aggregated together by using a vector of weights that reflect the relative value of the nonmarket outputs to users or recipients of the nonmarket outputs. The corresponding aggregate nonmarket output price is determined by dividing total establishment cost (less the value of market outputs) by the welfare oriented nonmarket quantity index. The advantage of this method over the section 5 method is that it is not necessary to form estimates of the unit costs for the nonmarket outputs. This disadvantage of the section 6 method is that it will generally be difficult to determine the appropriate vector of nonmarket output weights.

functions can be utilized to measure TFP in the public and regulated sectors, see Diewert (2012) and Schreyer (2012a).
In section 7, we discussed the problem of quality adjustment of nonmarket outputs which boiled down to the problem of finding appropriate vectors of nonmarket output weights. We also discussed the problems associated with linking in new products.

In section 8, the problems associated with measuring nonmarket outputs in the education and health sectors were discussed and how the general measurement methods discussed in sections 5 and 6 could be applied to these sectors. We also noted that there were measurement problems for finding suitable prices for the outputs of regulated firms that are entirely analogous to the problems associated with finding reasonable prices for the nonmarket outputs of public sector units. Regulated firms are regulated because they have some sort of monopoly power. Typically, the regulatory authorities require the regulated firms to provide uniform levels of service over regions or locations at regulated prices. Thus the quantities produced by a regulated firm are typically not the quantities that a price taking competitive firm would provide at the prices that regulators set. Hence the same methods that are used to value the outputs of nonmarket producers should be used to measure aggregate output and TFP of regulated firms; i.e., the regulated prices should be replaced by marginal or average unit cost prices. Thus the methods discussed in this chapter have some applicability to the measurement of TFP in regulated industries.

In section 3, we provided an extensive discussion on how to measure the value of capital services in the public sector. These measurement problems deserve a lot more attention than they have received in the past. Statistical agency measures of the value of capital services in the government sector do not include the imputed interest cost of the fixed capital that is used in this sector, due to national income accounting conventions. This convention has led to a very large downward bias in both the nominal and real GDP of all countries, with the bias being bigger for rich countries that generally have larger public sectors than poorer countries. The only cost associated with capital inputs used in the public sector that is allowed in the international System of National Accounts is depreciation. Thus the user costs of government buildings are vastly understated. In addition to the underestimation of the costs associated with the use of structures, there is a further understatement due to the complete neglect of land user costs for government owned land. Because land does not depreciate, the costs associated with the land that sits under public schools and hospitals are set equal to zero, which is the ultimate understatement! If a government owned office building were instead rented from the private sector, the explicit rent would be recognized in the SNA and this explicit rent would include the interest opportunity cost of capital that is tied up in the structure and the land plot that supports the structure. The neglect of the land that roads and

69 Many national income accountants recognize that the current treatment of government owned capital in the SNA is not consistent with general accounting principles: “The fact that exactly the same kind of service may be provided on both a market and on a non-market basis raises an important question for this report. It is proposed as a matter of principle that the basic methodology used to measure changes in the volume of real output should always be the same irrespective whether the service is provided on a market or on a non-market basis.” Hill (1975; 19). Atkinson (2005; 49) explicitly recommended that the opportunity cost of capital be added to depreciation charges to account for the cost of capital: “We recommend that the appropriate measure of capital input for production and productivity analysis is the flow of capital services of an asset type. This involves adding to the capital consumption an interest charge, with an agreed interest rate, on the entire owned capital.”
government owned railways sit on also will lead to a substantial downward bias in the GDP of the public sector.

Finally, we conclude this chapter with some observations on the difficulties associated with determining the “right” prices for valuing public sector outputs that are allocated to households at very low or zero prices. Suppose that a household has preferences over market goods and services and over nonmarket goods and services that are provided to it by the public sector. Denote the household consumption vectors of nonmarket and market commodities by y and z respectively and suppose that the households preferences can be represented by the utility function f(y,z). Suppose that the household faces the price vector w for market goods and services and has “income” I to spend on these commodities. The various levels of government allocate the vector y of public goods and services to the household in period t. We assume that the vector z solves the following period t utility maximization problem for the household:

(31) \( \max_z \{ f(y^i,z) : w^i \cdot z \leq I\} \equiv u^i = f(y^i,z^i). \)

Thus \( z^i = d(I^i,p^i,y^i) \) where d is the household’s system of conditional market demand functions for market goods and services; conditional on: (i) income spent on market commodities \( I^i \), (ii) the price vector for market goods and services \( p^i \) and the household’s allocation of public goods, \( y^i \). The conditional expenditure function \( e \) that is generated by the utility function \( f \) is defined as follows:

(32) \( e(u^i,w^i,y^i) \equiv \min_z \{ w^i \cdot z ; f(y^i,z) \geq u^i \} = w^i \cdot z^i. \)

Suppose that \( e(u^i,w^i,y^i) \) is differentiable with respect to the components of \( y \) when \( y = y^i \) and let

(33) \( p^i \equiv \nabla_y e(u^i,w^i,y^i) \)

denote this vector of partial derivatives. Define the household’s augmented period t income, \( I^i* \), as follows:

(34) \( I^i* \equiv I^i + p^i \cdot y^i. \)

Then under suitable regularity conditions, it can be shown that \( y^i,z^i \) is a solution to the following augmented income utility maximization problem:

(35) \( \max_{y,z} \{ f(y,z) : p^i \cdot y + w^i \cdot z \leq I^i* \} \equiv u^i = f(y^i,z^i). \)

It can be seen that \( p^i \) defined by (33) is an appropriate vector of shadow prices that value the components of the public sector quantity vector \( y^i \) for this household; i.e., the components of \( p^i \) reflect the value of the public goods vector \( y^i \) from a household welfare perspective.
How could we calculate this vector of shadow prices in practice? It would be necessary to estimate the household’s system of market demand functions, \(d(I^t, p^t, y^t)\), given a time series of data on \(I^t, p^t\) and \(y^t\) for the household. We could then use the estimated market demand functions and attempt to recover the underlying utility function, \(f(y, z)\), up to a cardinalization and then the corresponding dual expenditure function \(\epsilon\) could be recovered and finally the welfare oriented prices \(p^t\) could be calculated. Normal index number theory could be applied at this point.\(^{70}\)

But there is a problem with the above methodology: we cannot fully recover the preferences of the household using this methodology!\(^{71}\) To show why this is the case, replace the original household utility function \(f(y, z)\) by \(F(y, z) \equiv f(y, z) + g(y)\) where \(g(y)\) is a subutility function which is just defined over the public goods. Now assume that the household solves the following conditional utility maximization problem:

\[
(36) \max_z \left\{ F(y^t, z) : w^t \cdot z \leq I^t \right\}.
\]

It can be seen that the \(z^t = d(I^t, p^t, y^t)\) which was the solution to the original utility maximization problem defined by (31) is also a solution to the new utility maximization problem defined by (36). This shows that a knowledge of the household’s system of conditional market demand functions is not sufficient to fully reconstruct household preferences over market and nonmarket goods and services and hence it will be difficult to construct prices for nonmarket commodities from the welfare perspective.

### Appendix: The Measurement of Productivity Growth using Joint Cost Functions

This Appendix takes a cost based approach to the measurement of the price and quantity of the outputs produced by a public sector production unit.\(^{72}\) This approach values outputs at their marginal costs but we indicated in the main text that this is only a second best method for valuation from the viewpoint of welfare economics. However, it is the “right” approach to valuation if we want to measure the technical progress or productivity performance of the production unit.

We assume that we can observe the vector of inputs used by a public sector establishment in period \(t\), \(x^t \equiv [x^t_1, ..., x^t_N]\), and the corresponding vector of nonmarket outputs produced during period \(t\), \(y^t \equiv [y^t_1, ..., y^t_M]\), for \(t = 0, 1\).\(^{73}\) We assume that the set of feasible inputs and outputs for period \(t\) is the production possibilities set \(S^t\) for \(t = 0, 1\).

\(^{70}\) Alternatively, once \(f\) has been determined up to a cardinalization, we could use the resulting time series for \(u^t\) as our household quantity index.

\(^{71}\) This recovery impossibility theorem does not apply to business demanders of the outputs of a public sector production unit; it only applies to household demanders.

\(^{72}\) Our approach is based on Diewert (2011) (2012).

\(^{73}\) If the establishment produces some market outputs, then these market outputs can be treated as negative components of the input vectors, \(x^t\).
will assume that there are constant returns to scale in production; i.e., we will assume that in each period \( t \), the production possibilities set \( S_t \) satisfies the following property:\(^{74}\)

\[(A1) \ (x,y) \in S_t \implies (\lambda x, \lambda y) \in S_t \text{ for all scalars } \lambda > 0.\]

The establishment’s period \( t \) joint cost function, \( C_t(y,w) \), is defined as follows:

\[(A2) \ C_t(y,w) \equiv \min \ x \ {w \cdot x : (x,y) \in S_t} ; \quad t = 0,1\]

where \( w >> 0_N \) is a vector of strictly positive input prices that the production unit faces. The joint cost function will satisfy various regularity conditions, given regularity conditions on the underlying production possibilities sets \( S_t \). In particular, with our present assumptions, it can be shown that \( C_t(y,w) \) will be linearly homogeneous in the components of \( y \) and in the components of \( w \); i.e., \( C_t \) will satisfy the following conditions:\(^{75}\)

\[(A3) \ C_t(\lambda y,w) = \lambda C_t(y,w) \text{ for all } \lambda > 0;\]
\[(A4) \ C_t(y,\lambda w) = \lambda C_t(y,w) \text{ for all } \lambda > 0.\]

We suppose that the production unit’s period \( t \) observed output and input vectors are \( y_t \) and \( x_t \) respectively and the vector of input prices that is faced in period \( t \) is \( w_t \) for \( t = 0,1 \). We also assume that in each period \( t \), the observed input vector \( x_t \) is a solution to the period \( t \) cost minimization problem so that we have:

\[(A5) \ C_t(y_t,w_t) = w_t \cdot x_t ; \quad t = 0,1.\]

A final assumption is that the period \( t \) cost function \( C_t(y,w) \) is differentiable with respect to the components of \( y, w \) at the observed period \( t \) data, \( y_t, w_t \), for \( t = 0,1 \). Given that \( C_t(y_t,w_t) \) is differentiable with respect to the components of the input price vector, by Shephard’s (1953; 11) Lemma, the observed period \( t \) input vector \( x_t \) is equal to the vector of first order partial derivatives of \( C_t(y_t,w_t) \) with respect to the components of \( w \); i.e., we have:\(^{76}\)

\[(A6) \ x_t = \nabla_w C_t(y_t,w_t) ; \quad t = 0,1.\]

Note that (A5) and (A6) imply that the following equations will hold:

\(^{74}\) More formally, we assume that for all \( z \) in a nonempty closed convex set of feasible quality vectors, the set of \( (x,y) \) such that \( (x,y) \in S_t \) is a nonempty, closed, convex cone for \( t = 0,1 \). The cone assumption is the assumption that implies constant returns to scale for constant quality outputs, which is assumption (A1). With these regularity conditions, it can be shown that \( C_t(y,w) \) will be a convex, linearly homogeneous function in the components of \( y \) and a concave, linearly homogeneous function in \( w \). The assumption of constant returns to scale is somewhat restrictive since in many cases, the government provides a service because the underlying technology that provides the service is subject to increasing returns to scale.

\(^{75}\) Use the techniques outlined in Diewert (1974b; 134-136) to establish these results.

\(^{76}\) Notation: \( w_t \cdot x_t = \sum_{n=1}^{N} w_t^n x_t^n \) is the inner product of the vectors \( w_t \) and \( x_t \) and \( \nabla_w C_t(y_t,w_t) = [\partial C_t(y_t,w_t)/\partial w_1, ..., \partial C_t(y_t,w_t)/\partial w_N] \) is the vector of first order partial derivatives of \( C_t(y_t,w_t) \) with respect to the components of \( w \).
\[ (A7) \ C^t(y^t, w^t) = w^t \cdot x^t = w^t \cdot \nabla_w C^t(y^t, w^t) ; \quad t = 0, 1. \]

It is useful to introduce some notation for the vectors of first order partial derivatives of \( C \) with respect to the components of the output vector \( y \):

\[ (A8) \ p^t \equiv \nabla_y C^t(y^t, w^t) ; \quad t = 0, 1; \]

From (A8), it can be seen that \( p^t \) is the period \( t \) vector of *marginal cost prices* for the nonmarket outputs produced by the production unit in period \( t \); i.e., \( p^t \) is the *incremental cost* of producing an additional unit of output \( m \) in period \( t \). These incremental costs could be approximated by *allocated accounting costs*; i.e., \( p^t \) could be approximated by the period \( t \) share of total period \( t \) cost that could be attributed to the production of output \( m \), say \( C^t_m \), divided by the total period \( t \) production of output \( m \), \( y^t_m \).

Since \( C^t(y, w) \) is linearly homogeneous in the components of \( y \), Euler’s Theorem on homogeneous functions implies the following relations:

\[ (A9) \ C^t(y^t, w^t) = y^t \cdot \nabla_y C^t(y^t, w^t) \]
\[ = p^t \cdot y^t \]
\[ = w^t \cdot x^t \]
\[ \quad \text{using (A8)} \]
\[ \quad \text{using (A7)}. \]

Thus if we use period \( t \) marginal costs \( p^t \) as prices for the period \( t \) nonmarket outputs \( y^t \), then the resulting period \( t \) *imputed revenues*, \( p^t \cdot y^t \), will be exactly equal to period \( t \) *costs*, \( w^t \cdot x^t \).

We use the two joint cost functions, \( C^0 \) and \( C^1 \), in order to define a *family of cost based output quantity or volume indexes*, \( \alpha(y^0, y^1, w, t) \), as follows:

\[ (A10) \ \alpha(y^0, y^1, w, t) \equiv \frac{C^t(y^1, w)}{C^t(y^0, w)}. \]

Note that this output quantity index depends not only on the two quantity vectors for periods 0 and 1, \( y^0 \) and \( y^1 \), but it also depends on a reference period \( t \) technology and a reference vector of input prices \( w \). Thus the theoretical output quantity index \( \alpha(y^0, y^1, w, t) \) defined by (A10) is equal to the (hypothetical) total cost \( C^t(y^1, w) \) of producing the vector of observed period 1 outputs \( y^1 \), divided by the (hypothetical) total cost \( C^t(y^0, w) \) of producing the vector of observed period 0 procedure outputs \( y^0 \), where in both cases, we use the technology of period \( t \) and assume that the establishment faces the same vector of reference input prices, \( w \). Thus for each choice of technology (i.e., \( t \) could equal 0 or 1) and for each choice of a reference vector of input prices \( w \), we obtain a (different) cost based output quantity index.

Following the example of Konüs (1939), it is natural to single out two special cases of the family of output quantity indexes defined by (A11): one choice where we use the period 0 technology and set the reference prices equal to the period 0 input prices \( w^0 \) and another
choice where we use the period 1 technology and set the reference prices equal to the period 1 input prices $w^1$. These special cases are defined as $\alpha_0$ and $\alpha_1$ below:

\[(A11) \quad \alpha_0 \equiv \frac{C^0(y^1,w^0)}{C^0(y^0,w^0)}
\]
\[= \frac{C^0(y^1,w^0)}{p^0 \cdot y^0} \quad \text{using (A9)}
\]
\[\equiv \frac{C^0(y^1,w^0)}{p^0 \cdot y^0} \quad \text{forming a first order Taylor series approximation to } C^0(y^1,w^0)
\]
\[= p^0 \cdot y^1 / p^0 \cdot y^0 \quad \text{using (A8) and (A9)}
\]
\[\equiv Q_L
\]

where $Q_L$ is the *Laspeyres output quantity or volume index*.

We turn now to our second special case of the family of output quantity indexes defined by (A10).

\[(A12) \quad \alpha_1 \equiv \frac{C^1(y^1,w^1)}{C^1(y^0,w^1)}
\]
\[= \frac{p^1 \cdot y^1 / C^1(y^0,w^1)}{p^1 \cdot y^1 / C^1(y^1,w^1)} \quad \text{using (A9)}
\]
\[\equiv \frac{p^1 \cdot y^1 / C^1(y^1,w^1)}{p^1 \cdot y^1 / C^1(y^0,w^1)} \quad \text{forming a first order Taylor series approximation to } C^1(y^1,w^1)
\]
\[= p^1 \cdot y^1 / p^1 \cdot y^0 \quad \text{using (A8)-(A10)}
\]
\[\equiv Q_P
\]

where $Q_P$ is the *Paasche output quantity or volume index*.

Since the theoretical output quantity indexes, $\alpha_0$ and $\alpha_1$, are both equally representative, a single estimate of cost based output quantity growth should be set equal to a symmetric average of these two estimates. We will choose the geometric mean as our preferred symmetric average\(^77\) and thus our preferred theoretical measure of cost based output quantity growth is the following *theoretical Fisher type output index*, $\alpha_F$:

\[(A13) \quad \alpha_F \equiv \sqrt{\alpha_0 \alpha_1}
\]
\[\equiv \sqrt{Q_L Q_P} \quad \text{using (A11) and (A12)}
\]
\[\equiv Q_F
\]

where $Q_F$ is the *Fisher output quantity index*.

It should be noted that while $Q_L$ and $Q_P$ only approximate the corresponding theoretical indexes $\alpha_0$ and $\alpha_1$ to the first order, it is likely that $Q_F$ approximates the theoretical index $\alpha_F$ to the accuracy of a second order approximation.\(^78\)

---

\(^{77}\) Diewert (1997) explained why the geometric mean is a good choice for the symmetric average: the resulting index satisfies the important time reversal test.

\(^{78}\) See Diewert (2002).
We now turn our attention to theoretical measures of input price growth. We use the joint cost function $C^t$ in order to define a family of input price indexes, $\beta(w^0,w^1,y,t)$, as follows:

\[(A14) \beta(w^0,w^1,y,t) \equiv \frac{C^t(y,w^1)}{C^t(y,w^0)}.
\]

Thus the theoretical input price index $\beta(w^0,w^1,y,t)$ defined by (A14) is equal to the (hypothetical) total cost $C^t(y,w^1)$ of producing the reference vector of outputs $y$ facing the period 1 input prices $w^1$, divided by the (hypothetical) total cost of producing the reference vector of outputs $y$ facing the period 0 input prices $w^0$, where in both cases, we use the technology of period $t$. Thus for each choice of technology (i.e., $t$ could equal 0 or 1) and for each choice of a reference vector of outputs $y$, we obtain a (different) cost based input price index. Note that only the vector of input prices changes in the numerator and denominator of definition (A14).

Again following the example of Konüs (1939), it is natural to single out two special cases of the family of input price indexes defined by (A14):

\[(A15) \beta_0 \equiv \frac{C^0(y^0,w^1)}{C^0(y^0,w^0)}\]

\[= \frac{C^0(y^0,w^1)}{w^0 \cdot x^0}\]

\[\approx \left[ C^0(y^0,w^0) + \nabla_w C^0(y^0,w^0) \cdot (w^1 - w^0) \right] / w^0 \cdot x^0\]

\[= w^1 \cdot x^0 / w^0 \cdot x^0\]

\[\equiv P^*_L\]

where $P^*_L$ is the ordinary Laspeyres input price index, $w^1 \cdot x^0 / w^0 \cdot x^0$. Thus the theoretical cost function based input price index $\beta_0$ defined by the first line in (A15) is approximately equal to the Laspeyres input price index $P^*_L$. We turn now to our second special case of the family of input price indexes defined by (A14).

\[(A16) \beta_1 \equiv \frac{C^1(y^1,w^1)}{C^1(y^1,w^0)}\]

\[= \frac{w^1 \cdot x^1 / C^1(y^1,w^0)}{w^0 \cdot x^1 / C^1(y^1,w^0)}\]

\[\approx w^1 \cdot x^1 / \left[ C^1(y^1,w^1) + \nabla_w C^1(y^1,w^1) \cdot (w^0 - w^1) \right]\]

\[= w^1 \cdot x^1 / w^0 \cdot x^1\]

\[\equiv P^*_P\]

where $P^*_P$ is the ordinary Paasche input price index, $w^1 \cdot x^1 / w^0 \cdot x^1$. Since both theoretical input price indexes, $\beta_0$ and $\beta_1$, are equally representative, a single estimate of input price change should be set equal to a symmetric average of these two estimates. We again choose the geometric mean as our preferred symmetric average and thus our preferred
theoretical measure of input price growth is the following Fisher type theoretical input price index, $\beta_F$:

\begin{equation}
(A17) \quad \beta_F \equiv [\beta_0 \beta_1]^{1/2} \\
\equiv [P_L^* P_P^*]^{1/2} \\
\equiv P_F^*
\end{equation}

using the approximations (A15) and (A16)

where the Fisher (1922) index of input price change, $P_F^*$, is defined as the geometric mean of the Laspeyres and Paasche input price indexes. Given the fact that $P_L^*$ is a first order approximation to $\beta_0$ and $P_P^*$ is a first order approximation to $\beta_1$, it is obvious that $P_F^*$ is at least a first order approximation to the theoretical input price index $\beta_F$. But in most cases, the approximation of $P_F^*$ to $\beta_F$ will be much better than a first order approximation since the usual upward bias in $P_L^*$ will generally offset the usual downward bias in $P_P^*$.

We now define our last family of theoretical indexes. We again use the joint cost functions $C^0$ and $C^1$ in order to define a family of reciprocal indexes of technical progress, $\gamma(y,w)$, as follows:

\begin{equation}
(A18) \quad \gamma(y,w) \equiv C^1(y,w)/C^0(y,w).
\end{equation}

The family of theoretical reciprocal technical progress indexes (or reciprocal productivity indexes) $\gamma(y,w)$ defined by (A18) is equal to the (hypothetical) total cost $C^1(y,w)$ of producing the reference vector of outputs $y$ when the public sector production unit faces the reference vector of input prices $w$ using the period 1 technology, divided by the total cost $C^0(y,w)$ of producing the same reference vector of outputs $y$ and facing the same reference vector of input prices $w$, where we now use the period 0 technology.\footnote{Following Salter (1960), this is a cost function analogue to the value added function definitions of technical progress defined by Diewert (1983; 1063-1064), Diewert and Morrison (1986) and Kohli (1990).} Thus $\gamma(y,w)$ is a measure of the proportional reduction in costs that occurs due to technical progress between periods 0 and 1 and it can be seen that this is an inverse measure of technical progress; i.e., there is positive technical progress between the two periods if $\gamma(y,w)$ is less than one. For each choice of a reference vector of output quantities $y$ and reference vector of input prices $w$, we obtain a measure of exogenous cost reduction.

Instead of singling out the reference vectors $y$ and $w$ that appear in the definition of $\gamma(y,w)$ to be the period t quantity and price vectors $(y^t,w^t)$ for $t = 0,1$, we will choose the mixed reference vectors $(y^0,w^1)$ and $(y^1,w^0)$ for our usual two special cases. The reason for these somewhat odd looking choices will be explained below.

We want to explain the growth in total costs going from period 0 to 1, $C^1(y^1,w^1)/C^0(y^0,w^0)$, as the product of 3 growth factors:

- Growth in outputs; i.e., a factor of the form $\alpha(y^0,y^1,w,t)$ defined above by (A10);
• Growth in input prices; i.e., a factor of the form $\beta(w^0,w^1,y,t)$ defined by (A14) and
• Exogenous reduction in costs due to technical progress; i.e., a factor of the form $\gamma(y,w)$ defined by (A18).

Simple algebra shows that we have the following decompositions of the cost ratio $C^1(y^1,w^1)/C^0(y^0,w^0)$ into explanatory factors of the above type:

(A19) \[ C^1(y^1,w^1)/C^0(y^0,w^0) = [C^1(y^1,w^1)/C^1(y^0,w^1)][C^0(y^0,w^1)/C^0(y^0,w^0)][C^1(y^0,w^1)/C^0(y^0,w^1)] \]
   \[ = \alpha_1 \beta_0 \gamma(y^0,w^1) \quad \text{using definitions (A12), (A15) and (A18);} \]

(A20) \[ C^1(y^1,w^1)/C^0(y^0,w^0) = [C^0(y^1,w^0)/C^0(y^0,w^0)][C^1(y^1,w^1)/C^1(y^1,w^0)][C^1(y^1,w^0)/C^0(y^1,w^0)] \]
   \[ = \alpha_0 \beta_1 \gamma(y^1,w^0) \quad \text{using definitions (A10), (A15) and (A22).} \]

The above decompositions show that the following two special cases of $\gamma(y,w)$ defined by (A18) are of particular interest:

(A21) $\gamma(y^0,w^1) = C^1(y^0,w^1)/C^0(y^0,w^1) \equiv \gamma_0$;

(A22) $\gamma(y^1,w^0) = C^1(y^1,w^0)/C^0(y^1,w^0) \equiv \gamma_1$.

We will now work out potentially observable first order approximations to the two specific measures of reciprocal technical progress defined by (A21) and (A22). Using definition (A21) and taking first order approximations to $C^1(y^0,w^1)$ and $C^0(y^0,w^1)$, we have the following first order approximation to the reciprocal productivity index $\gamma(y^0,w^1)$:

(A23) $\gamma(y^0,w^1)$
   \[ \equiv [C^1(y^1,w^1) + \nabla_y C^1(y^1,w^1)(y^0-y^1)]/[C^0(y^0,w^0,z^0) + \nabla_w C^0(y^0,w^0)(w^1-w^0)] \]
   \[ = [p^1 \cdot y^1 + p^1(y^0-y^1)]/[w^0 \cdot x^0 + x^0(w^1-w^0)] \quad \text{using (A6)-(A9)} \]
   \[ = p^1 \cdot y^0/w^0 \cdot x^0 \]
   \[ = \{Q_P/Q_{P^*}\}^{-1} \quad \text{using } p^1 \cdot y^1 = w^1 \cdot x^1 \]

where $Q_P$ is the Paasche output index defined in (A12) and the Paasche input quantity index $Q_{P^*}$ is defined as follows:

(A24) $Q_{P^*} \equiv w^1 \cdot x^1/w^1 \cdot x^0$.

Thus the cost function based theoretical index of reciprocal technical progress $\gamma(y^0,w^1)$ defined by (A21) above is approximately equal to the reciprocal of the Paasche output

---

80 The decompositions of cost growth given by (A23) and (A25) are nonparametric analogues to the parametric revenue growth decompositions obtained by Diewert and Morrison (1986), Kohli (1990) and Fox and Kohli (1998) into explanatory factors.
quantity index $Q^*_P$ divided by the Paasche input quantity index $Q^*_P$. Note however, that we require a knowledge of the period 1 vector of marginal costs, $p^1$, in order to form this empirical approximation to the theoretical technical progress index, $\gamma(y^0, w^1)$.

We can find a similar empirical approximation to the cost function based measure of technical progress $\gamma(y^1, w^0)$ defined by (A22):

$\gamma(y^1, w^0) \approx \frac{C^1(y^1, w^1) + \nabla_y C^1(y^1, w^1) \cdot (w^0 - w^1)}{[C^0(y^0, w^0) + \nabla_y C^0(y^0, w^0) \cdot (y^1 - y^0)]}$

$= \frac{w^1 \cdot x^1 + x^1 \cdot (w^0 - w^1)}{[p^0 \cdot y^0 + p^0 \cdot (y^1 - y^0)]}$

using (A6)-(A9)

$= \frac{w^0 \cdot x^1}{p^0 \cdot y^1}
= \{w^0 \cdot x^1 / w^0 \cdot x^0\} / \{p^0 \cdot y^1 / p^0 \cdot y^0\}$

using $p^0 \cdot y^0 = w^0 \cdot x^0$

$= (Q_L / Q^*_L)^{-1}$

where $Q_L$ is the Laspeyres output index defined in (A11) and the Laspeyres input quantity index $Q^*_L$ is defined as follows:

$Q^*_L \equiv w^0 \cdot x^1 / w^0 \cdot x^0$.

Thus the cost function based theoretical index of reciprocal technical progress $\gamma(y^1, w^0)$ defined by (A22) above is approximately equal to the reciprocal of the Laspeyres output quantity index $Q_L$ divided by the ordinary Laspeyres input quantity index $Q^*_L$. However, we do require a knowledge of the period 0 vector of marginal costs, $p^0$, in order to form this empirical approximation to the theoretical technical progress index, $\gamma(y^1, w^0)$.

Since the two cost decompositions for the rate of growth of cost, $C^1(y^1, w^1) / C^0(y^0, w^0)$, given by (A19) and (A20) are equally valid, we will take the geometric average of these two decompositions to obtain our preferred overall cost decomposition. This leads to the following theoretical decomposition of $w^1 \cdot x^1 / w^0 \cdot x^0$ equal to $C^1(y^1, w^1) / C^0(y^0, w^0)$ into explanatory factors:

$C^1(y^1, w^1) / C^0(y^0, w^0) = w^1 \cdot x^1 / w^0 \cdot x^0 = \alpha_F \beta_F \gamma_F$

where the theoretical Fisher type quality adjusted output quantity growth factor $\alpha_F$ is defined by (A13), the Fisher type theoretical input price growth factor $\beta_F$ is defined by (A17) and the Fisher type reciprocal measure of technical progress $\gamma_F$ is defined as the geometric mean of the two reciprocal productivity indexes defined by (A21) and (A22):

$\gamma_F \equiv [\gamma(y^0, w^1) \gamma(y^1, w^0)]^{1/2} = [\gamma_0 \gamma_1]^{1/2}$.

The exact decomposition of (one plus) cost growth over the two periods under consideration given by (A27) is our preferred decomposition of cost growth into explanatory factors which can be implemented if the economic statistician has estimates for the period 0 and 1 cost functions at hand.
On the other hand, if full information on the cost functions for the two periods is not available but information on marginal costs is available in addition to basic price and quantity information, then the various theoretical indexes on the right hand side of (A27) can be replaced by their first order approximations. Thus using (A14), $\alpha_F$ can be approximated by the geometric mean of the quality adjusted Laspeyres and Paasche output volume indexes $\{Q_{AL}Q_{AP}\}^{1/2}$, using (A17), $\beta_F$ can be approximated by the Fisher input price index $P_F^*$ and using (A23) and (A25), $\gamma_F$ can be approximated by the geometric mean of the reciprocal of the Paasche productivity index $\{Q_P^*/Q_P^*\}^{-1}$ and the Laspeyres productivity index $\{Q_L^*/Q_L^*\}^{-1}$. Substituting these first order approximations into (A27) leads to the following approximate decomposition of cost growth into explanatory factors:

\[
(\text{A29}) \quad w^1 \cdot x^1 / w^0 \cdot x^0 \cong [Q_L^*Q_F^*]^{1/2} [P_L^*P_P^*]^{1/2} [Q_P^*/Q_P^*]^{-1/2} [Q_L^*/Q_L^*]^{-1/2} \\
= [P_L^*P_P^* Q_L^* Q_F^*]^{1/2} \\
= P_F^* Q_F^*
\]

where the Fisher (1922) \textit{input price and quantity indexes} are defined as follows:

\[
(\text{A30}) \quad P_F^* \equiv [P_L^*P_P^*]^{1/2} = [(w^1 \cdot x^0 / w^0 \cdot x^0)(w^1 \cdot x^1 / w^0 \cdot x^1)]^{1/2} \\
(\text{A31}) \quad Q_F^* \equiv [Q_L^*Q_P^*]^{1/2} = [(w^0 \cdot x^1 / w^0 \cdot x^0)(w^1 \cdot x^1 / w^1 \cdot x^0)]^{1/2}.
\]

However, as Fisher (1922) showed long ago, the product of the Fisher input price and quantity indexes, $P_F^*Q_F^*$, is exactly equal to the input value ratio, $w^1 \cdot x^1 / w^0 \cdot x^0$. Thus equation (A29) holds as an \textit{exact equality} rather than as an approximate equality. Thus our first order approximations for the explanatory factors $\alpha_F$, $\beta_F$ and $\gamma_F$ in the exact decomposition (A28) also have the property that they are exact overall in the sense that the product of these approximate explanatory factors is exactly equal to the cost ratio $w^1 \cdot x^1 / w^0 \cdot x^0$.

The above arguments are rather complex but can be summarized as follows:

- If cost functions for a government establishment have been estimated econometrically for two periods, then it is possible to decompose cost growth over the two periods under consideration into a product of explanatory factors, $\alpha_F$, $\beta_F$, $\gamma_F$, where $\alpha_F$ is the cost function based measure of quality adjusted output growth defined by (A13), $\beta_F$ is the cost function based measure of input growth defined by (A17) and $\gamma_F$ is the cost function based measure of reciprocal productivity growth equal to the geometric mean of $\gamma_0$ and $\gamma_1$ defined by (A21) and (A22);

- If full cost function information is not available for the two periods but information on input and output quantities and input prices along with estimates of long run marginal costs for outputs in both periods is available, then it is possible to decompose cost growth over the two periods into the product of the Fisher output quantity index, $Q_F$, times the Fisher input price index, $P_F^*$, times the
reciprocal of the Fisher productivity index, \([Q_F/Q_F^*]^{-1}\) according to the first line in (A29).

The above material provides a justification for the use of the Fisher productivity index as a nonparametric approximation to the “true” productivity index. Moreover, this Appendix shows that public sector outputs should be valued at their marginal costs (and not at purchaser valuations) in order to measure the productivity growth of the production unit.
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