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Preface

INTELLECTUAL PROPERTY (IP) IS A CRITICAL INSTRUMENT that provides the foundation for innovation, investment and growth opportunities in the knowledge-based economy. Indeed, leading-edge, knowledge industries are intensive users of the IP regime. Thus, although IP regimes must balance the interests of all stakeholders, they must contribute to Canada’s success in the new economy.

Intellectual property protection on the one hand provides innovators with some degree of market exclusivity for exploiting the benefits of their own creation. IP rights (IPRs) are, therefore, important in helping creators and innovators secure a fair return for their creative activities. On the other hand, intellectual property protection forms the basis from which Canadians have access to the benefits of this knowledge and these innovations. The question of finding the right balance is crucial for IP policy makers. A central issue to this volume is, therefore, to explore how the IP regime can stimulate both the creation and diffusion of new knowledge and affordable access to these innovations, thereby making the best contribution to Canada’s knowledge-based economy.

This volume is the outcome of a research initiative undertaken by the Marketplace Framework Policy Branch and the Micro-Economic Policy Analysis Branch of Industry Canada. Together with the Innovation Policy Branch, the Canadian Intellectual Property Office and the University of Toronto Centre for Innovation Law and Policy, they commissioned sixteen papers for a conference held in Toronto, in May 2001. The final versions of these papers appear in this research volume. Professor Jonathan D. Putnam has served as General Editor of the publication.

The volume will be of interest to the policy-making community as well as to everyone interested in intellectual property policy issues, here in Canada and abroad.
LIKE MANY Clichés, the knowledge-based economy distorts the very phenomenon it seeks to describe. In reality, all economies are knowledge-based, in the sense that they attach value to the discovery and disclosure of new information, while they suffer from imperfect and asymmetric information. The simplest economic relations — search, bargaining, contracting — as well as collective rewards and punishments, vary in their efficacy with investments in the acquisition of knowledge.

What is meant by knowledge-based economy is not really a different economy, but a new source of comparative advantage in trade among nations. International trade theory developed from the observation that countries were endowed with different relative amounts of labour and capital: capital-rich England should supply capital-poor Portugal with cloth from its capital-intensive mills, which labour-rich Portugal would pay for with wine from its labour-intensive vineyards. The notion of national endowment extended easily to natural endowment of mineral and other resources. With further theoretical refinements, the current explanation for the source of comparative advantage has moved from resource endowment exogenously provided by Nature to endogenously determined stocks of knowledge. And because these stocks are determined endogenously, they are supposed to lie within the realm of policymaking.

To nurture the growth of the domestic economy, the Government of Canada has recently undertaken to increase its direct investment in the production of knowledge.¹ It has also invested in understanding the environmental and institutional factors that stimulate the private production of knowledge. Perhaps the most pervasive public means for rewarding the successful searcher is itself private: the conversion of (an embodiment of) non-excludable information resulting from the search process into an exclusive property right. The present volume
represents the most recent, though by no means the only, effort to identify the relationship between private intellectual property (IP) rights and the source of a nation’s comparative advantage.

For economists, the notions that the growth of an economy is knowledge-based, and that the government’s direct investment in new knowledge and indirect encouragement of such investment by the private sector influence the rate of economic growth, are relatively old news. Although both notions comprise a micro-economic and a macro-economic dimension, we can conveniently associate the first micro-economic empirical analysis of direct government investment with the early studies of Zvi Griliches, who measured the rate of return on the U.S. government’s investment in high-yielding hybrid corn. It is equally convenient to associate the first macro-economic empirical analysis of productivity growth with the seminal work of Robert Solow, published at about the same time, who first identified the gap between the value of an economy’s output and the value of its inputs, a gap mostly explained by private sector investments in research and development (R&D). Since then, both micro and macro analysts of technical change have built on the basic insights of Griliches and Solow in hundreds of studies that document, directly and indirectly, the relationship between investment in knowledge, and the returns, private and social, on that investment.

Even before economists formally recognized and measured the contribution of new information to economic growth, policy-makers were aware that intellectual property rights stimulate private investments that contribute to the growth of the collective welfare. That private property may be treated as a policy lever with which to further economic growth was recognized explicitly in such 18th century sources as the U.S. Constitution, though the policy distinction between monopolies granted for the public good and for purely private gain can be observed in the reform of the Statute of Monopolies under James I, nearly 150 years earlier.

Thus, the recent declaration of a knowledge-based economy is a conceit that ignores the substantial intellectual and political history behind government efforts to promote economic growth. Its use seems to stem, more than anything, from the widespread diffusion of the Internet over the last decade, and the consequent reduction in the cost of disseminating certain types of knowledge that the economy has been discovering, and depended upon, for centuries.

Whatever the terms used to describe it, the phenomenon that lies at the heart of the studies published in this volume prompts a number of fascinating and difficult questions, both for policy-makers and for economists. While the tools that economists apply to the study of knowledge investment have rapidly grown in sophistication, it often seems that their main effect is not to answer, but to raise, questions. For example, contrary to the ancient idea that intellectual
property rights are justified by a market failure that causes firms to under-invest in acquiring new information, economists have identified certain conditions under which patent racing causes the amount of resources devoted to searching for new information to be inefficiently large. This possibility naturally raises several straightforward policy questions, such as: What types of markets are characterized by over-investment vs. under-investment? Unfortunately, economic theory does not provide good general guidance on a number of the most fundamental issues, and empirical economics supplies even less factual assistance.

To address these gaps, the Intellectual Property Policy Directorate of Industry Canada organized a conference on Intellectual Property and Innovation in the Knowledge-Based Economy. The conference, co-sponsored by Industry Canada and the Centre for Innovation Law and Policy of the Faculty of Law, University of Toronto, was held in Toronto on May 23-24, 2001. The present research volume is the result of this exercise.

The volume displays a number of serious attempts to identify the incremental role that intellectual property rights play in knowledge investment and the dissemination of new information, on the one hand, and in consumer welfare, on the other. Most studies strive both for a Canadian context and for a general grounding in economic theory and empirical analysis. Although the focus is on economics, the basic unit of account is private property rights, so the volume necessarily looks at Canadian legal institutions as well.

The volume is divided into five parts: Overview; Firms and Industries; Productivity, Growth and Trade; Copyright and Innovation; and Institutions.

OVERVIEW

The first part begins with a review by intellectual property lawyer David Vaver, entitled Canada’s Intellectual Property Framework: A Comparative Overview, which summarizes Canadian statutes and jurisprudence in the three principal regimes of intellectual property rights: patents, trade-marks and copyright. Although the broad contours of Canadian intellectual property legislation are similar to those of other common law jurisdictions, Professor Vaver’s review points out some distinctively Canadian features that may be unfamiliar to an economic audience. Despite the overwhelming contribution of trade with the United States to Canada’s gross domestic product (GDP), Canada imports a greater share of its legal principles from the jurisprudence of the United Kingdom and other Commonwealth countries. This pattern has begun to change, however, as courts on both sides of the border must come to grips with the constraints imposed by the North American Free Trade Agreement (NAFTA). That agreement establishes certain standards for the treatment of intellectual property; failure to observe these standards constitutes a sanctionable trade violation. The effects of NAFTA, and more generally of the standards
mandated by the implementation of the Trade-Related Aspects of Intellectual Property (TRIPs) of the World Trade Organization, can be felt in Canadian judicial and legislative debates about the appropriate scope of patentable subject matter, and the appropriate degree of relative protection to be given to innovators and imitators. Professor Vaver’s review provides the necessary legal staging in front of which policy-makers and interest groups play out debates over the claimed merits of international harmonization and of protecting uniquely Canadian interests.

As the second study published in this part of the volume demonstrates, the economic significance of these debates is apparent in several important sectors of the Canadian economy. In *The Importance of Intellectual Property Industries in the Canadian Economy*, Sandra Charles, Gilles McDougall and Julie Tran of Industry Canada offer a broad quantification of the effects of IP-intensive sectors on the rest of the Canadian economy. For example, they show that patent-intensive industries represent about one-sixth of Canada’s GDP, but accounted for over one-third of its economic growth during the period 1992-2000. The authors offer some methods for determining the extent to which Canadian industries use patents, trade-marks and copyrights in their pursuit of a competitive advantage, and they show how each industry’s reliance upon IP protection has changed over the past 20 years. Their results indicate that the role of intellectual property rights in the Canadian economy has steadily gained in importance. While this finding is not surprising, it is perhaps more striking to observe that the increase is not confined to a few industries (like pharmaceuticals) where IP has traditionally played a critical role. That growth runs broader and deeper, cutting across manufacturing industries, as well as service industries and other providers of intangibles. In addition to the gains implied by new investments in information technology, and the multiplication of these gains through networking and improved communications, the rise of intellectual property governs diverse sources of economic growth in Canada such as venture capital investment and the realm of copyright industries, like the many new forms of publishing.

Finally, Mohammed Rafiquzzaman of Industry Canada and Shubha Ghosh of the University of Buffalo, in *The Importance of Patents, Trade-marks and Copyright for Innovation and Economic Performance: Developing a Research Agenda for Canadian Policy*, discover a large body of theoretical literature focusing on how patents, trade-marks and copyright can play a vital role in improving economic performance, and thus in raising the living standard of a nation, through influencing the incentives for, and the diffusion of, innovations. Although this literature has yielded many important insights, the resulting impact of intellectual property rights on economic performance is generally ambiguous and depends upon circumstances. Empirical works on the subject
are, however, extremely limited. As a result, our understanding of the impact of intellectual property rights on most measures of economic performance is still far from satisfactory.

**Firms and Industries**

**The Different Causes and Consequences** of effective IP protection across industries is an important theme of the second part of the volume, dealing with Firms and Industries. It begins with an analysis by economist Petr Hanel, entitled *Current Intellectual Property Protection Practices of Manufacturing Firms in Canada*. The basis of this study is the most recent of a series of innovation surveys undertaken by Statistics Canada. Unlike the well-known surveys conducted by Levin, Klevorick, Nelson and Winter (1987) and Cohen, Nelson and Walsh (2000) (which queried large R&D-performing firms in the United States about the mechanisms, including intellectual property, for appropriating returns to their R&D investment), the former seeks to understand better the innovation decisions of a sample of Canadian firms encompassing both firms that introduce innovations featuring various degrees of novelty (first in the world, first in Canada, etc.), and firms that, by any standard, do not innovate. The Statistics Canada survey poses a wide variety of questions about inducements to innovate, the relative quality of the innovation once developed, and the diffusion of the innovation within and between industries. This survey is unique in the breadth of its examination of the use of intellectual property rights by innovating firms: in addition to patenting and trade secrecy, appropriation mechanisms scrutinized by the survey include copyright, trade-marks and confidentiality (non-disclosure) agreements.

The first section of Hanel’s study provides a descriptive summary of the survey results. In the second section, the responses to survey questions become the basis for a more formal statistical investigation of the determinants of the decision to use intellectual property rights. Hanel finds that the self-reported rate of use of intellectual property rights exceeds 70 percent of all surveyed Canadian firms. In the context of current Canadian law (which routinely creates some intellectual property rights as a by-product of everyday efforts to record and protect new information), even this relatively high rate must be interpreted as an underestimate, reflecting only the deliberate intent to employ intellectual property rights as a strategic asset. Among the most innovative firms (those introducing a *world-first* innovation), the proportion of firms reporting the use of intellectual property rights exceeds 90 percent. As prior surveys found, however, patents are not necessarily the only or the most important IP mechanism: less than two thirds of self-described world-first innovators employed patents as a means of protecting their innovations from imitation.
The remainder of this part of the volume is devoted to analyses of three industries where the role of intellectual property rights, particularly patents, takes a central place in the debate over the industry’s future health. These industries are pharmaceuticals, biotechnology and software. While few would claim that patents are irrelevant to these industries, opinions are frequently divided on the net contribution of patents to each. The benchmark in this group is the pharmaceutical industry, characterized by a relatively well-understood business model that seems to support strong patent protection: extremely high R&D costs, a very low success rate, one principal patent per invention (usually), relatively clear claim definitions, and low imitation costs. Under such conditions, patent holders find patents both profitable and essential: there is substantial evidence showing that the level of R&D conducted by pharmaceutical firms would decrease substantially if patent protection was not available. In part because patent protection is very effective, the pharmaceutical industry earns profit margins that are among the highest, albeit for higher-than-average risk. Moreover, the pharmaceutical industry has benefited from measures adopted by Canada to strengthen patent protection in 1992, a policy change undertaken in part to encourage domestic R&D.

Biotechnology shares many of the characteristics of the pharmaceutical industry: high R&D costs, a low success rate and low imitation costs. There are, however, significant differences that bear on the role of patent protection and on industry market structure more generally. First, biotechnology inventions do not necessarily follow the one-patent-per-product model. Biotechnology products are much more likely to draw on a variety of production techniques, sometimes termed “research tools,” each of which may be patentable. Research tools are often patented by universities and other non-profit organizations (which benefit from the decision of some jurisdictions to assign title to inventions that it funded to the research-performing organization). Biotechnology firms are often spun off from university laboratories. Given the relative ease of entry into the market, biotechnology firms are smaller, more connected to basic science, less capable of carrying out clinical trials, more dependent on venture financing, and therefore even more dependent on patents, than are traditional pharmaceutical companies.

Like biotechnology, the software industry represents an outgrowth of an older business model (computer hardware) having its own unique relationship to patent laws. Historically, patent protection was not available for software, which was mostly tied to the sale of hardware. To the extent it was protected at all, software was protected by trade secret, confidentiality and non-compete agreements. By the time patent protection became available, several generations of programmers had grown accustomed to an environment that encouraged
the sharing of ideas and even of computer code itself. The availability of patent protection has, therefore, raised considerable controversy.

In *Patent Policy and the Diffusion of Pharmaceutical Innovations*, Bohumir Pazderka and Klaus Stegemann evaluate the evolving Canadian approach to encouraging domestic pharmaceutical research while attempting to maximize the diffusion of pharmaceuticals to final consumers. The authors provide a comparative background of Canadian and U.S. policies, including efforts by the United States (under the so-called *Hatch-Waxman Act* of 1984) to strengthen simultaneously the incentives for pharmaceutical R&D and the incentives for generic imitation. They identify four functions of patents — motivation of innovation; inducement of commercialization; disclosure of information; and control of exploration — as the objectives pursued by policy-makers. The main objective of their study is to evaluate critically the policy options available to Canada, in the context of its obligations under NAFTA and the TRIPs provisions administered by the World Trade Organization. The authors conclude that, as a relatively small open economy, Canada does not need stronger motivation for pharmaceutical innovation, and that it should meet — but not exceed — the standards set for it by international agreements.

Canada’s biotechnology sector is the subject of an original survey by Gary Lazarus of Industry Canada, entitled *On the Role of Patenting in Innovation for the Biotechnology Industry in Canada*. The author uses a survey of 218 Canadian biotechnology firms to develop an innovative structural model that explores interdependencies among patent application counts, R&D expenditures and strategic alliances. One motivation for this model is that patenting can be viewed as a necessary first step on the road to becoming a publicly traded firm; public firms generally have better access to capital than do private firms. The selection process by which private biotechnology firms go public is influenced, to a large degree, by the strength of a firm’s patent portfolio. While the author shows that the behaviour of sample firms is split according to whether they are public or private, the expected signalling effect of patents does not materialize. Instead, there is evidence that biotechnology firms have made strategic choices between increased use of patents and increased use of strategic alliances. Thus, even within science-based ventures at an early developmental stage, firms appear to differentiate themselves as successful, independent innovators or more collaborative firms with fewer verifiable inventions. One encouraging finding of the study is the high rate of alliance formation among firms (an average of over three alliances per firm), which suggests that available institutions facilitate rather than inhibit the sharing of information. As firms move from purely research-based entities to competitive actors in product markets, concerns about horizontal agreements may chill to some extent the information flow running through alliances between firms. In that case, firms in other industries
(such as computers and peripheral hardware) have found that a large patent portfolio is a useful strategic alternative when licensing negotiations must be conducted at arm's length. This observation reinforces Lazarus's finding that the size of the patent portfolio and the number of alliances may be substitute inputs to commercial success.

While the software industry appears alive and well in Canada, its welfare must not depend on the availability of Canadian patents, because the Canadian Intellectual Property Office does not grant software patents. Of necessity, therefore, Stuart Graham and David Mowery direct their attention south of the border in *Intellectual Property Protection in the U.S. Software Industry*. The authors examine the patenting and copyright behaviour of the whole software sector, as well as that of representative large firms. They document the sharp rise of software patents since 1984, not only as software-based firms like Microsoft began to take advantage of expanded patent protection, but also as traditional hardware firms like Intel and IBM shifted more research resources into software-based technologies. (According to Graham and Mowery's classification of inventions, IBM's software patents accounted for about one fifth of the firm's total in 1984; by 1998, the proportion was one third.) The authors also document the rising share of university software patents, particularly after the government gave universities title to federally funded inventions in 1982. Finally, they construct a novel index of *copyright propensity*, analogous to those derived from patent data. These propensities indicate that, for large firms like Microsoft and for the industry as a whole, the propensity to register copyrighted software has declined even as the propensity to patent has increased.

**PRODUCTIVITY, GROWTH AND TRADE**

Perhaps the focus of a volume dedicated to exploring national policy options and consequences should be the relationship between inter-country differences in intellectual property regimes and economic outcomes. Until recently, intellectual property laws changed at a relatively slow pace within any one jurisdiction. Therefore, cross-sectional differences have constituted the major source of variation in policy regimes with which to test various hypotheses about the relative efficacy of proposed reforms or other policy alternatives.

The first two studies in this part of the volume use similar datasets to address different questions. In *Intellectual Property Rights and the Propensity to Patent*, Nancy Gallini, Andrew Tepperman and Jonathan Putnam examine the propensity to patent of Canadian inventors both prior and subsequent to the significant reform of the patent system in 1989. The authors ask: What economic factors explain changes in the propensity to patent, and how have these changes been felt in Canada? They estimate this effect with a cross-sectional model of international patenting patterns, and from a more detailed industry-level study of
the propensity to patent. They find that the quality of patent protection offered by a destination country has a significant impact on the propensity of source-country inventors to seek patents in that country, especially if it has a permissive antitrust policy or high imports from the source country. With particular reference to Canada, however, they find that the Canadian propensity to patent is less than would be predicted from the remaining countries in the dataset. The authors explore various possible reasons for this finding at the industry level. They find considerable evidence of industry-level heterogeneity in the value of patent protection. The overall lower-than-predicted level of patenting masks significant increases in some industries and may be due to the mix of Canadian industries (which, governed by the economic laws of trade and comparative advantage, reflects the importance of sectors where patenting is relatively less valuable). The authors also observe industry-level evidence that the repeal of compulsory licensing for pharmaceuticals (in 1992) was associated with a large increase in pharmaceutical patenting at about the same time.

At the other end of the causal chain that runs from economic activity through intellectual property and back, Walter Park, in a study entitled *Do Intellectual Property Rights Stimulate R&D and Productivity? Evidence from Cross-national and Manufacturing Industry Data*, asks the following question: To what extent do differences in intellectual property rights explain economic outcomes, like productivity and growth? The author examines the implications for Canadian productivity growth of intellectual property rights reform using evidence from international and manufacturing sector data. Building on his earlier research, Park develops measures of the existence and strength of different kinds of intellectual property rights, and probes the extent to which they can explain productivity growth and R&D accumulation. His empirical results reveal different mechanisms by which the various categories of intellectual property rights (patents, trade-marks and copyright) affect growth and R&D. However, these results emphasize the relative importance of enforcement, as distinct from the nominal existence, of the types of IP rights under investigation (patents, trade-marks, copyright, parallel import protection, software rights). Overall, the study leads to the conclusion that the patent system makes a significant contribution to Canada’s R&D and productivity.

The next two studies deal specifically with economic impacts of intellectual property rights in Canada. Mohammed Rafiquzzaman and Arif Mahmud of Industry Canada ask: *Is Canada Still Missing the Technology Boat? Evidence Based on the Quantity and Quality of Innovations*. The authors investigate the hypothesis, originally proposed by economist Manuel Trajtenberg, that Canada is ‘missing the boat,’ i.e. lagging behind its G-7 counterparts in the quantity of both R&D inputs and R&D outputs (innovations). Trajtenberg’s thesis is based on the relative dearth of Canadian-origin inventions in what he termed “general purpose
technologies,” which comprise productivity-enhancing information technology inventions. Rafiquzzaman and Mahmud find that reports of a dearth of Canadian innovations are greatly exaggerated: measured by patenting in the single largest common region (the United States), the rate of growth of Canadian patenting has exceeded that of Germany, France, the United Kingdom and Italy, and lags only that of the United States and Japan. Contrary to Trajtenberg’s central finding, patenting growth in the computers and communications sector has been especially rapid.

In a particularly original attack on the problem, the authors also investigate the quality of Canadian patenting, as measured by the frequency with which these patents are cited in subsequent U.S. patents. They find that, by this measure, the quality of Canadian inventions exceeds that of every other G-7 country except the United States itself. However, they also find that the quality gap between the United States and its chief economic rivals is widening: despite its apparent success relative to other peers, Canada must invest more resources to match the U.S. level of R&D productivity.

The final study in this part of the volume evaluates Canadian Patent Policy in the North American Context, asking what are the threats and opportunities that Canada faces in harmonizing its patent laws with those of other countries, notably the United States. Drawing on an extensive background in international trade theory and policy, Keith Maskus finds mixed evidence on the central question of whether harmonization would prove helpful or harmful on balance. He notes that Canada’s innovation indicators are improving rapidly, including the country’s technological balance of payments. By itself, this phenomenon does not suggest that Canadian innovative activity would be markedly improved by a decision to adopt American patent standards. In Maskus’ view, many recent U.S. policy innovations do not make sense even in the context of U.S. objectives and institutions; there is little argument for transferring them to Canada. Finally, he concludes that harmonization of Canadian standards with U.S. standards would have mixed effects on inward foreign direct investment and technology transfer, depending in part on whether Mexico would also harmonize its standards at the same time.

**COPYRIGHT AND INNOVATION**

Although productivity improvements are traditionally associated with R&D and the patent system, the rise of software and of digital media has brought to centre stage the role of copyright in spurring innovation. Copyright protects a different type of investment than does patenting; while the latter protects investments in *successful* research and offers some protection to multiple embodiments of the same basic research idea, copyright protects all original works, but only against copying all or a substantial part of the work, not against
imitation more broadly defined. Granted for the author’s life plus 50 years, copyright lasts on average at least three times as long as patent rights. Thus, in abstract economic models, copyright protection is long and thin, while patent protection is relatively wide and short.

The protection of computer software raised a number of conceptual issues for copyright, including the protection of functionality, the distinction between program code and the look and feel presented to a user, and the protection of user keystroke sequences. Copyright in software has spawned its own innovation in intellectual property, the so-called copyleft, a non-legal regime under which authors place computer code in the public domain for all to use, provided that users of the code also put their adaptations and improvements in the public domain. With the rise of the Internet, ordinary computer users (those who use computers as appliances) face a second set of issues that challenge traditional conceptions of copyright. Digital goods have a unique property: their use requires making a copy (if only into a computer’s temporary memory), which implies that unlike (say) reading a book, the consumption of digital media implicates copyright laws. Because they can be acquired and spread costlessly all over the networked world, digital media promise both an unprecedented increase in the efficiency of consumption, and a concomitant unprecedented threat to copyright holders. In The Economics of Digital Copyright in the Knowledge-Based Economy, Jonathan Putnam examines the ways in which copyright’s governance of the relationship among creators, distributors and consumers has fundamentally altered the classical model that links consumers to upstream distributors and manufacturers through a sale of goods contract. He also discusses the implications of increased price discrimination in a variety of contexts, from traditional economic notions such as efficiency, productivity and the equilibrium quality of goods, to privacy and international trade.

There is an important exception to the global trend towards strengthening the rights of both patentees and authors, which directly touches the advance of productivity in a knowledge-based economy. Traditionally, copyright protected the labour, judgment and skill of a compiler of facts, whose copyright lay not in the facts themselves but in their original selection and arrangement. Over the past decade, the Supreme Courts of both Canada and the United States have decisively narrowed that view, requiring a minimum level of creativity to justify copyright protection rather than mere labour. Claims were rejected in the context of telephone listings, whose alphabetical arrangement was held to be so unoriginal that it did not meet even the normally undemanding standards of copyright. The language employed by both Courts made clear that this rationale would extend to other databases whose selection and ordering were driven entirely by utilitarian considerations rather than by creative selection and arrangement. The ironic result is that databases, whose creation becomes so
much cheaper and more valuable in a networked economy, may receive insufficient protection from copyright law.

In *Across Two Worlds: Database Protection in the United States and Europe*, Stephen Maurer surveys the global state of investment in databases, strategies derived from existing law to protect those investments, and proposals for further protection. The author draws a conceptual distinction among database publishers, gatherers, refiners and portals, and provides a helpful empirical summary of databases by type and nationality for the leading five countries (Canada, United States, Germany, France and United Kingdom). He also sets the debate over the appropriate scope of copyright protection in the context of other intellectual property, intellectual property-like and technological mechanisms (such as trade secrecy, unfair competition law, and encryption), that have been arrayed against the alleged misappropriation of databases. Perhaps the most novel measure has been the *Directive on the Legal Protection of Databases* issued by the European Union in 1996. The Directive offers sui generis protection to database owners for a period of 15 years if its content remains unchanged. Intriguingly, the Directive’s standard for determining whether a database deserves indefinite protection is whether or not “the accumulation of successive additions, deletions, or alterations” amounts to a “substantial new investment.” Maurer suggests that the Directive may have given the European database industry a one-time boost “roughly equivalent to a year’s worth of normal growth.” However, he offers both empirical and theoretical reasons for cautioning Canada against adopting the European Directive too readily, and evaluates other legislative proposals to fill the protection gap for databases.

**INSTITUTIONS**

As the proposals for the protection of databases suggest, current institutions and institutional reforms must figure prominently in any analysis of government policy towards knowledge-based investments. The final part of the volume reviews three important institutions that correspond to the discovery, creation and enforcement of intellectual property: the public research sector, which funds and obtains an increasing share of total patents granted; the patent office, which examines applications for patents on new discoveries and helps set intellectual property policy; and the courts, in which private litigants seek to enforce the rights granted to them against others.

In *Managing Intellectual Property Rights from Public Research*, Benedicte Callan and Mario Cervantes provide a comparative review of national policies regarding the ownership of publicly funded intellectual property among members of the Organisation for Economic Co-operation and Development (OECD). While universities, hospitals and research institutes have been innovating for a long time, the past two decades have witnessed a rapid evolution in
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the terms under which the public funds research, and owns and exploits its fruits. Perhaps the most fundamental policy change has been the decision to grant title to intellectual property created by federally funded research in the United States to the performing organization, but there are many other developments, such as the increasingly rapid and pervasive relationships formed between university innovators and providers of venture capital. The authors find that the diffusion of these institutional innovations in the OECD has been fairly uneven. They also note that certain innovative approaches, such as corporate sponsorships conditioned on exclusive access to research, raise real or apparent conflicts of interest that may reduce a public institution’s control over the intellectual property it creates. As Canada’s academic research institutions — all of which are public — must compete with private academic institutions that have greater funding flexibility, their competitive effort must be funded by an increased commitment from general tax revenues. But the current trend is away from substantially increasing public funding. Canada is an exception because it has recently committed to increase spending on research at Canadian universities, so it may well meet the challenges posed by competing private institutions. However, in an era where both private and public institutions display an stronger interest in the creation of intellectual property as a research output, there is little evidence that Canada is seeking innovative ways to capitalize on the fruits of its additional spending.

As for the institution at the heart of the intellectual property process — the Canadian Intellectual Property Office (CIPO) — Gilles Paquet and Jeffrey Roy discuss the opportunities for what they call knowledge management and social learning by CIPO in its role as aggregator of information, in a study entitled The Canadian Intellectual Property Office as an Innovation Catalyst. The scope of these opportunities is defined in the context of a broader dialogue with CIPO’s stakeholders, including large multinational corporations (MNCs), small- and medium-sized enterprises (SMEs), and consumers. Having potentially divergent interests, these stakeholders may prefer different resource allocations by the CIPO (particularly if one contrasts the interests of domestic SMEs with that of foreign MNCs). The authors also compare the position of Canada’s patent office — in a small, open economy, granting the vast majority of its patents to foreigners — with that of Denmark, which has redefined its role in light of the dominant position of the European Patent Office. Finally, they present the case for an increasing range of intellectual property options, such as the adoption of an innovation patent in Australia, and they evaluate the potential benefits for CIPO and for Canada from such an expanded menu.

In the final essay, Stephen Garland and Jeremy Want review The Enforcement of Intellectual Property Rights in Canada. In another original contribution, the authors survey all reported decisions in Canadian patent, trade-mark and
copyright litigation over the past two decades, and report the results by type of cases and the party receiving a favourable disposition. Although surprisingly few cases proceed to judgment in Canada, they discern several patterns. Unlike recent studies on the United States (which show an unexpectedly high reversal rate), the authors demonstrate that the Federal Court of Appeal is much more likely than not to affirm the decision of the trial court in an intellectual property dispute. Whether this finding reflects greater deference to the findings of the trial judge, a clearer set of precedents (which have not undergone as much recent revision as they have in the United States) or superior examination procedures by CIPO is, unfortunately, a subject for further study. Even with a lower incidence of litigation, however, Canada retains the opportunity to provide another public good of considerable value in the knowledge-based economy: cheap, fast, innovative and reliable resolutions of intellectual property disputes in the increasingly integrated North American market.

We began with the observation that clichés distort the very phenomenon that they signify. That observation is also true with respect to the disclaimer inevitably offered by the authors of studies at the research frontier: that more research is required. While that is as true here as elsewhere, in the present case, authors have drawn together a wealth of new research about Canada, as well as applications of research methods and techniques to Canadian knowledge sectors, and they have significantly advanced the state of the economic art. They have also provided a solid basis for Canadian policy-making towards innovation and intellectual property in the first decade of the new millennium.

ENDNOTES

1 For example, in her 2001 Speech from the Throne, the Governor General announced that the government “… will at least double the current federal investment in research and development by 2010.”
2 See Zerbe, 1986.
3 See Griliches, 1958.
4 See Solow, 1957.
5 Article I, sec. 8, cl. 8 reads: “Congress shall have the power … to promote the progress of science and the useful arts, by securing for limited times to authors and inventors the exclusive rights to their respective writings and discoveries.”
6 Assuming one must summarize recent changes in the economy in a single adjective, a reasonable case could be made for that adjective to be networked, rather than knowledge-based. Networks really do alter the relations among buyers and sellers of information, in ways that interact unpredictably with such diverse arenas as competition policy, privacy, education and crime. For a helpful and non-technical introduction to network economics, see Varian and Shapiro, 1999.
7 See, for example, Reinganum, 1982.
8 The definitional question, ‘What is a software patent?’ arises here, and it is surprisingly difficult to answer. In the first place, many functions performed by software may also be hard coded into a computer chip, which as an apparatus is clearly patentable. (This independence of the invention from the medium of its embodiment is one of the arguments cited in favour of software patents.) Canada does not grant pure software patents, but it may grant patents on inventions that can be embodied in either hardware or software.
9 For example, a database that derives value from comprehending all possible elements of a particular category of data cannot have been subject to selection. Similarly, a database whose value derives from its chronological ordering of events cannot protect that ordering, which (being a fact itself) necessarily belongs in the public domain.
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Canada’s Intellectual Property Framework:
A Comparative Overview

In this paper, I attempt to sketch the current state of some of Canada’s intellectual property (IP) laws, particularly on copyright, patents and trademarks. These laws are compared with U.S., and occasionally other, laws, and conclude by suggesting some future developments and concerns.

During this exercise, two questions persistently suggested themselves: (1) Are Canadian and U.S. laws really that far apart? (2) Could the differences be easily bridged?

The following analysis suggests that the answers to these questions are, respectively, (1) yes, and (2) no. In spite of the homogenizing tendency of recent international initiatives, Canadian and U.S. IP laws differ from one another as much as do their respective legal systems and economic and social policies. The IP legal divide could, no doubt, be narrowed. The United States has indeed narrowed it unilaterally in some fields (e.g. domain names) by imposing U.S. law and the jurisdiction of U.S. courts extraterritorially not only on disputes between Canadian and U.S. firms but also on disputes between Canadians. Apart from such aberrant behaviour, what measures would objectively be desirable for both countries, and, perhaps more to the point, what would be politically achievable, are questions that cannot be answered without considerable further research.

Introduction

Of Constitutions and Justifications

Why do we have IP laws? Canada’s basic law, the Constitution Act, is unenlightening, other than to emphasize the national importance of
“Copyrights” and “Patents of Invention and Discovery” by allocating to the federal parliament exclusive power to legislate about them. The U.S. Constitution is a little more forthcoming. It also allocates exclusive legislative power over copyrights and patents to the federal legislature, explicitly to “promote the Progress of Science and useful Arts”. On this theory, rewarding authors and inventors for their efforts is considered secondary; at least as important is “encourag[ing] others to build freely upon the ideas and information conveyed” by IP-protected material.

In practice, however, much IP law and policy sits uneasily in either country with these sentiments. Instead, cruder, and theoretically less justifiable, notions — that creators of anything of value have a natural right to exploit it, or that those who sow should reap the full harvest to the exclusion of all others — seem to propel much lawmaking nationally and internationally.

Trade-marks are not explicitly referred to in either Constitution. In Canada, Parliament can legislate for registered marks under its power to regulate trade and commerce, while provinces may protect peripheral IP such as unregistered marks and trade secrets under provincial laws, the common law or the law of delict. Similarly, in the United States, trade-marks used in interstate commerce fall under Congress’s power to “regulate commerce with foreign nations, and among the several States”. Such marks can be registered and protected federally, while local marks are protected under the common law and registration statutes of individual states.

Other laws such as constitutional guarantees of freedom of expression under the Canadian Charter of Rights and Freedoms of 1982 and provincial bills of rights may affect how far copyright and trade-mark owners may press their rights. Federal and state constitutional guarantees of free speech and against taking property without due process similarly affect the exercise of intellectual property rights (IPRs) in the United States. So does the notion of state sovereign immunity, under which the U.S. Congress cannot unilaterally subject the states to IP laws. Thus, Florida has successfully pleaded sovereign immunity to a patent infringement suit brought against one of its state corporations.

INTERNATIONAL TREATIES

IP LAWS ARE WRITTEN AGAINST A BACKDROP of multilateral international treaty obligations assumed since the late 19th century. These treaties effectively dictate the types and levels of protection that Canada must extend without discrimination to nationals from other adhering states. This position also holds true for the United States, which has, especially over the last two decades, led the field in promoting high, standardized international IP norms to further the economic interests of its industries.
The most important IP treaties to which Canada and the United States both currently adhere are:

- the **Paris Convention for the Protection of Industrial Property** of 1883, as revised up to 1971 (“Paris Convention”), mandating national treatment for patent, trade-mark and design rights;

- the **Berne Convention for the Protection of Literary and Artistic Works** of 1886, as revised up to 1971 (“Berne Convention”), mandating national treatment and high minimum standards of protection for copyright and moral rights, without registration or other formality;

- the **North American Free Trade Agreement** of 1992 (“NAFTA”), especially Chapter 17, mandating national treatment and high levels of protection for copyright, patents, trade-marks and other IPRs in Canada, the United States and Mexico; and

- the **Agreement on Trade-Related Aspects of Intellectual Property Rights** (“TRIPs”), annexed to the *World Trade Organization Agreement* of 1994 (“WTO Agreement”), mandating national and most-favoured nation treatment and high levels of protection for all IPRs globally.

Canada also recently joined the **Rome Convention for the Protection of Performers, Producers of Phonograms and Broadcasting Organisations** of 1961 (“Rome Convention”), a treaty which the United States has avoided in the past and which it will likely continue to avoid now that the Rome Convention is partly eclipsed by the more digital-friendly 1996 Performances and Phonograms Treaty of the World Intellectual Property Organization (“WIPO Performances and Phonograms Treaty”). Whether Canada will accede to the latter or its companion **WIPO Copyright Treaty of 1996** is not a foregone conclusion. Canada has not acceded to various other IP treaties of which the United States is a member, presumably finding no clear balance of advantage for accession.

Of the treaties common to both countries, undoubtedly the most important regionally has been NAFTA, and the most important internationally has been the TRIPs Agreement. Besides imposing high levels of IP protection and enforcement and a framework for the progressive standardization of IP laws, these treaties also establish binding dispute settlement procedures, backed by trade sanctions in the event of non-compliance.

**National and Independent Treatment**

IPRs are territorial in character but their scope is extended through the obligation of national and independent treatment commonly imposed by international treaties. **National treatment** requires a state to extend to nationals from
foreign states the same treatment as its own nationals receive. Independent treatment requires local treatment to be extended, however that item is treated elsewhere.

To take an example from copyright: If a U.S. national seeks to protect her copyright in Canada for a work, Canada does not usually care whether the work is in or out of copyright in the United States. If the work would have been protected if created by a Canadian national, it is equally protected when a U.S. national claims Canadian copyright.

It follows that U.S. firms may, through the exercise of their Canadian copyright, bar exports into Canada and may also stop local imitation of works that lack U.S. copyright protection. Canadian makers of similar non-copied items can recoup their sunk costs and any superprofit from the Canadian market and from other territories which recognize such copyrights, but must accept copiers and competition in the United States.¹⁶

**Intellectual Property as Trade Barrier**

A more common variant of the last example is the situation where an IPR is owned or controlled by the same entity in both jurisdictions. The owner may then use the IPR to create non-tariff trade barriers and to practice price discrimination by preventing parallel imports. For example, since a Canadian patent is separate and different from a U.S. patent, a patented product lawfully made in the United States cannot be exported to Canada for use or resale without infringing the Canadian patent. Canada reinforced this policy in 1997 by granting copyright-like rights to holders of sole Canadian book distribution contracts to prevent parallel imports. The use of IPRs to achieve such ends is clearly inconsistent with the notion of a single free market.¹⁷ Whether the strategic transfer and exercise of IPRs by affiliated corporations amounts to an unenforceable anti-competitive practice, as it may in the European Community, remains to be seen.¹⁸

**Multiple Protection**

As IPRs have proliferated and expanded, instances of multiple IP protection have increased.¹⁹ For example, a firm’s logo may be registered or protected at common law as a trade-mark, a textile pattern may be registered as an industrial design, a computer program can be protected by a patent; yet, copyright protection for all three may be cumulatively available.²⁰ Patent and design right holders also strive to create trade-mark rights over aspects of their product and so as to lessen free competition on expiry of the patent or design registration.²¹ Plant breeders may acquire both patents and plant breeders rights over their new seeds and enforce the rights cumulatively, thereby circumventing any inconvenient user exemptions found in one Act but not the other.²²
IPRs are here treated like products in a supermarket: a shopper with enough money and information can acquire as many items as he wishes. Given that innovation levels are hardly enhanced by the prospect of adventitious multiple protections, the question may be asked whether this rule of take as many as you can carry should be replaced by a rule of only one per customer.

Sometimes IP legislation itself partly discourages multiple protections. Thus, the Canadian Copyright Act steers design features towards the Industrial Design Act and eliminates copyright protection for mass-produced designs. It has also been suggested that it is “not the intention of Parliament (nor is it desirable) to interpret the Patent Act and the Copyright Act as to give overlapping protection.” Were this logic applied to all IP laws, one could then match the new product or technology to the protective system that fits it best, and eliminate or minimize overlap except where the law explicitly authorizes it for a good reason. For example, seeking or obtaining an IP registration could bar reliance on any right that attaches without registration (e.g. copyright or common law trade-mark) and that substantially corresponds with the registered right, both during the pendency of the registration and also on its expiry. The case law does not yet go this far in Canada or elsewhere.

**Litigation**

In Canada, IP litigation typically occurs in the Federal Court, but provincial courts exercise concurrent jurisdiction except to correct a federal register (for example, by expunging a trade-mark, patent or copyright registration) or to issue nationwide orders. Appeals from the Trial Division of the Federal Court go to the Federal Court of Appeal; appeals from provincial trial courts go to the respective provincial appeal courts. A final appeal to the Supreme Court of Canada is available with leave of that Court. The Supreme Court is the final arbiter of all issues of federal and provincial statute and constitutional law, as well as of the civil law in Quebec and the common law in other provinces.

By contrast, in the United States the federal courts alone have jurisdiction over IP matters arising under federal statutes, but also often have concurrent jurisdiction over state claims. Indeed, much of the U.S. law on unfair competition, including infringement of common law trade-marks and of publicity rights for celebrities, was created and developed by the federal courts. But the interpretation of state law — common law and state legislation — is ultimately for each state to decide. Federal courts (including the U.S. Supreme Court) cannot authoritatively tell a state what its common law is or what a state statute means, although they may invalidate or trim state law where it conflicts with the U.S. Constitution or an overriding federal law.

Interpreting U.S. federal law is even trickier than the counterpart exercise in Canada, for there is no single U.S. federal court of appeal. Instead, the
United States is divided into 12 circuits, each with its own court of appeals, each entitled to reach an interpretation of federal law binding within the circuit, until corrected nationally by the U.S. Supreme Court if it decides to take an appeal. Some unity of interpretation exists in patent and trade-mark matters because the Court of Appeals for the Federal Circuit alone hears appeals from the U.S. Patent and Trademark Office and also from the federal trial courts in patent matters. But, on matters outside that court’s purview, conflicting interpretations among the circuits is not uncommon.  
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Canadian and U.S. copyright laws are presently quite similar, despite developing along different paths since the 19th century to reflect each country’s perception of its economic and political welfare. Thus, both countries treat copyright as personal property, capable of division, transfer, licensing or bequest, by territory or worldwide. Both protect expression only and leave a work’s ideas free for all to use; both have equal difficulty in drawing the line between ideas and expression. Short of egregious anti-competitive behaviour, a copyright owner in either country may license or transfer the rights or not as he thinks fit, and at such prices as he thinks fit. Both countries have roughly comparable provisions on the core subject-matter they protect, on the need for the work to be fixed in some material form, on registration, on what rights copyright owners may exercise, and on remedies available for infringement.

Provisions on ownership, book distribution, user rights, and duration exhibit greater differences. For example, the rights held by sole book distributors to maintain their margins, by treating unauthorized parallel imports of books as copyright infringements, have no counterpart in U.S. law. Nor has the blank audio recording media levy, designed to compensate right holders for private audio recording.

Canadian law also encourages the formation of collecting societies to hold and collectively administer copyrights for the benefit of authors, right holders, performers and record companies. Thus, a single performing right society, SOCAN, administers musical performing rights, and a single reprographic collective, CANCOPY, issues and administers photocopying licences. The Copyright Board fixes rates for musical performing and telecommunication rights and for cable retransmission of television and radio programs, sets the blank audio recording media levy, and also sets rates in other cases where collecting societies cannot reach agreements with users. In so doing, the Board has clarified many important legal issues surrounding public performance and telecommunication
rights, including the liability of website operators and Internet service providers for distribution of music over the Internet.

**SUBJECT-MATTER**

**Traditional Works**

The vast majority of original literary, artistic, dramatic and musical works and of compilations of any interest or value — all sorts of books, poems, anthologies, artwork, music, drama, computer programs, motion pictures, architecture — is protected by copyright in Canada, as it is in the United States.

However, the techniques for protection differ. In Canada, while the Berne Convention definition of “literary and artistic works” appears almost verbatim in the Copyright Act, the separate categories — literary work, artistic work, etc. — are defined and often sub-defined. One might expect the occasional item to fall between the cracks but this occurs rarely, partly because Parliament has progressively defined the categories more broadly and partly because courts interpret the categories liberally (more so than in the past). Thus, the courts protected computer programs as literary works well before the Copyright Act was amended to similar effect.32

By contrast, in the United States, copyright protects all original “works of authorship”, giving some non-exhaustive Berne Convention-like illustrations. One might therefore expect more works to be protected in the United States than in Canada, because the whole — “original works of authorship” — looks greater than the sum of its parts.33 In fact, the reverse is true: more works get protected — and more intensively — in Canada than in the United States. Whether this feature is the result of any conscious policy — and, if so, what the object of that policy might be — is an intriguing question.

**Anomalies**

The following anomalies are worth noting:

**Blank Forms and Sports Schedules**

Canada extends copyright to original blank forms — e.g. diaries; accounting, tax and order forms — either as literary works or compilations. To obtain protection, these items need not impart ideas, information or knowledge, so long as they “functionally assist[...], guid[e] or point[...] the way to some end.”34 Similarly, original sports schedules are protected.35

U.S. copyright law may, somewhat controversially, deny protection to “schedules of sporting events”36 as well as “[b]lank forms, such as time cards, graph paper, account books, diaries, bank checks, scorecards, address books,
report forms, order forms and the like, which are designed for recording information and do not in themselves convey information. Whether protection is sought for individual forms as literary works or for a suite of forms as a compilation is apparently irrelevant.  

Unauthorized Derivative Works

Derivative works — works that recast, transform or adapt a pre-existing work: e.g. translations, musical arrangements, dramatizations, film versions, abridgments — do not have their own special category in Canada, but are nevertheless protected if the resulting transformation of the source work is original.

In the United States, derivative works form a special category, in which copyright does not extend to “any part of the work in which [pre-existing] material has been used unlawfully”. An unauthorized translation, condensation, or musical arrangement may thus lack copyright protection in that country.

Some thoughtless Canadian dicta parrot the U.S. position, but the better view is that an unauthorized derivative work can have a Canadian copyright. The unauthorized work nevertheless remains at the mercy of the source work copyright owner, who can claim the usual infringement remedies against it.

Neighbouring Rights

Canada extends copyright protection to non-traditional matters: performers’ performances, sound recordings, and broadcasts. Internationally, these rights are classified as neighbouring, related or entrepreneurial rights rather than copyrights. Copyright, strictly speaking, applies only to traditional works and authors, who supposedly differ vocationally from those who perform, fix or distribute works.

Neighbouring rights typically depend on and flow from copyright and traditional works. Performers perform works, sound recorders record the performances, and broadcasters broadcast them. These performers’, recorders’ and broadcasters’ rights gained recognition much later than copyrights and are generally less intensive: their duration is shorter, they may not attract moral rights (although the WIPO Performances and Phonograms Treaty of 1996 would change that for performers), and they sometimes are rights to receive remuneration rather than full rights to bar exploitation altogether.

U.S. law protects sound recordings as traditional works (as, indeed, Canada did until 1997) but otherwise protects neighbouring rights in only one instance, to comply with the TRIPs Agreement: live musical performances cannot be fixed without authority. In the United States, unauthorized reproductions or fixations of broadcasts and non-musical performances are protected, if at all, only under state law.
Government Works

Works produced by federal, provincial and municipal government employees as part of their duties, and works “prepared or published by or under the direction or control of Her Majesty or any government department” are subject to copyright owned by the respective level of government. Some vague category of works falling under the ancient Crown prerogative to control printing also comes under perpetual federal or provincial government control.

The starting point in the United States is quite different. Since the late 19th century, U.S. courts firmly denied copyright to federal and state laws and court decisions as a matter of democratic public policy. Congress extended this policy by excluding from copyright all works produced by federal employees as part of their official duties.42

In Canada, the idea that everything emanating from the legislative, judicial and executive arms of government can be used by the citizen only by leave — which, if granted, may be on such terms as the government thinks fit — is one of the less attractive relics of colonialism and monarchical government. State control through the mechanism of copyright may perhaps be justifiable for items such as the currency, postage stamps, admiralty charts and computer programs, but such control over the laws of the land (bills, statutes, regulations, decisions of courts and tribunals, etc.) and every government report and document — from a ministerial letter to a parking ticket — is surely indefensible in a modern democracy. Nor has the federal government been shy in asserting its rights, as when it closed down an unauthorized abridgment of a government publication, refusing to accept reasonable royalty payments in lieu.43

Some leaven comes from the 1997 blanket permission issued by the Canadian government, allowing anyone to copy federal statutes and regulations, as well as the decisions of federal courts and tribunals, so long as the copy is accurate and is not held out as official.44 Some provinces have followed suit, but these initiatives are no substitute for relinquishing government copyright altogether. To be morally justifiable, censorship should be exercised transparently under censorship laws, not through the guise of protecting or encouraging the literary creativity of the civil service.

Despite its different starting point, the U.S. position has, perhaps surprisingly, moved closer to the Canadian position in key respects. Thus, work produced by government employees may fall outside their official duties: the copyright in many public speeches and in private diaries, even those relating to public matters, may belong to the employee. The U.S. federal government may also hold or acquire copyright in works produced under procurement contracts. So a work that, if done in-house by federal officials, would have been open to all can, if outsourced, be enclosed by copyrights held by the government or the private sector.45
This last development may spur the re-enclosure of public legislation that has been privately drafted. This phenomenon was hinted at in a Prince Edward Island case, where a person charged with violation of a provision of the National Fire Prevention Association Code was denied a copy of the document because of copyright privileges presumably asserted by the Association. While the defendant was given access to the Code in the fire marshal’s office, the reviewing court was nevertheless critical of the government’s attitude: it was “unreasonable for a public authority to inhibit access to the rule book by those persons who are expected to follow it”, and the fire marshal’s “copyright concern is an internal matter which should be remedied by the [provincial government] so that it does not in future adversely affect those whom it regulates.”

The suggestion that reasonable access to the law involves an obligation to make copies of those laws freely available, whoever drafted them, has not been taken up. Thus, a non-profit informational U.S. website was recently barred from displaying an industry-drafted building code widely adopted by municipalities. The court which issued this order naively assumed that, without copyright, industry would lack any incentive to draft the standardized laws from which it benefited; “state and local governments would have to fill the void directly, resulting in increased governmental costs as well as loss of the consistency and quality to which standard codes aspire.”

Along similar lines, the Los Angeles County is reported to have licensed the copyright in its jury instructions to other Californian courts for substantial royalty payments ($2.5 million over ten years). The County has also denied other agencies, including the state’s judicial council, the right to base state-wide model instructions on those of Los Angeles: the agencies have had to start their drafts from scratch.

Such a view of IP law would hardly have appealed to those 19th century U.S. courts that denied copyright on democratic public policy grounds to freelance court reporters and private sector law compilers alike.

**ORIGINALITY**

COPYRIGHT EXISTS IN TRADITIONAL works only if they are original—a seemingly simple concept that, in practice, yields erratic results. For originality is really a proxy for answering the question: Has the author done enough to justify preventing the world from copying from his or her output for a century or more? What is enough varies among places and types of work. Canadian courts usually apply a very low threshold test of originality, perhaps partially to compensate for the lack of a common law tort of unfair competition or misappropriation. In this, they follow a consistent century-old line of U.K. case law: to be original, the work must emanate from the author, must not be copied from someone else, and must involve some undefinable quantum of time, labour,
skill and/or judgment. Novelty is unnecessary: two independently created works may each have copyright without mutually infringing.\textsuperscript{51}

Under this test, short phrases (Expo 86)\textsuperscript{52} and titles (The Man Who Broke the Bank at Monte Carlo, or The Guinness Book of Olympic Records) are excluded from copyright; their protection is left to passing-off law.\textsuperscript{53} Corporate logos involving quite modest artistic skill — the Motel 6 cloverleaf enclosing a “6”, the Canadian Tire triangle, the sloping letters of Visa on the credit card, and the Michelin Man drawing — have, however, all been routinely protected,\textsuperscript{54} as has a series of colour-coded labels for file folders.\textsuperscript{55} These decisions track the U.K. approach, which has found originality in a three-sentence piece of commercial correspondence,\textsuperscript{56} and in simple line drawings of screws and washers in a spare parts catalogue: little short of “a single straight line drawn with the aid of a ruler” is excluded from copyright, said the court in the latter case.\textsuperscript{57}

The U.S. threshold for originality is nominally higher but equally opaque: some creative spark is said to be constitutionally essential.\textsuperscript{58} In practical terms, the application of these tests results in more works — virtually every squiggle, scribble or squawk — gaining copyright in Canada than in the United States. Thus, the transcription of an oral speech (such as a judge’s ex tempore opinion or remarks),\textsuperscript{59} an ordinary snapshot taken by an amateur,\textsuperscript{60} a simple corporate logo,\textsuperscript{61} and the translation of a word list\textsuperscript{62} will more likely be found original in Canada than in the United States, where they may well be branded uncreative drone work.\textsuperscript{63}

Three caveats should be made:

- **Compilations** — Since compilations are specially defined in NAFTA in language borrowed from the U.S. Copyright Act, the same standard of originality ought, in theory, to apply in both countries to this category, that is some creativity in selecting or arranging the material into a composite whole, leaving any facts compiled free for all to use. Thus, in both countries, a white pages telephone directory is unprotected — no creative spark, just sweat of the brow\textsuperscript{64} — but yellow pages and other specialized business directories (e.g. of Chinese- or Italian-owned businesses)\textsuperscript{65} and used car price guides\textsuperscript{66} have passed muster.

In practice, the theory of homogeneity breaks down, if only because the question of how rigorously to test compilations for originality is itself a source of continuing disagreement within the United States. The same work might be protected in one circuit but denied protection in another.\textsuperscript{67} Canada’s historically low threshold of originality suggests that its courts will range themselves alongside the more relaxed U.S. holdings on this spectrum.

- **Canadian Law Post-Tele-Direct** — The case that imposed NAFTA’s creativity standard on Canadian compilations, Tele-Direct (Publications) Inc. v. American Business Information Inc.,\textsuperscript{68} left unclear whether the same standard applied to other works. Since the court did not refer to a long line of Canadian case law applying the low-threshold U.K. test of originality elsewhere, those
cases presumably retain their authority, although that position is not yet entirely stable.

**Forget Originality, Remember Infringement** – Judge Jerome Frank once called decisions on obviousness in patent law “the adventures of judges’ souls among inventions”, and this dictum seems equally true of originality in literary and artistic works. Judicial close encounters of the original kind have “tended to divert attention from other possibly more critical issues, such as when ... and how far copyright should be asserted.”

The latter issues are particularly critical in Canada, where the lax test of originality lets almost anything into the pantheon and where the range of defences to infringement is tightly circumscribed. Consider the recent exposition by the Federal Court of Appeal in Édutile Inc. v. Automobile Protection Assn. A plaintiff compiling a used car price guide claimed originality in his idea to juxtapose a column indicating private sale prices alongside the column indicating retail prices — a classic situation where idea might be thought to merge with expression, given the few ways in which the idea could be executed. Yet, calling the compilation original — nay, “brilliant” and “innovative” — the court unanimously held that a defendant that copied that juxtaposition infringed the copyright, even though its own price data were independently generated.

If correct, this holding effectively creates a patent on this method of presenting vehicle (and other?) prices for the duration of the copyright (perhaps another century), as most intending entrants in the price guide market would first research all available guides and so would render themselves vulnerable to a copyright infringement suit if their guide later came to contain the same columns. The court’s preoccupation to find some copyright on the plaintiff’s work led it to protect the wrong aspect of that work — a feature that, however innovative, should have been left free for all to use.

**Duration**

Traditional copyrighted works in Canada are generally protected for the Berne Convention standard term of the author’s life plus 50 years, even where the first copyright owner is the author’s employer. Where the author is the first owner and has assigned or exclusively licensed his copyright, the grant automatically reverts to his estate 25 years after his death, ostensibly to allow the estate to renegotiate any deals now thought to be unfavourable. Neighbouring rights are protected for a straight 50 years, typically from when the performance occurred, the record was first fixed or the broadcast took place.

Following the European Union’s move to a copyright term of life of the author plus 70 years in 1995, the United States in 1998 added 20 years retrospectively to all its copyright terms. So, the U.S. standard term is now the author’s life plus 70 years. The author (or his estate) has a statutory power
(roughly comparable to the Canadian provision on reversion noted above) to terminate any copyright grant, on following a strict set of procedures within 35 to 40 years after the grant.

A special U.S. term applies to works made for hire, where the hirer (typically a corporation) is deemed to be the author. The copyright lasts for the shorter of 120 years from creation or 95 years from first publication, and is not subject to the statutory power to terminate.

Canada and the United States usually apply their copyright terms to foreign works without discrimination. This holds true for Canadian works in the United States, and vice versa.\textsuperscript{74}

**INFRINGEMENT**

*THROUGH COPYRIGHT, THE RIGHT HOLDER — the author, the author's employer or whoever the author has transferred the right to — can exploit and profit from the work by various means stated in the Act: reproducing, translating, publicly performing or telecommunicating, controlling imports, etc. The holder can do these acts itself or can stop others doing them without its consent or a licence.*

The rights have always needed interpretation as new technologies have appeared. Questions that agitated the earlier part of the 20th century — Was a piano roll a *copy* of the music encoded on it? Did a radio or television broadcast constitute a public performance? Could a right holder control cable retransmission? — receded into the background at the end of the old millennium as computer technology and the Internet raised new questions. Was merely to switch on and run a computer program equivalent to reproduce it? Was uploading, downloading, linking to, or even merely viewing an Internet site an act that the right holder could legally control? Or should these activities be treated merely as the digital counterparts of reading and book-marking, long permitted in the world of hard copy?

On such dry and apparently simple questions rest issues of control and access. Do the greater statutory rights won by IPR owners over digital use and distribution mean that users have easier access to works but less control over the terms of access and over how they may use the material they see or hear? Or will users fight back with strategies of avoidance and disregard that will ultimately thwart IPR owners' hegemonic desires? Napster as a device for freely exchanging copyrighted material may be dead, but will its ideal shape practice, if not law, on the Internet?

The way in which courts interpret the rights that legislatures grant to owners can be critical. Take, for example, the rule that copying may occur even if the defendant did not know he was copying something which he saw long ago and which now resides only in his subconscious memory. A well-known example
is the infringement verdict against George Harrison in 1976 for subconsciously copying a Chiffons' hit song when Harrison composed My Sweet Lord. Harrison had heard the Chiffons' song eight years previously when it was on the charts and getting regular airplay. A U.S. court held that he must have unwittingly copied the few notes making up the tune when he was stringing My Sweet Lord together nearly a decade later. The infringement verdict was upheld by a U.S. appeals court, which approved the doctrine of subconscious copying by saying that any other rule “as a practical matter [would] substantially undermine” copyright protection.75

This ruling blurs the line between copyright and patents. Patents stop anybody from stepping within the fence of the patent claims, whether they know the fence is there or not. But then the patent runs for 20 years, not for over a century, as is the case for copyright. As more music becomes instantly accessible to more people, as copyright comes to protect smaller and smaller bits, and as fewer differences between simple works come to exist, only luddites and hermits may be able to avoid charges of subconscious copying.

**USER RIGHTS, INCLUDING FAIR USE AND FAIR DEALING**

Since 1924, various activities in Canada — denoted exceptions, exemptions, defences or user rights, depending on the speaker's taste or propensity — have been permitted without infringing copyright, sometimes without charge, sometimes against payment.76 The list of exemptions has been periodically supplemented to cope with new technologies and demands, most recently in the 1997 overhaul of the Copyright Act. Thus, miscellaneous exemptions exist for copying done by or in non-profit educational institutions, libraries, archives and museums; for people with perceptual disabilities; for those using music for charitable or educational purposes; for ephemeral recording by broadcasters and for other incidental uses; for filming or taking pictures of public buildings or sculpture; for imports of used books or of up to two copies for personal use; and so on.

Fair dealing for research, private study, review, criticism and news reporting is also allowed; but in the last three instances, a precondition is the observance of strict (and sometimes unworkable) requirements to acknowledge sources and the authors, performers, sound recording makers or broadcasters of the material used.77

Little unites this ragbag of single instances, save that they supposedly fall within the language of the TRIPs Agreement (article 13) as limitations or exceptions confined to “certain special cases which do not conflict with a normal exploitation of the work and do not unreasonably prejudice the legitimate interests of the right holder.”
Significantly, the Canadian list is not open-ended: anything not falling strictly within a stated exemption infringes copyright. A court may be able to enforce copyright on public interest grounds, but this common law power has rarely been exercised in Canada, and the British courts, which invented this defence, recently narrowed its application from any “just cause or excuse” to a closed set of egregious circumstances.\textsuperscript{78}

The contrast with U.S. law is striking. The U.S. Copyright Act contains a list of specific exemptions that target some of the situations found in the Canadian statute, but a single exemption overshadows them all: fair use. The fair use of a copyrighted work “for purposes such as criticism, comment, news reporting, teaching (including multiple copies for classroom use), scholarship, or research” does not infringe copyright \textit{[emphasis added]}. The decision on whether a particular use is fair requires consideration, inter alia, of the following factors:

1. the purpose and character of the use, including whether such use is of a commercial nature or is for non-profit educational purposes;
2. the nature of the copyrighted work;
3. the amount and substantiality of the portion used in relation to the copyrighted work as a whole; and
4. the effect of the use upon the potential market for or value of the copyrighted work.\textsuperscript{79}

Canadian courts may apply similar criteria when determining whether a dealing is fair, but U.S.-style fair use potentially applies to any situation, not merely uses for the presumptively worthy purposes set out above in the U.S. Act. The U.S. approach continues a tradition, dating from 19th century U.S. and British practices, of letting judges set and monitor a reasonable balance of rights between copyright holders and users as different technologies and usages arise and develop. On this theory, while specific targeted exceptions serve a purpose, legislatures can neither anticipate new developments nor respond to them effectively and quickly; so courts are assigned the role of creating appropriate boundaries between private rights and the public domain in the course of deciding concrete disputes.

Thus, in recent years, U.S. litigation has wrestled with whether and, if so how far, copyright is infringed when computer programs are repaired or dissected by competitors, third parties supply enhancements for videogames, musicians sample and use extracts from recorded music, Internet files are downloaded or linked, Internet search engines display and collect information, Internet service providers transmit and display infringing material, etc. The question is whether an activity that, at first sight, constitutes infringement should at second sight, when scrutinized through the lens of fair use, be permitted and, if so, under what conditions. The court decision may later be examined
by Congress and confirmed, modified, reversed or generalized — as occurred, for example, with court decisions on computer program repair (repairer’s liability reversed) and Internet service provider liability (liability for passive carriage confirmed, with additional procedural requirements). Quite often, however, the court ruling on fair use has stood because U.S. legislators were unable or unwilling to attempt or achieve a better balance of interests.

Canadian and U.S. decisions dealing with the same fact pattern will sometimes produce the same result, either because the courts reason similarly or because a specific provision covers the activity that is treated under fair use in the United States. Thus, fair dealing/use analysis in both countries has exonerated newspapers for using third party photographs to illustrate a news story, but has held university course-pack compilers liable for reproducing journal articles and book chapters. By contrast, in both countries artwork cannot be used without authority as a backdrop for a television or movie set, but for different reasons: in the United States because the use has been held unfair, in Canada because it falls outside a narrowly-drawn exception covering incidental non-deliberate uses of copyright works.

A significant number of uses that may be inoffensive in the United States may infringe copyright in Canada. For example, parodies that infringe in Canada may pass muster as fair uses in the United States. Similarly, home videotaping of television programs for time-shifting purposes has long been legitimate in the United States but may theoretically be unlawful in Canada — a ridiculous result that would make most Canadians wrongdoers on a regular basis. The application of the fair use doctrine to allow or even encourage economically or socially beneficial uses of copyrighted material, e.g. for comparative advertising or political campaigning, has no counterpart in Canadian law.

The discrepancy between Canadian and U.S. approaches is magnified by the following factors:

(i) more works qualify for copyright in Canada,

(ii) Canadian exceptions do not reach many everyday situations where an activity is widely assumed to be unobjectionable (for example friends scanning or faxing newspaper cartoons to one another, or lawyers copying material in the course of giving legal advice or pursuing legal proceedings), and

(iii) while new technologies automatically fall under copyright, exceptions typically are technology-specific and are not interpreted to include cognate uses.

Contractual and Technological End-runs

Increasingly, copyright holders have sought to use contract law and technology to do what copyright law fails to achieve for them.
Contracts

Hard on the heels of *shrinkwrap* agreements for prepackaged computer software have come *click-on* agreements on Internet web pages and electronic databases. In the first case, software makers seek to make the mass of small print on the wrapping binding on buyers who proceed to install and use the program. In the second case, webpage and database operators seek to make similar boilerplate on the website bind users who proceed after clicking an “I agree” icon or who simply proceed to use the site after seeing some boilerplate to the effect that “use of this facility constitutes acceptance of the terms set out above.”

Traditionalists may be repelled by the idea that such reflex actions have anything in common with arm’s-length contracts dickered with the aid of lawyers, but relentless pressure to equate the two activities has been largely successful in the United States and may also ultimately prevail in Canada. What copyright fails to do for right holders is thus accomplished through agreement.

The potential clash with copyright policy is obvious. Suppose the agreement purports to restrict a user beyond what fair dealing or fair use strictures would require. Which prevails: the copyright rule or the agreed rule? Mediating the clash by the application of some vague doctrine such as unconsionability concedes that the public domain may be yet further retrenched by subordinating copyright policy to a simulacrum of agreement.

Technology

Technology may accomplish what agreement cannot. Works can be encrypted to prevent copying even for purposes the Copyright Act would otherwise allow, including fair dealing or fair use. The Canadian Copyright Act does not explicitly forbid this practice; nor does the U.S. legislation. Indeed, the anti-circumvention provisions enacted by the Digital Millennium Copyright Act of 1998 have allowed encryption to trump fair use, although their consistency with First Amendment free speech guarantees is currently under challenge, so far unsuccessfully.

MORAL RIGHTS

Canada has had explicit provisions for authors’ “moral rights” (*droits moraux*) since 1916. Tracking the Berne Convention’s article 6bis, the rights were extended in 1931 to apply to all copyrighted works and were further expanded and clarified in 1988. They are co-terminous with, but independent of, copyright, and are similarly enforced. These rights supplement the patchwork
of common law and civil law actions available to authors to control how their works are perceived on the market, in order to ensure that

(i) the work is properly attributed, or the author’s anonymity or pseudonymity is respected; and
(ii) the work is not mutilated, deformed or otherwise modified to the prejudice of the author’s honour or reputation.90

In one well-known case, the operators of Toronto’s Eaton Centre shopping mall had to remove Christmas decorations tacked on to a naturalistic sculpture of Canada geese displayed in the mall’s concourse, because of the author’s reasonable fear of prejudice to his honour or reputation.91 Not all suits have been this successful. Claimants have lost because they could not prove either prejudice or monetary loss where damages were sought.92 So a town could, with impunity, finish off the job that vandals had started, and completely destroyed public sculptures by throwing them into a local river to break up on rocks. Out of sight meant out of mind, and beyond prospect of prejudice to the sculptors’ reputation.93

At least this last result would not occur in the United States, where the Visual Artists Rights Act of 1990 includes “destruction” of an artwork among its prohibited acts.94 But the U.S. statute is limited to original, or limited edition signed and numbered, artworks; it requires evidence of the “recognized stature” of such works and of harm to artistic reputation; it applies only during the artist’s life; it does not apply to works made for hire; and these rights may be waived in writing. These shortfalls may be partly avoided in complementary state legislation, e.g. California’s Art Preservation Act of 1980, which grants full moral rights to works “of fine art” until 50 years after the artist’s death.

The United States has not explicitly extended moral rights beyond the visual arts field. It nevertheless claims to comply with its Berne Convention obligations, mainly through the protection extended to all authors by the common law and by state and federal false advertising laws. Were this true, it is hard to see why enactment of the Visual Artists Rights Act was thought necessary and why it was not made applicable to all works.

Still, the U.S. assertion is not entirely frivolous. Thus, in 1976 the British comedy group Monty Python stopped the ABC television network from broadcasting versions of its shows that ABC had edited to make room for commercials and to remove the naughty bits that might offend the network’s sensitive viewers. The court noted the lack of any explicit moral rights provisions in U.S. law but thought the shortfall could be made up by contract or unfair competition law. ABC was found to have infringed Monty Python’s copyright by ignoring the requirements of its licence that forbade changes without the copyright owner’s consent, and also to have breached the false labelling provisions of
§43(a) of the *Lanham Act* by its presentation of the garbled broadcast as Monty Python’s authentic work.95

Despite the disparate approaches existing in the two countries, outcomes in moral rights cases may be rather closer, for moral rights can be waived, often informally or even impliedly, and boilerplate written waivers are common in standard form contracts. Anomalies may arise where parties do not know their rights, slip up in their contracting practices (as ABC did with Monty Python), or try to enforce waivers in a foreign jurisdiction such as France, which does not let the moral rights of even U.S. authors be trumped there by Hollywood’s *contrats d’adhésion*.96

**PATENTS**

**PRELIMINARY**

Inventions are patentable in Canada under the *Patent Act*.97 The inventor files an application with the Patent Office, accompanied by a specification disclosing the invention and containing claims staking out the exclusive rights sought. A 20-year patent backdated to the priority date (the Canadian filing date or the foreign date for an application made under the Paris Convention) is then granted if the application is found to comply with the Act — the invention is new, useful and unobvious, and it is adequately disclosed and fairly claimed.98 A substantive examination and the consequent grant of a patent may be deferred for up to five years, but the specification is laid open for public inspection 18 months after its priority date unless the application is withdrawn earlier.

The modern Canadian position took effect in 1987 and was designed to approximate and dovetail with European law. Before then, the Canadian term was 17 years from the date of the patent grant, and the patent went to the first inventor, not the first to file a patent application. Similar provisions existed in the United States until the TRIPs Agreement caused it to move towards a more European-style system closer to Canada’s. Still, U.S. law differs from Canadian law in significant respects, including:

- The United States continues to grant patents to the first-to-invent, not the first-to-file. Disputes about first inventorship (and thus entitlement) are not uncommon. They are resolved through adjudication by the Patent Office after it declares an interference between competing applications. The Office’s decision can be appealed to a federal court.99
- A U.S. patent’s 20-year term may now be extended by the Patent Office for delays caused by prolonged examination, interferences, and court reviews or appeals.

- U.S. applications are laid open after 18 months, but only for applications made after November 2000 for which a foreign application has also been filed. Earlier applications remain secret until patent grant.

- U.S. law has no counterpart to Canada’s deferred examination procedure. U.S. applications are examined in the order they are filed.

**SUBJECT-MATTER**

Since the idea of invention suggests the unexpected or unforeseeable, attempts at a more precise definition might seem foolhardy. From the start, however, Canadian law, using U.S. law as its model, has sought to define invention. Currently, the definition, little changed from the 19th century, is “any new and useful art, process, machine, manufacture or composition of matter, or any new and useful improvement in any art, process, etc.”¹⁰⁰ By contrast, the Statute of Monopolies of 1624 (Eng.) referred simply to “any manner of new manufactures,” an expansively interpreted formula used even now in Australia and New Zealand. The European Patent Convention of 1973 equally does not define invention, except by saying what is out rather than what is in. The European model is followed by the TRIPs Agreement: patents must be available for “any inventions, whether products or processes, in all fields of technology” if new, not obvious, and “capable of industrial application”; states may then enact specific circumscribed exceptions.

What, then, is and is not patentable in Canada?

“Anything under the Sun that Is Made by Man”?

The Congressional reports accompanying the enactment of the U.S. Patent Act of 1952 asserted that “anything under the sun that is made by man” is patentable under U.S. law, and that *dictum* has become the rallying cry of the U.S. courts and the U.S. Patent Office over the last 20 years, especially with the rapid growth of computer and biotechnology industries.¹⁰¹ Lacking a similar flamboyant declaration of parliamentary intent, Canadian courts have kept closer to the language of the definition of “invention” rather than relying on some supposed radiation flowing from it. Developments have, however, been erratic. On the one hand, the Supreme Court has come up with its own expansive interpretation of “art” to include “methods of applying skill or knowledge provided they produce effects or results commercially useful to the public.” Known chemical compounds applied to a new use have qualified under this test;¹⁰² a new way of playing poker has not.¹⁰³ Nor has a new hybrid soybean
variety qualified as a manufacture or composition of matter: it was only metaphorically “produced from raw materials” or “a combination of two or more substances united by chemical or mechanical means,” said the Federal Court of Appeal, unmoved by contrary U.S. precedents.\textsuperscript{104}

A significantly broader approach was applied in 2000 when that litigious rodent, the Harvard mouse, appeared before the Federal Court of Appeal to claim the patentability hitherto denied it by the Canadian Patent Office and the court’s Trial Division. A 2:1 majority of the Court of Appeal held that a genetically modified mouse was as much a “composition of matter” as the man-made oil-eating bacterium that a 5:4 majority of the U.S. Supreme Court had found to be patentable 20 years earlier. While U.S. decisions on patentability did not automatically extend to Canada, the Court said they would not be ignored if their reasoning was “persuasive”.\textsuperscript{105} If this approach is generally accepted, even fewer man-made things under the Canadian sun will be held unpatentable. The result will be greater, though not complete, unity between Canadian and U.S. standards. The 1997 U.S. patent for a one-handed method of swinging a golf club notwithstanding,\textsuperscript{106} no Canadian patent will likely issue for the ultimate slapshot, however new, unobvious and useful that move may be for hockey or the world. The Canadian Patent Office has yet to embrace the present U.S. tendency for instant patent gratification: issue first and ask subject-matter questions later.

\textbf{Public Policy}

The grant of patents under the Statute of Monopolies of 1624 was discretionary. Patents that were “mischievous to the state by raising prices of commodities at home, or hurt of trade, or generally inconvenient” could be refused. This approach, which applied a rough social or utilitarian calculation, case by case, to new technology, gradually fell out of vogue.

The TRIPs Agreement and NAFTA also allow patents to be refused where preventing “commercial exploitation ... is necessary to protect \textit{ordre public} or morality, including to protect human, animal or plant life or health or to avoid serious prejudice to [nature or] the environment.”\textsuperscript{107} The Canadian Patent Act contains no such provision. A narrower exception, excluding patenting for inventions with an “illicit object in view”, disappeared in 1994 just before the NAFTA amendments were implemented. For good or ill, the turn-around from the Statute of Monopolies is complete.

A European exception preventing patenting where exploitation would be “contrary to \textit{ordre public} or morality”\textsuperscript{108} has proved of small practical effect there. Yet, the presence of the provision emphasizes that patenting is not a morally neutral act: “[t]he state, as granting authority, cannot disclaim responsibility for the inventions for which it grants protection.”\textsuperscript{109} Nor can inventors
claim any natural right to benefit from immoral or socially disruptive activity, however ingenious. So the decision to patent the Harvard mouse had explicitly both a legal and a moral dimension in Europe. The European Patent Office examiner’s view that the provision of a type of test animal useful in cancer research and giving rise to a reduction in the amount of testing on animals together with a low risk connected with the handling of the animals by qualified staff can generally be regarded as beneficial to mankind [...] may not, in syntax or substance, be to everyone’s taste. But at least the point was not dismissed, as it was in Canada, by a curt: “policy questions ... are to be addressed by Parliament and not the Court.” The minority judge in the Canadian Harvard mouse case (Isaacs JA) would have factored public policy considerations into the patenting decision. The majority view probably accurately reflects the present U.S. legal position, and also Canadian law too — at least until the Supreme Court speaks differently.

Industrial Applicability

The requirement that an invention be “useful” excludes written material and fine art, already adequately protected under the Copyright Act. Similarly excluded is the exercise of professional arts and skills, which are said not to be part of trade, industry or commerce. Thus, architectural and engineering plans and schemes are unpatentable in Canada. Patenting is sometimes also impossible because the invention involves the exercise of personal judgment or discretion, and so does not enable the precise replication that is necessary for industrial application. Similar views are, broadly, held in the United States, although their application there may be less rigorous than in Canada.

Methods of Medical Treatment

In Canada, therapeutic devices or drugs are patentable but methods of surgical or therapeutic treatment of living humans or animals are not. The limits of this exclusion are unclear: thus, patents have issued for new therapeutic uses for known compounds, for example AZT to treat AIDS. On the other hand, patents for cosmetic treatment with an added medical benefit — e.g. whitening teeth and simultaneously eliminating bacteria — have been refused. Whether improved psychological health constitutes a medical benefit is unclear: the perfect nose job may be a doubtful contender for a Canadian patent.

The United States lacks a comparable exception, presumably because (Hippocrates notwithstanding) the practice of medicine is now more a business than a public service. So a mid-19th century U.S. decision invalidating a patent
for administering ether as an anaesthetic — just a “secret ... wrung from the bosom of Nature” — was discredited a century later by the U.S. Patent Office.\textsuperscript{115} The corresponding U.S. AZT/AIDS patent thus has, as its first claim, a method for treating humans with AZT — an unacceptable form of claim in Canada.\textsuperscript{116} The validity of such claims in the United States was confirmed by the 1996 amendments to the U.S. Patent Act, denying any patent infringement remedy against licensed medical practitioners and their institutions for operating on humans, or on animals in human-related medical research or instruction. This amendment does not protect anyone other than doctors and their affiliated institutions; nor does it exempt the use of patented machines or substances, practicing the patented use of a new or old substance (for example, the AZT/AIDS patent) or practicing a patented biotechnological process.\textsuperscript{117}

\textbf{Biotechnology}

The acceptance of the Harvard mouse patent application by the Federal Court of Appeal follows a worldwide trend favouring the patentability of biotechnological and genetically engineered products and processes. Thus, in 1982 the Canadian Patent Office quickly applied the 1980 U.S. decision to patent genetically engineered bacteria by approving the patentability of all new human-made life forms having uniform properties and characteristics: at least “all micro-organisms, yeasts, moulds, fungi, bacteria, actinomycetes, unicellular algae, cell lines, viruses or protozoa.”\textsuperscript{118} The Commissioner of Patents suggested that even higher life forms — e.g. a genetically engineered insect that could take on the pestilent spruce bud worm — were patentable. Second thoughts, perhaps influenced by significant global resistance to the patenting of genetically engineered higher life forms (including possibly humans), nevertheless caused the Canadian Patent Office to withhold such grants, at least until the Harvard mouse’s border crossing was blessed by the courts. On the other hand, the Office granted patents for genetic engineering methods, but not for traditional cross-breeding (“essentially natural”) methods of breeding plants or animals.

The controversy over patenting higher life forms is far from over. Pressures from the drug industry and the promise of economic and material benefits have moved many lawmakers and courts to favour such patenting, but significant opposition continues within both the developed and developing world, especially where spiritual and religious views about the sanctity of life outweigh pressures for commodification. The desire for ready access to genetic information has moved even sectors of the drug industry to attack attempts to patent the entire output of the human genome mapping projects, although the industry universally supports patents for recombinant DNA and protein mapping with some predicted utility.
Computer Programs

Computer programs must, under the TRIPs Agreement, be protected by copyright as if they were literary works. Cumulative patent protection is nevertheless often sought and obtained. Programs that merely crunch numbers better have the greatest difficulty passing muster: under Patent Office guidelines issued in 1995, they are treated as algorithms or “unapplied mathematical formulae” equivalent to “mere scientific principles or abstract theorems”. If, however, the program is connected with a process or apparatus that effects some physical change — rings a bell or blows a whistle — the process or apparatus is patentable. In the words of the 1995 Guidelines, the program is then “integrated with another practical system that falls within an area which is traditionally patentable.” Thus, a patent for curing rubber that depended on the computerized application of a known algorithm, granted in the United States, should be equally acceptable in Canada.

U.S. patents may now be granted to protect computerized business methods, and even more broadly for any sort of program by claiming the programmed computer as a patentable apparatus. The Canadian Patent Office has so far not followed suit. How Canadian courts might react is unclear. Will the reasoning of the U.S. Federal Circuit be persuasive enough for them? It has been for an Australian court, which allowed a patent on operating a smart card system to promote loyalty programs in retailing. Despite the wider technical chasm between Australian and U.S. patent law, compared to that existing between Canadian and U.S. law, the Australian court approved of the recent U.S. developments.

The social needs the law has to serve in that country are the same as in Canada. In both countries, in similar commercial and technological environments, the law has to strike a balance between, on the one hand, the encouragement of true innovation by the grant of a monopoly and, on the other, freedom of competition.

Whether striking the balance at a different point would have been better social policy for Australia was not canvassed. One could easily imagine a similarly placed Canadian court choosing the path of least resistance and uttering comparable solipsisms.

OWNER’S RIGHTS

A PATENT’S CLAIMS MARK THE BOUNDARIES of its owner’s exclusive rights. Anyone may make, use or sell anything falling outside the claims. Making, using, selling or importing anything inside the claims for these purposes — including using unpatented products made onshore or offshore by a patented
process — infringes the patent. Unlike copyright, patent infringement occurs irrespective of copying: ignorance of the patent is no excuse.

Since the boundaries of a claim are marked by language, their scope becomes first a question of interpretation — a matter of law for the court. In Canada, this is interpretation with a twist. The idea is to be “neither benevolent nor harsh, but rather [to] seek [...] a construction which is reasonable and fair to both patentee and public.” In practice, this flummery means, more often than not, a construction favouring the patent holder. Canadian courts interpret patents supposedly just as they construe statutes, going beyond the literal words to the perceived purpose of the language. They approve the U.K. approach, under which the interpretation of a claim referring to a load-bearing structure that extended vertically was held to include structures that leaned eight degrees off the vertical: any reasonable builder reading the claim in context would understand “vertically” to include such tolerances, said the court. Of course, no reasonable real-life builder would spend time reading patent claims, especially one comprising a single 198-word sentence with two commas. And, if the builder did bother to read, one may doubt that he or she would have read the claim in a way that enables the Leaning Tower of Pisa to be renamed the Vertical Tower of Pisa.

U.S. courts act comparably under their doctrine of equivalents for similar reasons. The unscrupulous copyist cannot be allowed to evade a patent by making “unimportant and insubstantial changes and substitutions” and so turning the grant into “a hollow and useless thing”. Thus, the defendant who does substantially the same thing in substantially the same way as the patent, to obtain the same result, may infringe.

These approaches pose similar dilemmas in both countries. Not knowing whether or how far a court will retrospectively broaden claims by interpretation or by finding equivalence creates a murky penumbra of monopoly that affects not only the unscrupulous, but also the honest competitors and follow-on developers.

Some subtle but important differences nevertheless exist between Canadian and U.S. practices:

- Canadian courts judge equivalence as of the date the patent application is laid open. U.S. courts judge it as of the date the patent is infringed.
- Canadian courts ask just one question: what the claim means purposefully by reference to the inventor’s supposed intention. U.S. courts ask two questions: whether the defendant infringes (1) literally or, if not, then (2) under the doctrine of equivalents.
- U.S. courts may limit the meaning of claims according to concessions or representations made by the applicant during prosecution of the application in the Patent Office. Canadian courts cannot.
The same defendant, sued in both Canada and the United States for the same activity for infringing identically worded claims, may therefore be liable in one country but not in the other. This result is unsurprising, at least to patent lawyers. Even the same European patent can be differently interpreted by different European courts using an identical test of claim construction and infringement. The more purposive claim construction becomes, or the more the doctrine of equivalents builds on the literal wording of claims, the greater the degree of uncertainty for those wishing to work in the public domain in any country. Whether such results are good for business or the public, in Canada or the United States, is an open question.

**User Rights**

Various uses fall outside the patent monopoly. For example, repairs of a patented product are allowed because the patent grant does not expressly include repairs. At some point, however, repair may become reconstruction and so will come within the prohibition against making or constructing the invention.

Alternatively, the Patent Act may exempt particular uses, for example those done solely for experiment, or private uses occurring on a non-commercial scale or for a non-commercial purpose. However, the power to create exceptions is not unlimited, as Canada learned in 2000 when the WTO handled a European Union complaint that provisions in Canada’s Patent Act did not comply with the TRIPs Agreement. A trade panel, upheld by the WTO, was unconcerned by the Canadian provision that allows seeking and obtaining, during the term of a patent, third party regulatory approval to exploit the invention once the patent has expired. The panel found, however, that the provision for making or stockpiling such products — particularly pharmaceuticals — in the last six months of the patent term did conflict with the TRIPs Agreement. Protecting the integrity of the patent system was more important than upholding the desire of WTO states to advance the health care policies they thought most suited to their needs. A Bill to repeal the offending Canadian provision was passed in 2001 and awaits proclamation.

Given the U.S. approach to fair use in copyright, one might perhaps have expected U.S. courts to have developed, and Congress to have enshrined, a doctrine of fair use for patents as well. This has not happened. A common law exception for private non-commercial or experimental use has long existed, but no broader fair use doctrine appears except as an exhortation in academic writings. Instead, the U.S. approach is similar to the Canadian approach: a combination of bounded interpretation of the rights granted to the patentee and of limited exceptions to the grant, for example in the pharmaceutical field, for generic drug companies to clear the necessary U.S. Food and Drug
Administration and Health Canada regulatory hurdles so as to be ready to manufacture and market as soon as possible after a drug patent expires.

**TRADE-MARKS**

**COMMON LAW AND STATUTORY PROTECTION**

Trade-marks exist primarily to identify the trade source of products and services to potential customers. “Ivory” identifies a particular soap coming from a particular maker, although few buyers may know or even care who the maker is; when buying Ivory soap they are assumed simply to want assurance that its trade source is the same — or is controlled by the same entity — as before. Similarly, if they see a dishwashing liquid branded “Ivory”, they may assume it comes from the same trade source as Ivory soap and may wish to buy it because of their good experience with the soap.136

Traders may adopt and promote as their trade-marks not only words, but also virtually any symbol or design they wish. “Anything under the sun that is sensed by man” is trade-mark law’s counterpart to patent law’s embrace of “anything under the sun that is made by man.” Even though mark suggests visibility as a precondition, sounds have been registered as trade-marks in Canada, and smells have been registered in the United States: why not taste and feel as well?137 The only marks not free for appropriation are those which are the same as, or which may give rise to confusion with, an existing registered mark or a mark with a market reputation, or marks that fall within a prohibited list set out in the Trade-marks Act — governmental symbols, official marks, offensive symbols, generic words, and the like.138

Trade-mark law protects investment in brand creation and maintenance by preventing the adoption and use of similar marks that have the effect of deliberately or even unintentionally attracting business away from an earlier mark owner. The Trade-marks Act supplements and to some extent supplants common law and delictual protection by providing a national registry to regulate the adoption, use, transfer and licensing of marks and to strengthen nationwide protection. Applications to register are examined in the Trade-marks Office and advertised, and may be opposed typically by a person or firm with a similar mark or name who feels threatened by a potential registration. Once registered, a mark is entitled to remain registered so long as it continues to be used, renewal fees are regularly paid, and there is no reason to expunge the registration because it was wrongly made initially or the mark has later become non-distinctive and thus invalid.

Although commonly grouped with copyright and patents as intellectual property, trade-marks are categorically different. Their protection does not depend upon their being new, original, unobvious or creative: a common word
plucked from a dictionary can be a perfectly good trade-mark if it does not clearly describe or deceptively misdescribe its target: e.g. “iguana” is, legally speaking, a good mark for beer. Even if the word is initially clearly descriptive — “hoppy” for beer made from hops — continued use may give it a secondary meaning, linking it exclusively within a single source, and transform a doubtful contender into a valid trade-mark. So trade-mark rights depend on use and reputation and attach to the person behind the use or creation of public recognition, who may not be the mark’s creator or selector.

**DOMAIN NAMES**

INTERNET DOMAIN NAMES MAY BE REGISTERED as trade-marks but only if they have been used as such. A domain name is essentially an electronic address or phone number, and addresses and phone numbers are not in themselves trade-marks. But such indicia can become trade-marks if used to distinguish a firm’s product or service from that of other firms, and the same is true of domain names.

Even if they do not formally qualify for registration, domain names may, through use, acquire a reputation that is protectible at common law or in delict. Their use may also infringe the rights of others at common law or in delict, or under the Trade-marks Act. Cybersquatters should find no more solace in Canada than elsewhere, even without legislation such as the U.S. Anti-Cybersquatting Consumer Protection Act (“ACCPA”) of 1999. Thus, a Saskatchewan court recently granted an injunction, substantial general damages and solicitor-client costs against a cybersquatter for committing the tort of passing-off.

Canadian cybersquatters may face even greater potential liability and inconvenience from lawsuits under the ACCPA if their domain name has been registered in the United States. U.S. courts have been quick to exercise personal jurisdiction over not only United States but also foreign defendants whose websites target local users (e.g. Internet gambling sites) or who are even temporarily in the jurisdiction. U.S. courts may even take hold of disputes between two wholly foreign enterprises with no connection with the United States, other than that the domain name in contention has been registered locally. A U.S. court has allowed a Montreal firm to sue a Toronto dot.com cybersquatter on this basis.

Domain names highlight the sort of problems that many marks face today. Given the worldwide nature of the Internet, a domain name can be registered in any country, be accessed from any another, and may harm third party interests anywhere, sometimes innocently, sometimes deliberately. Pursuing conflicting registrations across various jurisdictions can be expensive and risky. Cheap and quick dispute resolution mechanisms through bodies such as WIPO.
have only partly corrected these difficulties. Take a recent parody case. PETA, an animal rights group called “People for Ethical Treatment of Animals”, has sued an opponent who mocks it as “People Eating Tasty Animals” and who has registered the domain name “peta.org” to wage his campaign. Should the animal rights group or the mocker, who got there first, be entitled to the domain name? So far, the group has prevailed but the case is under appeal.182 Conflicts such as this arise regularly worldwide.

**OWNER’S RIGHTS**

THE OWNER OF A REGISTERED MARK can stop others from using an identical mark for the same goods or services for which it is registered. The owner can go further and stop a different mark from being used for the same goods or services, or the same mark from being used for different goods or services, if the use would likely be confusing according to a statutory checklist of criteria.143

Owners of heavily advertised or otherwise well-known marks would rather have a perpetual copyright in their mark than go through the aggravation of proving likely confusion. They could then stop the use of the same or very similar mark in virtually any line of business, anywhere in the world, even if they were not anywhere near that line and would never think of going into it. So the owners of the Rolls-Royce trade-mark could stop the use of the mark on, say, chicken feed simply by showing that the same mark was being used on such feed, however remote that a business may be from car making.

As written, trade-mark law does not give copyright-like rights to trade-marks — unless, of course, the mark is artistic enough to qualify as a protectible work under the Copyright Act. As practiced, however, trade-mark law is constantly being pushed in the copyright direction through two theories: remote confusion and dilution.

**Remote Confusion**

Under the theory of remote confusion, the use of the Rolls-Royce mark on chicken feed can, arguably, be confusing because everyone knows that corporations diversify into all sorts of remote fields these days and, since the Rolls-Royce mark is so distinctive and well-known, chicken feed buyers would naturally assume that the car maker had somehow become commercially connected with animal feed supply. It does not matter whether the mark is applied in a territory where Rolls-Royce cars are rarely seen, so long as the mark is well-known there.

The different territory point is demonstrated by holding that a U.S. mark may be so well-known to Canadians that a third party is not allowed to register a similar mark in Canada. Whether the U.S. firm does any Canadian business is irrelevant. Knowledge of the U.S. mark renders the second mark undistinguishable.
of the Canadian applicant. Similarly, a U.S. pest control firm has stopped a Canadian firm from adopting the U.S. firm’s name for a similar business: Canadian snowbirds happy with the U.S. firm’s services in the United States might, on return, think the Canadian firm was an affiliate and be drawn to its services accordingly. Conversely, a U.S. retailer who targeted the Canadian market from its website was found to infringe Canadian trade-mark law by listing goods on its website for sale under a mark registered in Canada to a third party.

The different business point has been applied in Canada to find “Sunlife” fruit juice to be confusing with the well-known “Sunlife” insurance mark. The underlying approach leading to such a decision has, however, been implicitly rejected recently by a majority of the Federal Court of Appeal. The court allowed the word mark “Pink Panther” to be registered for beauty products, over the strenuous opposition of the movie company which had released the Pink Panther series of films and television programs. The company held a registration on the mark for entertainment services and had licensed all sorts of Pink Panther bric-a-brac for 30 years. The court nonetheless said that “the whole world is not barred forever from using words found in the title of a Hollywood film to market unrelated goods” just because the words are well-known. The court maintained its approach two years later in allowing the registration of “Lexus” for canned goods over the opposition of the maker of “Lexus” cars. The gaping divergence between the two products was no less than in Pink Panther.

Whether this line can be maintained despite the enormous pressure, in Canada and internationally, to widen the circle of protection around well-known trade-marks remains to be seen. Many decisions take a contrary approach from Pink Panther and Lexus based on not dissimilar facts. A strong dissent in Pink Panther itself favoured upholding the trial judge’s view against registration and deprecated the majority tipping the balance in favour of “the copycat artist seeking to profit financially from someone else’s creative fortune.” What precisely is “creative” in ascribing the name “Pink Panther” to a pink-coloured animated panther was not elaborated. The dissenter also darkly warned that famous marks may now be protected “in only the very clearest of cases,” leaving one again to wonder why this result was such a bad thing. Ultimately, of course, courts can distinguish Pink Panther and Lexus by saying that confusion depends very much on what evidence is presented, how it is perceived and weighed, and whether the court will conclude that the second entrant is an enterprising competitor or a villainous free-rider. Pink Panther and Lexus tell courts not to leap too quickly for the latter label, but do not bar them from leaping at all.

The problem has naturally been around the United States for a long time. A striking example is the case where a seller of insect repellent advertised the product under the slogan “Where there’s life, there’s bugs,” spoofing the heavily
marketed Budweiser beer slogan “Where there’s life, there’s Bud.” A U.S. court found confusion between the two commercials and stopped the repellant marketing. The finding of confusion was a stretch. Nobody would buy insect repellent instead of beer, and nobody thought that brewery had extended its brand into fliespray. What agitated the court was the second firm’s free-riding, which undermined the long-term effectiveness of the Budweiser slogan and commercial. This dislike translated into a finding of confusion, since the court could find no better theory. Now it has one: dilution.

Dilution

Canadian trade-mark law has, since 1953, had a provision forbidding the use of a registered trade-mark “in a manner that is likely to have the effect of depreciating the value of the goodwill attaching thereto.” This goodwill, which includes the trade-mark’s affect built up through advertising, may depreciate “through reduction of the esteem in which the mark itself is held or through the direct persuasion and enticing of customers who could otherwise be expected to buy or continue to buy goods bearing the trade mark.” The intent was to introduce into Canadian law the concept of trade-mark dilution, allowing registered trade-mark owners to stop the imagery surrounding their marks from being tarnished, blurred or altered. The intent has been at least partially frustrated. Matters seemed to start well, at least for proponents of dilution theory, with an early decision that determined that comparative advertising using a competitor’s registered mark was forbidden. The value of the mark was said to be depreciated because customers might be diverted from buying goods bearing it. However, the same decision produced some bad news: on a technical interpretation of the Act, the only potentially depreciating uses, at least where goods were concerned, were those where the competitor’s mark appeared at point of sale — i.e. on the packaging of the goods or on the shelves where the goods were displayed. Advertising that used the competitor’s mark in the media was not caught. The provision thus had only a limited operation, especially since dilution theory has not been applied by analogy to unregistered marks.

In the United States, dilution theory has also had a patchy history. Many state trade-mark statutes included it, ostensibly to stop third-party registration of famous marks for remotely connected products. The somewhat fanciful examples of Buick for aspirin (in Canada, acetylsalicylic acid) or Kodak for pianos were trotted out. Yet, the courts seemed unimpressed and tended to interpret the statutes grudgingly as adding little beyond the ordinary test of confusion. The passage of the Federal Trademark Dilution Act of 1995 was meant to change all that. The owners of famous trade-marks, whether registered or unregistered, can now stop others from lessening the capacity of their marks to identify and distinguish goods or services, even if the products are non-competing and no
confusion or deception is likely. Decisions under the Act have so far been mixed, but the legal ability of Rolls-Royce to stop its mark from being applied to chicken feed, or of Budweiser to stop spoof commercials from using similar versions of its marks and slogans, seems more imminent than ever before. Trade-mark owners are naturally pressing worldwide for such rights. Whether they really need or deserve them is an open question. Once upon a time, one could confidently predict that no copyright could exist in a word. Now that prediction is less sure, since what cannot be directly gained through the law of copyright looks as if it is coming through the law of trade-marks.

REMEDIES

SUCCESSFUL IP CLAIMANTS are usually awarded an injunction, damages or the infringer’s profits, delivery up of infringing goods or labels (typically for destruction or to be rendered non-infringing), pre- and post-judgment interests, and costs of the action (attorney’s fees). Registers may also be corrected and declarations of infringement or non-infringement may be made.

INJUNCTIONS

Preliminary Injunction

CANADIAN COURTS MAY GRANT interlocutory injunctions to stop possible IP infringements pending trial.155 To obtain such an order, the plaintiff must show:

(a) a serious question to be tried,
(b) irreparable harm, i.e. injury that cannot be adequately compensated in damages, and
(c) a balance of convenience in its favour, i.e. that it would suffer more from the injunction being denied than the defendant would suffer from its grant, and that the public interest — i.e. how third parties may be affected — favours grant;156
(d) no inequity on its part, e.g. undue delay or lack of clean hands.

The claimant must usually undertake to compensate the defendant if the order later proves to have been wrongly granted.

Over the last couple of decades, courts have emphasized the drastic and extraordinary nature of such relief, and have grown more cautious in granting it — so much so that few interlocutory injunctions are granted in IP cases in Canada these days.
The difficulty is not usually with the first hurdle. Most legally advised IPR claimants can demonstrate that they have a fairly arguable and unfrivolous case.\textsuperscript{157} A few fall at the third or fourth hurdle: they cannot show a balance of convenience in their favour, or their dithering or bad behaviour toward the defendant disqualifies them. But the most difficult hurdle is generally the second. The point of interlocutory relief is said to be to prevent claimants from suffering irreparable harm pending trial. So claimants have to provide clear, not merely speculative evidence, of such harm. They have to show that denying the injunction will cause them losses that they will be unable to recover if they win. Even proving an undisputed right, probable infringement and a probable award of damages at trial may not be enough: clear evidence that the defendant will be judgment-proof or that the losses will be impossible to calculate may be required. The response to the argument that the value of IPRs is consequently weakened is that a wrongly enjoined defendant may suffer as much loss during the years he is kept out of business as a wrongly denied IPR holder may suffer if the defendant really is infringing. No reason exists why allegedly aggrieved claimants should, as a class, be preferred over allegedly aggrieved defendants.\textsuperscript{158}

It is nonetheless seriously arguable that the current formulaic Canadian approach to the grant of interlocutory injunctions is rather worse than the flexible approach prevalent just a decade ago, and also prevalent now in the United Kingdom, whence, ironically, the current Canadian position supposedly derives.\textsuperscript{159} Take an all-too-common case where a Canadian business adopts the name of a well-known similar foreign business to attract customers familiar with the latter. Such petty deceptions should be stamped out quickly, at least where the foreign business has a Canadian registered trade-mark or a local repute and the taking is deliberate.\textsuperscript{160} And so they were a decade ago: a Vancouver restaurant that took for itself the unregistered name of a well-known Hong Kong restaurant quickly had an interlocutory injunction granted against it by a B.C. court.\textsuperscript{161} But a similar trick recently played on consumers by a Victoria restaurateur, at the expense of a U.S. restaurant chain with a Canadian trade-mark registration, was not foiled by the Federal Court, which cited a lack of clear evidence of irreparable harm to the U.S. chain’s goodwill.\textsuperscript{162} The result presumably encourages a forced foreign buyout of the local trickster’s rights, but at a price reflecting the advantage to the buyer of a solution now rather than one years later when the dispute would be finally tried. Cases like this underscore the need for a flexible approach to the grant of interlocutory injunctions. A rigid formula milled from the statutory requirement that injunctions be issued where “just and convenient” may promote neither justice nor convenience but instead sharp dealing and public deception.

U.S. courts also emphasize the extraordinary and drastic nature of pre-trial relief but nevertheless manage to grant injunctions more readily than do Canadian courts. While similar legal hurdles appear, their height and spacing is
different and the courts are willing, where Canadian courts are not, to conduct mini-trials on the merits. For example, the Ninth Circuit, which handles many copyright cases, grants preliminary injunctions to claimants who demonstrate “either (1) a combination of probable success on the merits and the possibility of irreparable injury or (2) the existence of serious questions going to the merits and that the balance of hardships tips sharply in [the claimant’s] favor.”\textsuperscript{163} A stricter test used by the Federal Circuit for patents and trade-marks, and often mirrored elsewhere for other IP cases, looks more like the Canadian test. It requires the claimant to establish:

(a) a reasonable likelihood of success on the merits, i.e. a right that is probably valid and infringed despite any defences raised;
(b) irreparable harm if preliminary relief is denied,
(c) a balance of hardships in the claimant’s favour, and
(d) the public interest favouring grant.\textsuperscript{164}

But even this superficially stricter test, seemingly as formulaic as the Canadian one, favours claimants more than in Canada, for a strong, not just a reasonable, case on the merits may cross not only the first hurdle, but also the second one of irreparable harm. And if actual proof of irreparable harm —— lost market share or business relations —— is shown, the last two hurdles quickly fall.\textsuperscript{165}

\textbf{Final Injunction}

Final injunctions are usually granted in infringement cases to vindicate the treatment of IPRs as \textit{property}. The remedy is nevertheless discretionary. What justifies withholding it, other than standard equitable defences such as long delay or acquiescence in the infringement, can be contentious. The Federal Court of Appeal said in a copyright case that an injunction should be issued even where the right holder would suffer no damage were the order refused. Reversing a trial court’s decision to award reasonable royalty damages instead of an injunction, the Court said that (a) the court had no power to do what was “tantamount to the imposition of a compulsory licence,” and (b) only something “in the conduct of the [IP] owner, not in the conduct or motives of the infringer” justified refusal.\textsuperscript{166} These statements are contradictory and, in any event, both wrong. The first negates the discretionary nature of equitable remedies: the result of any refusal of an injunction is tantamount to imposing a compulsory licence. The second statement is too narrow: equity always looks at the whole case, not just the conduct of one party, to determine whether an injunction is more “just and convenient” than the usual money remedy.
An injunction may be the right remedy for infringement — but only presumptively. Just as the punishment should fit both crime and criminal, so civil remedies should fit both wrong and wrongdoer. Trivial infringements warrant trivial remedies. Canadian and U.K. courts are rightly reluctant to encourage the idea that an IP holder’s choice to license can be eliminated simply by paying money but they will, if pressed, say just that. So a music publisher discovered that the making of increasingly extravagant claims for compensation against an inadvertent infringer was not a costless exercise. A U.K. court refused the publisher a summary injunction, saying that “it is arguable that if [the publisher] seeks to exploit this right [viz. to charge whatever price he wishes] unreasonably so as to take advantage of the defendant’s weak position (albeit one of his own making) his conduct may be regarded as oppressive.”

U.S. practice is comparable. Injunctions against infringement are normal but may exceptionally be refused at the court’s discretion. Thus, an appeals court said, in endorsing the flexible approach taken by a trial court, which had awarded damages in lieu of an injunction to a patentee who preferred practicing law to practicing his invention:

An injunction ... is not intended as a club to be wielded by a patentee to enhance his negotiating stance. [cite] Here ... the defendant manufactures a product; the appellant does not. In the assessment of relative equities, the court could properly conclude that to impose irreparable hardship on the infringer by injunction, without any concomitant benefit to the patentee, would be inequitable. [cites] Instead, the District Court avoided ordering a cessation of business to the benefit of neither party by compensating appellant in the form of a compulsory license with royalties.169

Similarly, in another patent infringement case, a U.S. appeals court refused an injunction that would have closed down a sewage treatment plant: “where the health and the lives of more than half a million people are involved, we think no risk should be taken”.170


damages

Infringement of an IPR entitles the claimant to recover, as for any other tort or delict, damages to compensate for foreseeable losses caused by the infringement. The claimant should get lost profits on the sales it would have made but for the infringement, and a reasonable licence fee on sales the infringer made but which the claimant would not have secured. Guesstimates can be made for intangible losses such as lost goodwill or mental suffering caused by a particular infringement. On the other hand, the discretionary language in which some statutes are cast — the court “may” award damages171 — encourages
the denial of substantial damages where losses are speculative or a grant would be unconscionable, e.g. to a claimant who lets an innocent defendant detrimentally change his position without demur.\textsuperscript{172}

The court may, at its discretion, also award punitive damages for particularly bad conduct — e.g. against an infringer who thinks it can get away with deliberate wrongdoing — if the compensation awarded is not enough to tell the defendant and the world that infringement does not pay. PUNITIVE awards have usually been moderate, usually between $3,000 and $50,000, but can go higher. The Federal Court of Appeal discharged a record award of $15 million in a patent infringement case against an oil company that had chosen to ignore an inconvenient interlocutory injunction. The court took this action, however, only because the trial judge had not yet awarded compensatory damages. The appeal judges could not tell how much exemplary damages, if any, were needed to teach the oil company some good manners in business. Something below $15 million might do; then again, something higher might be needed.\textsuperscript{173}

U.S. rules on damages are superficially similar to Canadian rules, but in practice are less flexible because — unlike Canada — damages awards are frequently made by a lay jury, which needs precise direction. To illustrate, the following extract from a judgment on damages for infringing copyright in building plans is unexceptionable in Canada, but would probably be considered “speculative and uncertain”\textsuperscript{174} under U.S. law:

There is evidence here that on occasion [the plaintiff] would grant a licence to erect the [house] at a cost of $60. This sum I regard as being inadequate. The damages being at large, I assess them at $650, and I must confess that I have been unable to find any satisfactory measuring rod in so doing but follow the example [of a 1911 U.K. judge] where he said that the matter before him (the measure of damages in a patent action) “is to be dealt with in the rough — doing the best one can, not attempting or professing to be minutely accurate.” He said later that “such matters should be dealt with broadly and as best we can as men [sic] of common sense.”\textsuperscript{175}

It is partly to avoid problems of proof of loss that the U.S. Patent Act prescribes “in no event less than a reasonable royalty” to compensate a prevailing claimant patentee, and adds that damages may be multiplied only up to three times against a “wilful” infringer.\textsuperscript{176}

\section*{ACCOUNT OF PROFITS}

THE COURT HAS THE DISCRETION, on request by a claimant, to order an infringer to account for its profits from the infringement and pay its net gain to the claimant. This order is available as an alternative to compensatory damages
in all IP cases in Canada — except for copyright, where, as in the United States, an account of profits and damages can both be awarded so long as double counting is avoided. Jurisdiction exists to add an award of punitive damages to an account of profits.

The remedy of account was virtually unknown before the 1960s in Canadian IP cases, but it resurfaced in the mid-1970s to become quite popular, especially in patent cases. The claimant avoids the need to prove its lost profits; the defendant has to lay open its books and to prove its deductions from revenue; and awards of compound prejudgment interests have become common. However, a major disadvantage is the time and cost of isolating and apportioning deductions to reach the net amount attributable to the infringement. The costs of taking the account can be more than the amount recovered. A court which suspects that result may deny the remedy at its discretion and leave the claimant with his damages remedy.177

An account of profits is also available in the United States for all IP cases except those involving the infringement of utility patents.

Copyright

Since 1999, copyright holders have had the right to choose, instead of the standard set of damages and account remedies, a special remedy of statutory damages borrowed from U.S. law. A right holder can elect to recover between $500 and $20,000 in a single action for all infringements in respect of each work involved in a single proceeding. The remedy is much like a civil fine: the court fixes a figure after considering all the circumstances: the good or bad faith of the parties, their conduct before and during the proceedings, deterrence, and presumably any losses or gains resulting from the infringement.

The Canadian remedy differs from the U.S. one in some respects. The latter is available only where the copyright was registered at the time of infringement; in Canada, non-registration is at most a discretionary factor in assessing the sum. The range of damages also differs: when exchange rates are taken into account, the U.S. range of between $US 750 and $30,000 is about double the Canadian minimum and maximum, and could rise to $US 150,000 for deliberate infringements. In both countries, the statutory award may drop to $200 for innocent infringements, but in Canada, a particularly egregious infringement may attract a separate, theoretically uncapped, punitive award.

Canadian courts can also multiply awards to collecting societies against defaulters on blank audio recording media levies or musical performing right royalties: up to 5 times the levy owing, and between 3 and 10 times the royalty.
ANCILLARY ORDERS, COSTS AND ATTORNEY’S FEES

ORDERS TO SEIZE AND DESTROY infringing goods and labels are standard in both countries. In Canada, the successful party also usually recovers its reasonable costs (i.e. attorney’s fees) and disbursements from the losing party. In practice, costs awards cover only part (perhaps only a third) of actual expenditures. Sometimes, an unsuccessful party who has run an obviously losing case, who has made unsubstantiated allegations or who has otherwise behaved particularly badly during the case in or out of court may be ordered to pay a larger share — sometimes even the whole — of the other side’s costs. Exceptionally, too, a winning party may have behaved so badly either before or during the litigation that the court will exercise its discretion to issue no order for costs in its favour.

By contrast, in the United States each side usually bears its own costs. Thus, in patent cases, an award of attorney’s fees is made only exceptionally, e.g. against a wilful infringer or a party who has misbehaved in the litigation. However, copyright legislation allows courts a wider discretion to award attorney’s fees. Such awards have become more common recently, although they are available only if the claimant has registered its right in a timely manner.179

CONCLUSION

IN THEORY, IP PROTECTION IS A GOOD IDEA but its current configuration is hard to agree with. Certainly, far more is protected far longer and far more vigorously today than was the case 50 or even 25 years ago: maius, longius, irritandius could serve as IP’s version of the Olympic motto. Members of the public — businesses, follow-on inventors and creators, other users, you and I — can do fewer things, including creating new IP, without first seeking permission or paying for the privilege of using earlier IP-protected work. New technology, while providing fresh opportunities and liberties in one direction, may have constrained opportunity and liberty in other directions, or may have driven them underground. Whether the overall result is positive may be doubted.

Thus, in Canada, nobody can copy virtually anything longer than a few sentences, or any squiggle more elaborate than a straight line that has been produced within the last century, or any collocation of sounds — e.g. morning birdsong — that has been recorded in the last 50 years, without risking copyright infringement. Nothing on the material need say that the work is protected, nor does checking the copyright registry help since comparatively little material is registered there. It does not matter that the earlier work is simple and took hardly any time, money or skill to create. However, much as one may admire minimalism as an art form, one need not espouse such a system of protection for these sorts of periods.
The same holds true for patents. Few patents issue for breathtaking inventions. Most are for humdrum improvements, which would be made and marketed anyway. The patent system commonly claims to draw out innovations that would not have occurred without its lure. But the one time a U.S. appeals court openly applied such an incentive-based test to invalidate a trivial improvement in the art of making spanners, it was soundly reversed by the full appeals bench. The first court thought that the invention was of “the sort that was likely to be made, and soon”; patenting was therefore redundant and the invention should be held obvious. The full appeals bench disagreed. The real, more technical and supposedly more meaningful, question was whether the differences between the claims and the prior art made the improvement obvious to an ordinary skilled worker in that art. In answering that question, the tribunal had to remember that (1) something may be simple without being obvious, (2) something may be obvious to try without being obvious to complete, (3) persistence counts as much as Eureka!-type discoveries, for patient plodders need encouragement as much as — perhaps more than — the flashy geniuses, and (4) a host of other far-from-obvious factors may intervene.

Not only are IPRs easily acquired, but today they are more easily infringed. Broad claim construction and the doctrine of equivalents catch those who tread too closely to the wording of a patent’s claims. Trade-mark owners catch not only those who confuse but also those who simply use a mark in a way that might lessen the mark’s advertising value or brand extension potential. Copyright owners find it easier to prove infringement as smaller and smaller units are called substantial parts of a work, and subconscious copying of any such part is called infringement.

How has all this occurred? The very use of the nomenclature intellectual property is partly at fault. It muddies clear thought and analysis. Much of the trivia that gets protected by copyright and patent laws has little intellect behind it, certainly not enough to warrant the broad and long protection it gets. Calling IP “property” too obscures the fact that there is property and property. What is desirable legally or economically for land or goods does not necessarily follow for ideas, information or trade symbols. Yet, the equation tends to be made automatically, perhaps even subconsciously. Internationally, IP has now become a thing and principles are deduced from its thing-ness. Attempts to trim back its excesses are attacked as an interference with property or even unconstitutional takings. Competing arguments — that to create a right may be to take some thing from the public; that to retrench a right may be to return some thing to the public which it, until recently, possessed anyway — are dismissed as unthinkable or subversive.

IP is supposed to represent a balance of interests, but that balance itself is upset by property nomenclature. Take the case of parody. A few years ago, the Michelin Tire Co. sued a union for infringing Michelin’s copyright by using a
caricature of the Michelin Man logo on the leaflets the union handed out during a labour dispute. Lacking a specific parody defence in the Copyright Act, the union defended by claiming that it was exercising its freedom of expression, guaranteed by the Canadian Charter of Rights and Freedoms. The Federal Court disagreed. It said that free speech does not entitle anybody to tread on a property right, here copyright. The union could have found some non-infringing way to express itself. The fact that way may have been less effective did not matter. Once copyright is classified as property, it acquires the gravitas it lacks as a mere exclusive right. Balancing two rights, or a freedom against a right, is one thing; balancing a freedom against property (a right not even mentioned in the Charter) is apparently quite another.

The argument that IP already has its own internal set of checks and balances is only superficially plausible. User rights — exceptions — are typically written and interpreted narrowly, while subject-matter and the rights attaching to it are typically written and interpreted broadly. So, as a new technology appears, the courts quickly extend protection to it, often placing it beyond the balance of user exceptions drawn narrowly with earlier technology in view. Later attempts to widen the exceptions are then resisted as interferences with vested rights — as attempts to upset, rather than redress, the balance. That mindset is written into international law through the TRIPs Agreement: States can easily provide “more extensive protection” than the minima imposed by the TRIPs Agreement, but creating exceptions to existing or future rights is far more constrained, as Canada and the United States discovered from the recent WTO rulings upsetting exceptions in Canada’s patent law and in the United States’ copyright law.

I have disapproved elsewhere of these tendencies: The recent expansion of intellectual property has come to be more an end in itself than a means to the end of stimulating desirable innovation. The question whether existing protections should be scaled back or re-contoured, because the activities that they supposedly foster would occur anyway and would be more widely distributed throughout society, is hardly asked any more. If intellectual property were seen as a form of subsidy — a willingness by society at large to provide economic benefits to one sector in return for the prospect of larger benefits to all — then few would question the need to keep intellectual property under constant review to ensure the scheme was working well. It would not be enough to say that intellectual property as a whole was returning social benefits that outweighed its costs as a whole. As with any other subsidy, each element within the scheme would need to be examined... A strong case for such systematic reviews must surely exist.

...[I]ntellectual property cannot be treated as an absolute value, ...[A]gainst it are ranged values of at least equal importance: the right of people to imitate others, to work, compete, talk, and write freely, and to
nurture common cultures. The way intellectual property should be reconciled with these values — or vice versa — has changed much over time and continues to vary among countries and among legal systems. The adjustments occur for social and economic reasons; they are not preordained by natural law. Where a particular line should be drawn can certainly not be answered by circularities like “intellectual property is property...”.

The pressure for greater intellectual property protection suggests the suppression of other values and a drift toward an economic system where the protection under the aegis of IP of any investment of time, money or labour is fast becoming the norm and competition is becoming the exception.

Finally, the TRIPs Agreement may have imposed standardized IP norms on much of the world, but it has not made believers in the new faith out of everyone. The IP system was developed in the West to serve the needs of the industrialized world. It does not necessarily fit with other cultures and other economies at different stages of development. To many countries who became WTO members, believing that access to world markets would benefit them overall, the TRIPs section of the Agreement seems presently to be delivering more detriments than benefits. The future challenge for IP may thus be to make itself more coherent and persuasive, not only domestically but internationally as well. To achieve that goal may mean a movement away from the present insistence on rigid standardized norms towards greater toleration of diversity and flexibility.

**ENDNOTES**

1 Incidental reference is also made to other IP rights, e.g. over designs, integrated circuit topographies (semiconductor chips), plant breeders rights, geographical indications, trade secrets and unfair competition.

2 Given time and space constraints, I make two confessions and avoidances:

- This is a conference paper, not a treatise. I have selected some features of Canada’s IP system which seem interesting to me, especially for comparative purposes. Others may have chosen differently. Trade-marks are covered more briefly, not because they are less important but for the more mundane reason that the paper was already inordinately long when I came to deal with them.

- The law is stated only in general terms. It would, for example, be foolhardy to rely on the brief statement in the text below on copyright duration to figure out the present Canadian or U.S. copyright expiry date of a foreign work made in 1949. A striking feature of both Canadian and U.S. IP laws is their inordinate complexity.
3 A point made by Professor Michael Geist at the Conference in his commentary on this paper. Domain names are discussed below in notes 139-140.
4 Constitution Act, 1867, ss. 91(22), 91(23) (Canada).
7 A U.S. appeal judge experienced in IP admitted that she viewed natural rights theory "as fundamental to our national ethic" and as "under[lying] much of the ensuing construct of intellectual property", although the theory "doesn't get much attention from economists"; see Newman (1994). For other theories, see Penrose (1951), pp. 20-41; see also Vaver (1997), pp. 3-13.
8 For federal power, see Constitution Act, 1867, s. 91(2) (Canada), ("Regulation of Trade and Commerce"). For provincial power, see Constitution Act, 1867, s. 92(13) ("Property and Civil Rights in the Province") and s. 92(16) ("Matters of a Merely Local or Private Nature").
9 United States Constitution, Art. I, § 8, cl. 3.
10 Or in Louisiana, the civil law.
11 Some consider antitrust law to be virtually constitutional law, especially in the United States. In Canada, the anti-competitive exercise of IPRs may come under the Competition Act. For recently formulated rules to guide Competition Bureau intervention, see Industry Canada, 2000. In the United States, the anti-competitive exercise of IPRs has sometimes attracted the attention of the Justice Department and has also caused the occasional IP holder to lose its infringement suit and face a counterclaim for damages because of a misuse of IPRs; see Roberts, 1995. As to Canada, see note 18.
12 Florida Prepaid Postsecondary Education Expense Board v. College Savings Bank, 527 U.S. 666 (1999). The United States may not be TRIPs-compliant in this respect.
13 Other more interstitial IP or IP-containing treaties common to both countries include:
   • the Universal Copyright Convention, 1952, (the United States, but not Canada, adhered to the 1971 revision), mandating national treatment and moderate minimum standards of protection with minimal formality;
   • the Patent Co-operation Treaty, 1970, streamlining the filing and processing of patent applications internationally;
   • the Strasbourg Agreement Concerning the International Patent Classification, 1971, as amended in 1979, standardizing the classification of patents;
   • the Budapest Treaty on the International Recognition of the Deposit of Microorganisms for the purposes of Patent Procedure, 1977, as amended in 1980, establishing recognized depositories; and
   • the United States-Canada Free Trade Agreement, 1988, providing for copyright in cross-border television and radio broadcasts and committing the parties to international IP co-operation.
14 Among the more significant of recent treaties to which the United States has, but Canada has not, acceded, are the following:

- the Nice Agreement concerning the International Classification of Goods and Services for the purposes of the Registration of Marks, 1957, as amended to 1979;

The United States has already acceded to and implemented the WIPO Copyright Treaty 1996 and the WIPO Performers and Phonograms Treaty, 1996 (both to come into force on 30 accessions), designed to strengthen the protection of copyright holders in the digital environment.

15 The United States has actively pursued TRIPs complaints under the dispute settlement procedures. It has been the subject of a successful TRIPs complaint over broad exemptions for the public performance of music, passed as amendments to the U.S. Copyright Act in 1998. Canada has also been the subject of successful TRIPs complaints over its Patent Act, R.S.C., c. P-4 (Canada) provisions on pharmaceutical drug stockpiling and over the duration of patent rights. See:


16 Similar reasoning and results apply mutatis mutandis where the work is unprotected in Canada but protected in the United States.


18 The transfer and exercise of copyright to prevent parallel imports of car parts bearing the copyright logo is arguably an anti-competitive practice that prevents the right holder from obtaining an injunction; see Volkswagen Canada Inc. v. Access International Automotive Ltd., 2001 (F.C.A.) 79. For Europe, see Anderman, 1998.

19 This section draws on Vaver, 2000a, pp. 16-18.


23 Copyright Act, R.S.C. 1985, c. C-42, ss. 64.1(1)(a), (d), 64(1), (2) (Canada).


25 See, for example, TrafFix Devices Inc. v. Marketing Displays Inc., 120 S. Ct. 2715 (2001), barring trade dress protection for a functional design feature covered by the claims of an expired patent.


27 Unlike U.S. federal courts, the Federal Court of Canada lacks pendent or diversity jurisdiction. A plaintiff complaining of copyright infringement in the latter court cannot validly join any related common law or delictual passing-off claim to its complaint; nor may he or she go to Federal Court merely because the defendant is domiciled in a different province.

28 For example, the common law of Georgia differs from that of New York State. Georgia has long recognized a common law right of privacy, while New York has for almost as long denied the existence of any such right.

29 The opportunity in Canada for the Federal Court and the provincial courts to develop discrepant approaches in IP cases exists in theory, but rarely appears or persists in practice.

30 Thus, the test for trade-mark confusion is enunciated differently from one circuit to another; see Halpern, Nard and Port, 1999.

31 Both laws are quite modern. Canada’s law, though still bearing the heavy imprint of the Copyright Act, 1921 (Canada) (itself based on the Copyright Act, 1911 (United Kingdom)), was radically transformed by a series of amendments between 1988 and 1997. U.S. law is centered on the Copyright Act of 1976, updated by amendments such as the Sonny Bono Copyright Term Extension Act and the Digital Millennium Copyright Act of 1998.


33 Indeed, one of the examples, sound recordings, is classified as a traditional work of authorship and is protected for the duration of other copyrighted material. In Canada, sound recordings are protected as “neighbouring right” copyrights, more intensely (e.g. public performance rights attach to them) but for a shorter duration (straight 50 years) than traditional works.


36 Copyright Office Regs. 37 C.F.R. § 202.1(d), as an example of a work “consisting entirely of information that is common property containing no original authorship”.


38 Copyright Act, 17 U.S.C. § 103(a) (United States).


40 The U.S. position, taken before the United States acceded to the Berne Convention for the Protection of Literary and Artistic Works, 1886, appears to contravene Berne, and thus both NAFTA and TRIPs; see Vaver, 1995. In the United Kingdom, see ZYX Music GmbH v. King, [1995] 3 All E.R. 1, 9-11 (Ch.).

41 Copyright Act, § 1101 (United States). U.S. law may not comply with TRIPs art. 14 to the extent that it protects only one class of performances. Oddly too, the U.S. legislation contains no provision that specifies how long this musical performance right lasts or what statute limitation applies.

42 Copyright Act, §§ 105 and 101 (United States) (definition of “Work of the United States Government”).

43 R. v. James Lorimer & Co., [1984] 1 F.C. 1065 (C.A.). Other Commonwealth governments have been no less reticent in this respect than Canadian governments. It is a sound adage that power given will in evitably be used as and when its bearer thinks opportune.


45 See generally, Vaver, 1996.


49 Starting from Wheaton v. Peters, 33 U.S. (Pet.) 591, 668 (1834): “The court are [sic] unanimously of opinion that no reporter has or can have any copyright in the written opinions delivered by this court, and that the judges thereof cannot confer on any reporter any such right.”

50 No originality requirement applies to neighbouring rights in Canada.

51 University of London Press Ltd. v. University Tutorial Press Ltd., [1916] 2 Ch. 601 (routine university examination papers held “original”). The case is cited with approval in virtually every Canadian (and U.K. and Commonwealth) case involving the law of originality.


62 National Film Board v. Bier (1970), 63 C.P.R. 164 (Ex.): 775 word English/French glossary of motion picture terminology held original. See Signo Trading International Ltd. v. Gordon, 535 F. Supp. 362 (N.D. Cal. 1981): translation, for input into a hand-held electronic translator’s database, of 850 single words and 45 short phrases from English into phonetically spelt Arabic, held not to be original.

63 See notes 58 to 61 above.


70 The contrary view, espoused in CCH Canadian Ltd. v. Law Society of Upper Canada (1999), 2 C.P.R. (4th) 129 (F.C.T.D.) (currently under appeal) is not enhanced by the court’s view that headnotes in law reports, although involving “extensive labour, skill and judgement”, lacked any “creative spark” and hence any copyright — a result reached by no other common law court for quite some time: e.g. Sweet v. Benning (1855), 16 C.B. 459 (C.P.); Banks v. Manchester, 128 U.S. 244 (1888).

71 See Vaver, 2000a, p. 63.


73 The court approvingly quoted the words “brilliant” and “innovative” from evidence given by the defendant’s witness. If this endorsement of hyperbole is correct, the idea in Édutile must equally have been new, non-obvious and useful — and thus protectible under the Patent Act, were business method patents available in Canada — as they probably are not, at least for the time being; see text accompanying notes 120 and ff. below.

74 Duration is, of course, a far more complex subject in both countries than this short exposition implies. Transitional provisions, when new copyright terms are adopted, are particularly elaborate; for Canada, see Vaver, 2000a, pp. 99-118; see also McKeown, 2000.


76 Consideration of user rights becomes relevant, of course, only once the copyright holder has established a prima facie case of infringement — that the defendant has copied (or publicly performed, broadcast, etc.) the whole or a substantial part of the holder’s work.

77 Copyright Act, s. 29 ff. (Canada).

78 Hyde Park Residence Ltd. v. Yelland, [2000] 3 W.L.R. 215 (C.A.), limiting inter-vention to where a work is “(i) immoral, scandalous or contrary to family life; (ii) injurious to public life, public health and safety or the administration of justice; (iii) incites or encourages others to act in a way referred to in (ii).” Class (i) may not apply in Canada, which has extended protection to pornography: Aldrich v. One Stop Video Ltd. (1987), 17 C.P.R. (3d) 27 (B.C.), following a U.S. precedent.

79 Copyright Act, § 107 (United States).


82 Copyright Act, s. 30.7 (Canada); Ringgold v. Black Entertainment Tv. Inc., 126 F.3d 70 (2nd Cir. 1997).
85 Sony Computer Entertainment America, Inc. v. Bleem, LLC 214 F.3d 1022 (9th Cir. 2000) (frozen frame screen shot may be used in comparative advertising by rival who markets computer program to allow playing of videogames on a computer instead of a Sony PlayStation); National Rifle Assn. of America v. Handgun Control Federation, 15 F.3d 559 (6th Cir. 1994) (political lobby group may copy other group’s list of legislators to conduct rival lobbying effort).
86 Register.com Inc. v. Verio Inc., 126 F. Supp. 2d 238 (S.D.N.Y. 2000), finding a contract in the second situation noted. Use contrary to the stated terms was said to be both a breach of a contract and an actionable trespass to chattels.
90 Copyright Act, ss. 14.1, 14.2, 28.1, 28.2 (Canada). Moral rights attach only to “works” and not — until the WIPO Performances and Phonograms Treaty, 1996, is ratified — to any neighbouring rights.
91 Snow v. Eaton Centre Ltd. (1982), 70 C.P.R. (2d) 105 (Ont. H.C.). Today, the artist’s evidentiary burden would be even lighter since prejudice to honour or reputation is presumed where a painting, sculpture or engraving is modified: Copyright Act, s. 28.2(2) (Canada).
94 An artist has recovered substantial damages where a city council bulldozed his sculpture off a site bought for urban renewal: Martin v. City of Indianapolis 192 F.3d 608 (7th Cir. 1999).
97 The Act has a long lineage in Canada. Lower Canada passed the first such law in 1824, modelled on the 1793 U.S. Act, but an earlier grant had been made by the Quebec legislature, in 1791. Interestingly enough, the recipient was an American, Samuel Hopkins, in respect of the same technology — the making of pearl ash and potash — for which he had received the first patent under the U.S. Act of 1790. See Hayhurst, 1996.
98 The applicant must file within 12 months of disclosing his invention, or lose the right to file because the invention will no longer be considered new. The United States has a similar one-year grace period, but Europe has a more limited 6-month period for disclosures at trade fairs. Show and tell before filing remains a bad idea wherever patenting beyond North America is envisaged.


100 Patent Act, s. 2 (Canada), definition of “invention”.


102 Shell Oil Co. v. Canada (Commissioner of Patents), [1982] 2 S.C.R. 536.


107 Agreement on the Trade-Related Aspects of Intellectual Property Rights (TRIPs), art. 28.1; North American Free Trade Agreement (NAFTA), art. 1709(1). The words in square brackets are found in NAFTA but not in TRIPs.


112 Thus, in Lawson, previous note, the comparable patent for a method of subdividing land was granted in the United States after contested proceedings. The Canadian court refused to follow the U.S. decision.


119 Expressly not patentable under Patent Act, s. 27(8) (Canada).


121 State Street Bank & Trust Co. v. Signature Financial Group, 149 F.3d 1368 (Fed. Cir. 1998); Re Alappat, 33 F.3d 1526 (Fed. Cir. 1994).


124 Most practitioners are naturally all in favour; see, for example, Eisen (2001) and Ferance (2000). The comment from the judgment of the four dissenters in Diamond v. Dehr 450 U.S. 175 (1981) disapproving of the patenting of computer programs, come to mind:

The broad question whether computer programs should be given patent protection involves policy considerations that this Court is not authorized to address. ... [T]hat question is not only difficult and important, but apparently also one that may be affected by institutional bias. In each of [the prior cases touching the point], the spokesmen for the organized patent bar have uniformly favoured patentability and industry representatives have taken positions properly motivated by their economic self-interest. Notwithstanding fervent argument that patent protection is essential for the growth of the software industry, commentators have noted that ‘this industry is growing by leaps and bounds without it’.

125 Whether infringement has occurred in fact may be decided in the United States by a jury. In Canada, the judge decides both questions of claim construction and infringement as there are no juries in IP cases.


127 The claims, being approved by the Patent Office, have even been equated with statutory regulations for interpretative purposes: Whirlpool Corp. v. Camco Inc., 2000 SCC 67, para. 49, citing s. 2(1) of the Interpretation Act, R.S.C. 1985, c. I-21. The prospect that counsel may now start citing from statutory interpretation treatises in patent cases is surely a gloomy one.


129 Purposive construction may, of course, narrow the literal meaning of a claim; more often, it expands it. A narrow interpretation sometimes helps patentees, for example by avoiding the prior art and overcoming invalidity challenges on grounds of obviousness or lack of novelty.


131 As the dissenters (Black and Douglas JJ.) in Graver Tank (see previous note) recognized.
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See, for example, O'Rourke, 2000.


The Trade-marks Act, R.S.C. 1985, c. T-13, ss. 9(1), 10, 11, 12(1) (Canada).

The Trade-marks Act allows rights to arise even from an application to register an unused mark; the mark will have to be used before it is registered but will have priority as from the application date.


Trade-marks Act, s. 6 (Canada). Oddly, the U.S. trade-marks law, the Lanham Act, lacks a comparable set of criteria, resulting in widely varying formulations of the test for confusion among the various circuits.


Sun Life Assurance Co. of Canada v. Sunlife Juice Ltd. (1988), 65 O.R. (2d) 496 (H.C.). The now almost de rigueur marketing survey was trotted out, revealing
that 24 percent of the respondents polled in a shopping mall, when shown a fitness-promoting brochure published by the insurance company and a bottle of Sunlife fruit juice, thought the two items were associated with the same company. The result recalls the U.S. case where 12 percent of respondents, who viewed a t-shirt labelled “Mutant of Omaha - Nuclear Holocaust Insurance” and carrying a distinctive Mutual of Omaha’s design trade-mark, thought that the insurance company went along with the anti-nuclear message of the shirts: Mutual of Omaha Insurance Co. v. Novak, 836 F.2d 397 (8th Cir. 1987), a 2:1 majority finding infringement. Presumably similar percentages of such respondents would respond affirmatively to a question asking them whether they believed the earth to be flat.


Chemical Corp. of America v. Anheuser-Busch Inc., 306 F.2d 433 (5th Cir. 1962).

Trade-marks Act, s. 22(1) (Canada).


See generally, Berryman, 2000.

Ex parte orders to seize allegedly infringing goods and other evidence of infringement may be made without prior notice against defendants who would otherwise hide the material if they had advance warning of the claimant’s intention to sue: Anton Piller KG v. Manufacturing Processes Ltd., [1976] Ch. 55 (C.A.); Pulse Microsystems Ltd. v. Safesoft Systems Inc. (1996), 134 D.L.R. (4th) 701 (Man. C.A.); First Technology Safety Systems Inc. v. Dépinet, 11 F.3d 641 (6th Cir. 1993); Berryman, 2000, chapter 5.


The pre-1975 requirement to show a prima facie case — i.e. that one’s chances of winning at trial were over 50 percent — no longer prevails.


For the U.K. approach in IP cases, see Series 5 Software Ltd. v. Clarke, [1996] F.S.R. 273, 286 (Ch.).

As established by Orkin, note 146 above.


GoTo.com Inc. v. The Walt Disney Co., 202 F.3d 1199, 1204 (9th Cir. 2000).

CANADA’S INTELLECTUAL PROPERTY FRAMEWORK

167 Sony Computer Entertainment Inc. v. Connectix Corp., 203 F.3d 596, n. 11 (9th Cir. 2000).
170 City of Milwaukee v. Activated Sludge Inc., 69 F.2d 577, 593 (7th Cir. 1934). Whether that order would, in Canada, have been labelled as “tantamount to a compulsory licence” is an interesting question.
171 For example, for an infringement of moral rights or of trade-marks.
174 E.g. Frank Music Corp. v. Metro-Goldwyn-Mayer, 772 F.2d 505 (9th Cir. 1985).
177 For other calculation complications, see Stack, Davidson and Cole, 2000.
181 To similar effect, see Jacob, 1997: “To call [the general area of law now called ‘intellectual property’] ‘intellectual’ is misleading. It takes one’s eye off the ball. ‘Intellectual’ confers a respectability on a monopoly which may well not be deserved. A squirrel is a rat with good public relations. ‘Intellectual property’ is perhaps a phrase coined by the same public relations agent for monopolies!”
182 See Vaver, 2000b, pp. 633-635.
184 The first U.K. decision, where copyright met free speech as protected under article 10 of the European Convention for the Protection of Human Rights and Fundamental Freedoms, 1953, is even more radical. The court thought that copyright and, it seems, every other piece of IP legislation was already optimally balanced: there was “no room for any further defences outside the code which establishes the particular species of intellectual property in question”: Ashdown v. Telegraph Group Ltd., [2001] 2 W.L.R. 967, 975 (Ch.).
185 See TRIPs art. 1.1, with arts. 13 (copyright), 17 (trade-marks) and 30 (patents).
186 See Vaver, 2000b, p. 621, 636. See McLachlin C.J.C: “We must stop thinking of intellectual property as an absolute and start thinking of it as a function — as a process, which, if it is to be successful, must meet diverse aims: the assurance of a fair reward to creators and inventors and the encouragement of research and creativity, on the one hand; and on the other hand, the widest possible dissemination of the ideas and products of which the world, and all the individuals in it, have
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INTRODUCTION

Knowledge has emerged as a leading factor of production in ensuring the success of both firms and nations in the global economy. Innovation — the creation and dissemination of new knowledge — is now recognized as a major engine of economic growth, enhancing both productivity and quality of life. In contemporary economies, knowledge plays an important role in several aspects of economic activity. For instance, industries engaged in the production of high-technology intensive goods are correctly identified as part of the knowledge-based economy. These industries produce new goods and services that embody new knowledge, and these new intermediate products may be used in turn by other firms or industries to enhance the efficiency of their production processes and generate productivity gains for the economy as a whole. One example of such new intermediate outputs is the new information technologies.

Industries that produce knowledge are not, however, the only ones that must be regarded as an integral part of the knowledge-based economy. Industries adopting the new technologies must also have a high level of technological capacity in order to adapt these technologies to their production processes, as well as a skilled work force in order to benefit fully from them. One example of is service activities such as finance and communications.

A recent Organisation for Economic Co-operation and Development (OECD) report describes the growth of knowledge-based industries in the OECD countries, based on a definition that includes high-technology manufacturing industries, communications, finance, insurance and real estate, business services and personnel services, and social and community services. The report estimates that these industries accounted for 50 percent of total value added in
the OECD in the mid-1990s, an increase from the 45 percent observed in the mid-1980s. Overall, finance, insurance and business services industries comprised the largest portion of knowledge-based industries in OECD countries.

Among the G7 countries, Germany (58.6 percent) and the United States (55.3 percent) were at the top of the list for the proportion of the economy represented by knowledge-based industries. Canada lags behind the leading somewhat, at 51 percent, putting it in fifth place among the G7 countries. However, the growth of knowledge-based industries in Canada was relatively strong during the 1985-96 period, which suggests that their share of the economy could continue to rise.

What is certain is that both in Canada and worldwide, knowledge has emerged as a major growth factor. That being said, knowledge has always been at the root of economic growth. A comparative study of the 43 OECD countries using data from 1820 to the present concluded that the primary source of economic growth has been advances in knowledge and technological progress. In other words, for new knowledge — which is intangible — to contribute to economic growth, it must be given at least concrete expression in new goods and services or new production processes that will enhance a firm’s productivity and reduce its production costs. In addition, the firm’s work force must acquire the new knowledge and become skilled in order for the firm to fully realize the potential of the new technologies, that is, the new knowledge.

It is precisely the intangible nature of knowledge that explains the existence of intellectual property (IP) rights: knowledge has the characteristics of a public good. It is non-excludable (in production) and non-rivalrous (in consumption). If there were no clearly defined property rights, the market would not allow individuals and firms to exclude potential competitors from using the new knowledge, and this would prevent them from appropriating their fair share of the related benefits. This is what is meant by ‘non-excludable.’ In addition, a firm’s use of knowledge in no way diminishes the utility of the knowledge to other firms, and this is what is meant by ‘non-rivalrous.’

These two features make private markets inefficient for ensuring optimal creation of new knowledge, or innovation. Firms that cannot capture all the returns from their innovative activities tend to underinvest in these activities.

The purpose of IP legislation is to remedy these market imperfections by granting property rights that make knowledge excludable and rivalrous in the same way as private or tangible goods. These rights are conferred not on the knowledge itself, but on its manifestations which, for example, take the form of an invention, the expression of an idea, a design or a symbol. This enables inventors or creators to more easily appropriate the benefits resulting from their activities, thereby creating a greater incentive for firms or individuals to engage in knowledge-creation activities.
While the IP system stimulates innovation and creation, it also facilitates its dissemination. For example, there are exceptions in the Copyright Act that give specific users access to certain types of works. As well, in return for a period of limited market exclusivity, the owner of a patent must disclose technical information regarding its invention. This dissemination of new knowledge can play an important role in innovative activities within an economy. The pool of available information relating to existing innovations and creations facilitates the activities of subsequent creators and inventors in that it enables them to improve previous discoveries and avoid costly duplication of research efforts.

A balanced IP system that maximizes welfare arising from the creation and dissemination of new knowledge may be a significant source of growth for an economy, if is used effectively. But the costs associated with using IP rights may be substantial enough to discourage such effective use. For example, the cost of obtaining a patent may be very high, as it is often necessary to seek the services of experts in the field such as lawyers and patent agents in order to complete a patent application. Some IP rights are also granted conditional on payment of a variety of fees, which are added on to the costs already incurred. In addition, enforcing these rights can also contribute significantly to costs, especially when disputes have to be settled before the courts.

The costs of obtaining and enforcing property rights may be relatively high, and it is up to each firm or industry to assess the corresponding benefits before taking this route. It might be expected, thought, that some sectors of economic activity will make more intensive use of IP rights than others. For example, industries for which innovation is costly, requires long periods of time, or generates substantial income will be inclined to devote the necessary resources to use those rights. The pharmaceutical and biotechnology industries are leading examples of this group. Industries where income generated by IP is significant relative to total income, for example the cultural industries, will also tend to base their business strategies on IP rights.

The various economic sectors or industries will therefore vary in the intensity with which they use various types of IP rights, depending on their assessment of the costs and benefits involved. The objective of the present study is to identify those sectors, for each type of IP right, and to assess their importance in the Canadian economy — and to the knowledge-based economy. It is important to note at the outset that this study does not constitute an analysis of causality between various types of IP rights and economic activity. The study will not attribute any particular causal role to IP rights in determining the growth of the innovative effort of a particular industry. What it will do is establish correlations between the use of different types of IP rights and a set of economic activity variables.
In the following sections, we analyze the intensity of use, first, of patents, and then of copyright and trade-marks. We conclude the study with an overview of the intensity of use of IP rights, attempting to identify industries that make complementary use of the various types of rights.

**PATENTS**

**UNDER THE PATENT ACT**, a patent gives the author of an invention the exclusive right of making, constructing and using the invention and selling it to others to be used, for a maximum of 20 years from the date the application is filed. An invention is defined in the Act as “any new and useful art, process, machine, manufacture or composition of matter, or any new and useful improvement in any art, process, machine, manufacture or composition of matter”. This definition clearly establishes two important criteria that every invention must meet in order to be patentable: novelty and utility, as well as a third criterion, non-obviousness. Scientific principles or theoretical concepts are expressly excluded from what is patentable: a patent may be obtained only for the physical embodiment of an idea, and not for the idea itself. Despite these specific exclusions, the actual definition of what is an invention is relatively broad, and has left the field open for heated debates as to the eligibility of new technologies for patent protection. For example, business methods, software and complex life forms are among the emerging issues in the field of IP, and no consensus has yet been reached among experts in the profession regarding their patentability.

As in the case of other types of IP rights — with the exception of copyright, which does not require registration — an inventor who wants the protection offered by a patent must file an application in the prescribed form to the Canadian Intellectual Property Office (CIPO), more specifically to the Patent Office. An inventor who wants to file a patent application must include in the application a specification and one or more claims defining the boundaries of patent protection. In order for the application to be examined, the inventor must then make a request for examination and pay the appropriate fee, within five years from the date on which the application is filed in Canada. The examination may take from two to three years, and this makes it a long and complex process. It may also be very expensive, in that the inventor must pay three different fees in order to obtain a patent (a filing fee, an examination fee and a patent issuance fee), plus an annual maintenance fee once the patent is granted. Accordingly, of all the forms of IP protection, patents are undoubtedly the most difficult and expensive to obtain, and this makes the protection afforded by trade secret relatively attractive.

The Act also requires that patent applications be made public eighteen months after filing. Publication facilitates dissemination of new knowledge to
the public and stimulates subsequent innovations. The specification must therefore be clear and detailed, so that society may benefit from the inventor’s incremental discovery of knowledge.

**DEFINITION OF THE PATENT SECTOR**

First, we note that the description of patent-intensive Canadian industries depends on our ability to identify them using an objective indicator of intensity in respect of patents. The complexity of this kind of analysis results partly from the size of the Canadian patent database, and partly from the lack of consistency between the International Patent Classification (IPC) used by CIPO to register patent applications and the system used by Statistics Canada. As well, the need to use the Statistics Canada industrial classification reflects the fact that only the data indexed in Statistics Canada’s CANSIM database are available for creating an economic profile of patent-intensive industries.

Accordingly, the following section describes the methodology used in constructing an index of patent intensity, while recognizing the limitations of that index as a result of available patent data. The final part of the section deals with the limitations inherent in the intensity indicator selected.

**Methodology and Data**

The first step was to obtain data concerning, first, patent applications (hereinafter “application”) filed by Canadian inventors with CIPO, and second, patents issued to Canadians by CIPO (hereinafter “patent”). In terms of applications, the database contained the name of each inventor, the inventor’s address, and the number of applications filed, for the 1990 and 1999 reference years. In terms of patents issued, CIPO provided us with the name of each inventor who was granted a patent, its address, and the number of patents issued to him/her, for the 1989 and 1999 reference years.

Second, each application and each patent from a given population was given a code taken from the 1980 Standard Industrial Classification (SIC). The names of the firms in our database were matched with the appropriate SIC codes using the Statistics Canada business register. Despite the additional loss of observations, this exercise enabled us to determine the industrial classification of over two-thirds of patents issued to firms in 1999 (68 percent) and 1989 (66 percent) and of applications filed by firms in 1999 (78 percent). Only 57 percent of applications filed by firms in 1990 were assigned an industrial classification. The impossibility of coordinating all applications or patents with SIC codes may be explained by the fact that our original database had incomplete or incorrect firm addresses and, similarly, by the fact that firms may have subsequently closed or simply changed names or merged with other firms. As well, the somewhat lower rate of success in matching applications filed in 1990
with SIC codes may be result from the fact that the data were matched using the 1999 business register. In fact, it is likely that in 10 years a higher proportion of firms ceased to exist, merged or simply changed names.

In order to be able to classify Canadian industries according to the relative extent of their use of the Canadian patent system, we chose to construct an index of relative patent intensity based on 1999 patent applications. There were two reasons for this choice, the first, practical, and the second, conceptual. First, we are aware of the fact that the methodology formerly used meant that we had to consider only a limited sample of observations, and this also led to a number of limitations to which we shall return later. For instance, the variable for which we have the most observations relates to patent applications filed with CIPO in 1999 by Canadians. In this case, SIC matching allowed for 2,044 applications to be coded, representing 42 percent of total applications filed by Canadians that year. In contrast, SIC code matching allowed only 759 applications to be matched for 1990, and 572 and 620 patents to be matched for 1989 and 1999, respectively. Based on this result, we selected the 1999 applications variable for constructing an index of patent intensity because we believe that of the four samples, this one was the most representative of the Canadian situation in terms of use of the patent system by Canadian industries.

Conceptually, the selection of this variable is quite consistent with a majority of empirical studies conducted about innovation. In fact, patent applications are very often used as an indicator of innovation, rather than patents granted. The distinction between the sources from which these applications and patents are produced is therefore crucial in justifying our choice. For one thing, the firms involved in the innovation process invest significant amounts in research and development (R&D) activities, with the aim of discovering new products or production processes, or of improving existing products or processes. A firm that has developed a new product or process that meets the usual criteria for patentability (novelty, utility, non obviousness) then files a patent application with CIPO. It falls to CIPO to examine the application and determine whether to issue a patent to protect the invention that is the subject of the application. It is clear that while the applications are made by the firms themselves, the patents are issued by the agency responsible for regulating IP in Canada. Because one of the objectives of our study involves the desire to identify Canadian industries that make relatively intensive use of the Canadian patent system, it is our view that patent applications are a better indicator.

**Patent Intensity Index**

In order to construct an index of patent intensity, we took the number of patent applications from each industry, which we then divided by the value of their gross domestic product (GDP), to correct for industry size. We calculated
the value of the index for all Canadian industries defined by the two-digit SIC codes. However, we had to aggregate certain industries further in order to obtain an industrial classification consistent with the R&D data published by Statistics Canada (2001). Once the index was calculated for all industries, we ranked these in descending order, and then divided them into three equal groups, based on their relative propensity to patent: high (1), moderate (2) or low (3). Table 1 presents the ranking of Canadian industries, from most intensive to least intensive.

<table>
<thead>
<tr>
<th>INDUSTRIES</th>
<th>INDEX</th>
<th>GROUP</th>
<th>NUMBER OF APPLICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical and Electronic Products</td>
<td>42.11</td>
<td>1</td>
<td>560</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>31.42</td>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td>Machinery</td>
<td>20.24</td>
<td>1</td>
<td>125</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>14.05</td>
<td>1</td>
<td>103</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>8.32</td>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td>Primary Textiles and Textile Products</td>
<td>7.29</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>Business Services</td>
<td>6.98</td>
<td>1</td>
<td>315</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>4.87</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>4.31</td>
<td>1</td>
<td>49</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>4.25</td>
<td>1</td>
<td>109</td>
</tr>
<tr>
<td>Fabricated Metal Products</td>
<td>3.77</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>Primary Metals</td>
<td>3.75</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td>Mining and Oil Wells</td>
<td>2.31</td>
<td>2</td>
<td>57</td>
</tr>
<tr>
<td>Non-metallic Mineral Products</td>
<td>1.88</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Other Services Industries</td>
<td>1.75</td>
<td>2</td>
<td>299</td>
</tr>
<tr>
<td>Wholesale Trade</td>
<td>1.67</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>Wood Products</td>
<td>1.42</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Food</td>
<td>1.34</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Other Public Services Industries</td>
<td>1.19</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>Printing, Publishing and Allied Industries</td>
<td>1.16</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Beverage and Tobacco Products</td>
<td>0.93</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Paper and Allied Products</td>
<td>0.86</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Agricultural and Related Services Industries</td>
<td>0.60</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Finance, Insurance and Real Estate Services</td>
<td>0.43</td>
<td>3</td>
<td>52</td>
</tr>
<tr>
<td>Rubber Products</td>
<td>0.40</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Construction</td>
<td>0.34</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>0.33</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>Communications</td>
<td>0.26</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Forestry Services</td>
<td>0.22</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Transportation and Warehousing</td>
<td>0.09</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
To ensure the objectivity of our indicator of patent intensity, we did the same exercise over again using the data on 1990 applications and patents issued in 1989 and 1999, despite the somewhat limited number of observations for those variables. We also found that 70 percent of industries with a high relative propensity to patent [those ranked (1) using our relative patent intensity indicator] also fell into the same category for at least two of the three other indexes that we calculated. Textile, furniture and fixture industries ranked twice as having a high (1) relative propensity to patent, and also twice as having a moderate (2) propensity to patent. The only industry that ranked (1) for the number of patent applications per $1 billion GDP in 1999, with the three other indicators giving it a moderately intensive (2) rank, was business services.

**Patent-intensive Industries**

As indicated earlier, by using the patent intensity index we were able to define a patent-intensive industry as one in which the number of patent applications is high in relation to the size of the industry. Table 1 in the preceding section identifies 10 Canadian industries that may be characterized as patent-intensive. For the rest of the study, we shall refer to this group of industries as the patent sector. Industries in this sector include business services and a number of manufacturing industries, including electrical and electronic products, refined petroleum and coal products, machinery, other manufacturing industries and chemical products.

Table 1 reveals also that the Canadian patent sector consists of a combination of industries that are well integrated in the knowledge-based economy, such as business services and electric and electronic products, and of more traditional ones, such as refined petroleum and coal products, furniture and fixtures, and machinery. While some high-technology industries are actively involved in patenting activity, Canada continues to innovate and patent in traditional fields. This observation, based on patenting activity by Canadian firms in Canada, can also be drawn from data on patenting activity by Canadian firms in the United States. Using highly detailed data on patents granted in the United States to Canadian inventors, Trajtenberg (2000) addresses the question of the technological composition of Canadian innovations. Whereas the main trends in patenting activity worldwide reflects the crucial technological developments of the last two decades — the share of computers and communications (C&C) patents in all U.S. patents doubled from 1979 to 1994, that of drugs and medical patents raised significantly, while that of electrical and electronics (E&E) patents increased slightly — the authors’ assessment of the Canadian situation reveals that the share of C&C patents in Canada barely changed during this period, while that of E&E was much lower for Canada.
than for the rest of the world. In addition, the shares of two of the three traditional categories (other patents, and mechanical patents) were high.

Analyzing the data at a more detailed level, Trajtenberg (2000) finds that Canadian inventors patent relatively much more than U.S. inventors in the following fields: transportation, and furniture and house fixtures. By contrast, Canadians patent much less than their U.S. counterparts in computer hardware and software, surgery and medical instrumentation, resins, and power systems.

Also of interest is that all of the industries that make up the patent sector were also identified by Nadeau (2000) as highly or moderately innovative. In that study, the author used factor analysis to construct an innovation index based on five sets of indicators, all connected with innovative activity in an industry (R&D expenditures, international R&D spillovers, patent-related activities, openness to international trade, and industry structure). The value of that index was calculated for 44 Canadian industries (using two- or three-digit SIC codes),\(^1\) which allowed industries to be ranked in descending order from the most to the least innovative. All of the industries were then divided into three groups using cluster analysis based on whether they were highly, moderately or weakly innovative (groups 1, 2 and 3, respectively).

Four industries within the patent sector were identified by Nadeau (2000) as being highly innovative: electrical and electronic products, machinery, chemical products and other manufacturing industries (including scientific and professional equipment). The six other industries in the patent sector also seem to have high innovation performance in that they all fell within the group of moderately innovative industries (group 2). In fact, the transportation equipment, plastic products, and textile industries were at the top of group 2. Business services are also ranked relatively high on the innovation index.

**Limitations of the Relative Patent Intensity Index**

The preceding discussion inevitably leads to the question of estimating the bias introduced into our data by the methodology used to associate an industrial classification with firms in our database. To assess the representativeness of our sample, we did two separate verifications. First, we compared the average number of patent applications per firm in our original database to the figure for our sample. The average observed in our sample was slightly higher (2.8 applications per firm, compared to 2.3 applications per firm in the population),\(^2\) indicating that a higher proportion of firms that made more than two patent applications was included in the sample. That phenomenon results from the fact that in assigning SIC codes, we paid particular attention to firms that had filed at least three applications in 1999.\(^3\) Accordingly, a majority of firms that could not be associated with an industrial classification were firms that had filed one or two patent applications in 1999. Consequently, our sample is biased...
slightly upward, but we are of the opinion that the advantages gained by including a larger number of firms in our sample outweigh the disadvantages caused by introducing this bias.

Second, we had to verify whether the SIC codes assigned to the firms favoured certain industries at the expense of others. In other words, does the relative size of our sample industries reflect their relative contribution to innovation in the Canadian economy? In order to measure the relative contribution to innovation made by various industries, we used data on the number of firms performing R&D provided in Statistics Canada (2001). In fact, a degree of consensus emerged from the economic research devoted to the technological innovation process: there is a positive correlation between R&D and firms’ innovative capacity. From that observation, the number of R&D performers is a good indication of the relative size of an industry in terms of innovation.

Therefore, to ascertain that our sample is representative, we compared the relative share of each of six sectors of the economy — these include all of the industries identified in Table 1 — out of the total of all firms identified in our sample, with the relative share of the number of R&D performers working in each sector out of the total of all R&D performers in the Canadian economy.

Table 2 shows that our sample of firms that applied for a patent in Canada in 1999 seems to be representative of the Canadian situation. While 45.3 percent of all firms that perform R&D belong to the manufacturing sector, that sector includes 46.6 percent of the firms in our sample that filed at least one patent application in 1999. We also observe that the relative size of the public services industry and of services industries in our sample is the same as in the Canadian economy. On the other hand, industries related to agriculture, fishing and forestry, and construction seem to be underrepresented in our sample, while the reverse seems to be true for mining and oil wells.

<table>
<thead>
<tr>
<th>INDUSTRIES</th>
<th>FIRMS IN SAMPLE THAT APPLIED FOR A PATENT (NUMBER)</th>
<th>FIRMS IN SAMPLE THAT APPLIED FOR A PATENT (%)</th>
<th>R&amp;D PERFORMERS (NUMBER)</th>
<th>R&amp;D PERFORMERS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture, Fishing and Forestry</td>
<td>9</td>
<td>1.3</td>
<td>230</td>
<td>3.2</td>
</tr>
<tr>
<td>Mining and Oil Wells</td>
<td>15</td>
<td>2.1</td>
<td>78</td>
<td>1.1</td>
</tr>
<tr>
<td>Manufacturing Industries</td>
<td>336</td>
<td>46.6</td>
<td>3,234</td>
<td>45.3</td>
</tr>
<tr>
<td>Construction</td>
<td>13</td>
<td>1.8</td>
<td>162</td>
<td>2.3</td>
</tr>
<tr>
<td>Public Services Industries</td>
<td>4</td>
<td>0.6</td>
<td>29</td>
<td>0.4</td>
</tr>
<tr>
<td>Services Industries</td>
<td>344</td>
<td>47.7</td>
<td>3,412</td>
<td>47.8</td>
</tr>
<tr>
<td>Total</td>
<td>721</td>
<td>100.0</td>
<td>7,145</td>
<td>100.0</td>
</tr>
</tbody>
</table>
ECONOMIC PROFILE OF THE CANADIAN PATENT SECTOR

We used the relative patent intensity index constructed and described in the preceding section to identify the group of Canadian industries that uses the Canadian patent system relatively more intensively than other industries, correcting for size of industry, as measured by the value of their GDP. This section thus responds to the second objective of the study, which is to create an economic profile of the patent sector. First, we shall examine the contribution of that sector to overall Canadian production and to Canada’s economic growth between 1992 and 2000. The second part of the section deals with its contribution to industrial employment in Canada. The third one focuses on patent sector productivity and its contribution to the overall productivity growth in Canada. Finally, we analyze the behaviour of the patent sector in terms of its openness to international trade.

GDP of the Patent Sector

In 2000, gross domestic production in the patent sector amounted to nearly $147 billion, representing 16.6 percent of Canada’s GDP; in 1992, it was $73.7 billion, or only 12.2 percent of the Canadian economy. Industries that make up this sector have experienced strong economic growth over the last decade: they grew at a steady pace between 1992 and 2000, as evidenced by their 7 percent average annual rate of real growth, more than double the growth rate of the economy as a whole for the same period (3.4 percent). This sector also made a significant contribution to Canada’s economic growth, at 36.5 percent.

Nonetheless, it should be noted that some industries deviated markedly from this pattern, even within the patent sector, as seen in Table 3, which shows the GDP of each of the industries that make up this sector. Accordingly, the exceptional performance exhibited by the patent sector over the period under consideration results from the strong economic growth of electrical and electronic products (12.2 percent), transportation equipment (8.5 percent), furniture and fixtures (11.3 percent), and business services (7.5 percent). It is also not surprising to find that the electrical and electronic products industry is at the top of this list of winners, given the strong growth experienced by high-technology industries over the last decade.
Employment in the Patent Sector

In terms of industrial employment, the patent sector is responsible for one fifth of all jobs in Canada (20 percent), or slightly more than 2.4 million people. Moreover, more than three quarters of those jobs are found primarily in the business services industry, as well as in the transportation equipment and other manufacturing industries, which have, generally speaking, grown at a rapid pace over the period studied.

Between 1992 and 2000, employment generated by the patent sector grew at an average annual rate of 4.5 percent, or nearly two and a half times the rate of total employment in Canada (1.85 percent). While that performance might be regarded as exceptional, a few disparities within the sector itself should be noted: some industries experienced much steadier employment growth than others, notably in business services (7.5 percent), plastic products (7.0 percent) and machinery (5.1 percent). As well, over the 1992-2000 period, the sector as a whole contributed to the creation of nearly half of all new industrial jobs in Canada. Table 4 presents figures on industrial employment for each industry.

### Table 3

**GDP of the Patent Sector**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical and Electronic Products</td>
<td>20,141</td>
<td>2.3</td>
<td>12.2</td>
<td>8.2</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>1,235</td>
<td>0.1</td>
<td>1.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Machinery</td>
<td>7,253</td>
<td>0.8</td>
<td>6.8</td>
<td>1.7</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>8,144</td>
<td>0.9</td>
<td>2.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>4,652</td>
<td>0.5</td>
<td>6.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Primary Textiles and Textile Products</td>
<td>3,053</td>
<td>0.3</td>
<td>3.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Business Services</td>
<td>55,990</td>
<td>6.3</td>
<td>7.5</td>
<td>14.2</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>4,358</td>
<td>0.5</td>
<td>11.3</td>
<td>1.7</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>12,469</td>
<td>1.4</td>
<td>3.7</td>
<td>1.6</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>29,663</td>
<td>3.4</td>
<td>8.5</td>
<td>8.5</td>
</tr>
<tr>
<td><strong>Patent Sector</strong></td>
<td><strong>146,959</strong></td>
<td><strong>16.6</strong></td>
<td><strong>7.4</strong></td>
<td><strong>36.5</strong></td>
</tr>
</tbody>
</table>

Employment in the Patent Sector

In terms of industrial employment, the patent sector is responsible for one fifth of all jobs in Canada (20 percent), or slightly more than 2.4 million people. Moreover, more than three quarters of those jobs are found primarily in the business services industry, as well as in the transportation equipment and other manufacturing industries, which have, generally speaking, grown at a rapid pace over the period studied.

Between 1992 and 2000, employment generated by the patent sector grew at an average annual rate of 4.5 percent, or nearly two and a half times the rate of total employment in Canada (1.85 percent). While that performance might be regarded as exceptional, a few disparities within the sector itself should be noted: some industries experienced much steadier employment growth than others, notably in business services (7.5 percent), plastic products (7.0 percent) and machinery (5.1 percent). As well, over the 1992-2000 period, the sector as a whole contributed to the creation of nearly half of all new industrial jobs in Canada. Table 4 presents figures on industrial employment for each industry.
Labour Productivity in the Patent Sector

Throughout the 1989-98 period, the patent sector experienced a relatively high labour productivity growth, at 1.53 percent, compared to the Canadian economy's labour productivity growth of 1.28 percent. As shown in Table 5, the patent intensive industries displayed varying productivity growth rates throughout the period, as the pace of technological change differs from one industry to the other. Overall, manufacturing industries included in the patent sector exhibited strong productivity performance. Industries such as refined petroleum and coal products, electrical and electronic products, as well as furniture and fixtures were among the leaders in terms of productivity gains. By contrast, other manufacturing industries and business services witnessed low or negative efficiency gains.

The relative contribution of productivity growth in patent intensive industries to overall aggregate productivity growth is also presented in Table 5 for the period 1989-98. The contribution to aggregate productivity growth is measured by weighting the productivity growth of each industry by its share of output. The patent sector contributed nearly one fifth of Canada's labour productivity growth, or 19.81 percent. Within the sector, electrical and electronic products made the most important contribution to aggregate productivity growth over the entire period (9.85 percent), followed by the transportation...
equipment industry (6.69 percent), though it should be noted that both industries account for quite large shares of value added. Other high productivity growth industries made less of an overall contribution to productivity growth simply because they are relatively smaller — namely refined petroleum and coal products, furniture and fixtures, and primary textiles and textile products.

**Foreign Trade**

In 2000, the value of total exports of goods and services in the patent sector was $230 billion, while imports totalled $271 billion. Although the balance of trade declined over the period, rising from an estimated deficit of $28 billion in 1992 to a deficit of $42 billion in 2000, growth was steadier for exports than for imports: exports grew at an average annual rate of 13.7 percent between 1992 and 2000, while the rate of growth of imports was only 11.8 percent.

The data relating to export intensity indicate that the patent sector is heavily oriented toward external markets as nearly 64.8 percent of manufacturing shipments from this sector were exported in 1998, compared to 54.2 percent for all goods produced in Canada. For services, the trade balance showed a slight surplus of $511 million in 2000.

An analysis of trade flows originating in the patent sector also leads us to assess the value of trade with our principal trading partner, the United States. It reveals that the Canadian patent sector is very substantially integrated to the U.S. economy: 91 percent of exports went to the United States, while 66.2 percent of imports came from that country. Table 6 sets out the figures for international trade in the Canadian patent sector.

---

**Table 5**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical and Electronic Products</td>
<td>5.55</td>
<td>9.85</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>5.71</td>
<td>0.62</td>
</tr>
<tr>
<td>Machinery</td>
<td>1.80</td>
<td>1.15</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>0.32</td>
<td>0.23</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>1.35</td>
<td>0.55</td>
</tr>
<tr>
<td>Primary Textiles and Textile Products</td>
<td>3.66</td>
<td>0.97</td>
</tr>
<tr>
<td>Business Services</td>
<td>(1.05)</td>
<td>(5.18)</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>5.20</td>
<td>2.00</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>2.67</td>
<td>2.93</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>2.56</td>
<td>6.69</td>
</tr>
<tr>
<td>Patent Sector</td>
<td>1.53</td>
<td>19.81</td>
</tr>
</tbody>
</table>
INTEGRATION TO THE KNOWLEDGE-BASED ECONOMY

R&D Expenditures

BECAUSE OUR OBJECTIVE WAS NOT to review the abundant economic literature that has considered the connections between R&D and innovation, or between R&D and firms’ patent-related activity, we simply point out that there is some consensus in the empirical research done in the field on the existence of a positive correlation between R&D expenditures and firms’ inventive activity as measured by patents. Table 7 below shows figures on R&D expenses for each industry in the patent sector. An analysis of the data demonstrates the importance of R&D activities in the patent sector: it accounts for 78.7 percent of all expenditures on R&D in Canada, or nearly $7.8 billion, the equivalent of 6 percent of the sector’s GDP. In addition, those expenditures are concentrated in electrical and electronic products (35.1 percent), business services (16.7 percent), transportation equipment (12.7 percent) and chemical products (8.0 percent).

### Table 6

**INTERNATIONAL TRADE IN GOODS IN THE PATENT SECTOR**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Goods, Total</td>
<td>218,882</td>
<td>260,879</td>
<td>(41,996)</td>
<td>64.77</td>
</tr>
<tr>
<td>Electrical and Electronic Products</td>
<td>42,093</td>
<td>64,651</td>
<td>(22,558)</td>
<td>75.10</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>8,461</td>
<td>3,030</td>
<td>5,431</td>
<td>19.12</td>
</tr>
<tr>
<td>Machinery</td>
<td>16,034</td>
<td>33,972</td>
<td>(17,938)</td>
<td>67.95</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>11,838</td>
<td>28,764</td>
<td>(16,926)</td>
<td>53.82</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>5,379</td>
<td>5,986</td>
<td>(607)</td>
<td>37.94</td>
</tr>
<tr>
<td>Primary Textiles and Textile Products</td>
<td>3,330</td>
<td>6,465</td>
<td>(3,135)</td>
<td>39.42</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>6,937</td>
<td>2,734</td>
<td>4,203</td>
<td>80.65</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>17,373</td>
<td>27,398</td>
<td>(10,025)</td>
<td>43.41</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>107,439</td>
<td>87,879</td>
<td>19,560</td>
<td>82.58</td>
</tr>
<tr>
<td>Services, 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Services</td>
<td>11,120</td>
<td>10,609</td>
<td>511</td>
<td>n.a.</td>
</tr>
</tbody>
</table>
R&D Performers

The figures on the number of R&D performers, set out in Table 8, confirm the leading position of the patent sector in R&D activities in Canada. A majority of firms (61.1 percent) involved in these activities are operating in one of the industries of the patent sector. However, it must be noted that specific industries deviate significantly within that sector, as is apparent from the number of R&D performers in business services, electrical and electronic products, machinery, and other manufacturing industries.

### Table 7

**R&D Expenditures in the Patent Sector**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical and Electronic Products</td>
<td>3,478</td>
<td>35.1</td>
<td>10.4</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>66</td>
<td>0.7 (12.6)</td>
<td></td>
</tr>
<tr>
<td>Machinery</td>
<td>215</td>
<td>2.1</td>
<td>4.3</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>219</td>
<td>2.2</td>
<td>7.3</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>30</td>
<td>0.3 (6.9)</td>
<td></td>
</tr>
<tr>
<td>Primary Textiles and Textile Products</td>
<td>67</td>
<td>0.7</td>
<td>3.7</td>
</tr>
<tr>
<td>Business Services</td>
<td>1,654</td>
<td>16.7</td>
<td>5.8</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>6</td>
<td>0.1 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Chemical Products</td>
<td>795</td>
<td>8.0</td>
<td>4.8</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>1,258</td>
<td>12.7</td>
<td>7.4</td>
</tr>
<tr>
<td>Patent Sector</td>
<td>7,788</td>
<td>78.7</td>
<td>7.5</td>
</tr>
</tbody>
</table>


### Table 8

**R&D Performers in the Patent Sector, 1998**

<table>
<thead>
<tr>
<th>Patent Sector</th>
<th>Number of R&amp;D Performers</th>
<th>As a Percentage of Total R&amp;D Performers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical and Electronic Products</td>
<td>525</td>
<td>7.3</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>21</td>
<td>0.3</td>
</tr>
<tr>
<td>Machinery</td>
<td>443</td>
<td>6.2</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>458</td>
<td>6.4</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>148</td>
<td>2.1</td>
</tr>
<tr>
<td>Primary Textiles and Textile Products</td>
<td>27</td>
<td>0.4</td>
</tr>
<tr>
<td>Business Services</td>
<td>2,207</td>
<td>30.8</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>61</td>
<td>0.9</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>307</td>
<td>4.3</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>184</td>
<td>2.6</td>
</tr>
<tr>
<td>Patent Sector</td>
<td>4,381</td>
<td>61.1</td>
</tr>
</tbody>
</table>

Personnel Assigned to R&D

In addition to R&D expenditures and the number of firms engaged in R&D activities, personnel assigned to R&D is a third variable that indicates the key role played by the patent sector in the knowledge-based economy. This sector accounts for more than three quarters of total R&D-related employment.

<table>
<thead>
<tr>
<th>PATENT SECTOR</th>
<th>PERSONNEL ENGAGED IN R&amp;D (PERSON-YEARS)*</th>
<th>AS A PERCENTAGE OF TOTAL PERSONNEL ENGAGED IN R&amp;D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical and Electronic Products</td>
<td>22,972</td>
<td>30.0</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>252</td>
<td>0.3</td>
</tr>
<tr>
<td>Machinery</td>
<td>2,137</td>
<td>2.8</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>2,521</td>
<td>3.3</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>378</td>
<td>0.5</td>
</tr>
<tr>
<td>Primary Textiles and Textile Products</td>
<td>485</td>
<td>0.6</td>
</tr>
<tr>
<td>Business Services</td>
<td>17,480</td>
<td>22.9</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>128</td>
<td>0.2</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>4,050</td>
<td>5.3</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>6,993</td>
<td>9.1</td>
</tr>
<tr>
<td>Patent Sector</td>
<td>57,396</td>
<td>75.0</td>
</tr>
</tbody>
</table>

Note: * Because R&D may be performed either by people who work only on that activity or by people who devote only part of their time to it, it is necessary to estimate the full-time equivalent of R&D performed by people who work only part-time on it, to determine total R&D effort in terms of person-years.

COPYRIGHT

THE EMERGENCE OF THE KNOWLEDGE-BASED economy has led to a considerable increase in the importance given to various types of IP. Copyright is no exception. As a result of the new technologies made available to creators and the general public, opportunities to create and disseminate copyrighted works have expanded greatly, thereby creating new challenges in enforcing copyright law. New technologies have also had the effect of considerably expanding the range of products and services protected by copyright, to incorporate new forms of production, manufacture and distribution. This evolution in technology not only transformed the business model used by firms, by introducing new ways of doing things, but also compelled the most traditional among them to redefine themselves in order to withstand increased competition from the new markets.
Economic activity associated with copyright is of primary importance because of the commercial potential of the goods and services protected by copyright. Nonetheless, few studies have explored the economic significance of copyright in Canada, or tried to identify industries associated with it. The scarcity of data related to copyright may also explain the lack of studies on this economic sector. Unlike patents, for example, which require registration, the protection afforded by the Copyright Act in Canada is acquired automatically, once an idea is fixed, without the need for a formal registration.

This section starts with a novel definition of copyright industries. It then identifies the industries whose production consists primarily of copyrighted goods and services, assesses the economic importance of this sector in Canada, and finally measures the extent to which these industries are integrated to the knowledge-based economy.

**Definition of the Copyright Sector**

The *Copyright Act*

“COPYRIGHT, IN RELATION TO A WORK, means the sole right to produce or reproduce the work or any substantial part thereof in any material form whatever, to perform the work in public, if the work is unpublished, to publish the work or any substantial part thereof, and includes the sole right to produce or reproduce, perform or publish any translation or adaptation of the work, to make any sound recording and to communicate or present the work to the public.” (Mackaay and Gendreau, 2001). In Canada, copyright is granted under the Copyright Act, the purpose of which, like that of other IP legislation, is to encourage innovation and intellectual creativity, and facilitate the dissemination of the works that result from them.

The Copyright Act protects the original, fixed expression of an idea, for example the screenplay for a cinematographic work, an engineering plan or a sound recording. Any good or service protected by the Act is generally intangible in nature, since it represents the expression of an idea, despite the fact that it may have been fixed in a material form, such as paper, a CD-ROM, a diskette or another support. The Act protects artistic, dramatic, literary and musical works, as well as sound recordings, public performances and communication signals. Table 10 gives a brief list of the goods, services and activities protected by the Copyright Act. The Act also covers original compilations.

Goods and services protected by copyright have become more diverse with the advent of technological developments. As a result, new technologies on the market have transformed the ways in which information is produced and disseminated. In the context of copyright, the impact of these technologies has been both to intensify the phenomenon of digitalization of traditional works
(e-books, MP3 files, DVDs) and to expand the volume of digital products protected by copyright that are distributed on the market. These products are still literary works (e-books, software), dramatic works (multimedia games, DVDs) and musical works (MP3 files) and are protected by copyright in Canada.

Copyright is normally granted to creators, while neighbouring rights are granted to the following groups of agents: makers of sound recordings, radio and television broadcasters, and performers. The Act gives these groups a protection similar to copyright, the subject-matter of that protection being the derivative products resulting from their initiatives. It is this set of economic rights, copyright and neighbouring rights, that is traded in return for payment on Canadian and foreign markets. Table 11 shows a list of economic rights granted to the owners of these rights under the Copyright Act. The Act also gives creators moral rights which, unlike the economic rights sold and transferred in exchange for income, may not be transferred. They belong to the creator, although the creator may waive them, if he/she wishes. Given that there is no pecuniary gain to be made from moral rights, except where a dispute

---

**Table 10**

<table>
<thead>
<tr>
<th>Type of Work or Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literary</td>
<td>Books, newspapers, tables, computer programs, brochures, poems and compilations of literary works</td>
</tr>
<tr>
<td>Artistic</td>
<td>Paintings, drawings, sculptures, architectural works, engravings or photographs, works of artistic craftsmanship, drawings, maps, charts, plans and compilations of artistic works</td>
</tr>
<tr>
<td>Musical</td>
<td>Any work of music or musical composition, with or without words, and any compilation thereof</td>
</tr>
<tr>
<td>Dramatic</td>
<td>Any piece for recitation, choreographic work or mime, the scenic arrangement or acting form of which is fixed in writing or otherwise, cinematographic works and compilations of dramatic works</td>
</tr>
<tr>
<td>Sound Recordings</td>
<td>Recording, fixed in any material form, consisting of sounds, whether a performance of a work</td>
</tr>
<tr>
<td>Performer’s Performances</td>
<td>Performance of an artistic work, dramatic work or musical work; recitation or reading of a literary work, and an improvisation of a dramatic work, musical work or literary work, whether based on a pre-existing work</td>
</tr>
<tr>
<td>Communication Signals</td>
<td>Activity associated with the use of radio waves transmitted through space without any artificial guide, for reception by the public</td>
</tr>
</tbody>
</table>

arises, we shall not make any further reference to this type of rights, although it is important to note that they exists.

These various rights entitle their owners to receive royalties every time a commercial use is made of their works. For example, the author of a song may grant a performer a licence for his or her work to be communicated (right to communicate) and performed in public (right to give public performances).

<table>
<thead>
<tr>
<th>OWNERS</th>
<th>TYPE OF RIGHTS</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors and Creators</td>
<td>Copyright</td>
<td>• Right to reproduce, record and fix</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to perform in public</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to publish</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to translate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to communicate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to retransmit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to communicate to the public</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to remuneration for reproduction of sound recording for private use</td>
</tr>
<tr>
<td>Exclusive Distributors</td>
<td>Copyright</td>
<td>• Exclusive right to import, for books</td>
</tr>
<tr>
<td>Broadcasters</td>
<td>Neighbouring rights</td>
<td>• Right to record</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to reproduce authorized recordings</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to rebroadcast</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to remuneration for pay TV performances</td>
</tr>
<tr>
<td>Sound Recording Makers</td>
<td>Neighbouring rights</td>
<td>• Right to publish</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to reproduce</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to rent out</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to remuneration for performance in public and communication to the public</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to remuneration for reproduction of sound recordings for private use</td>
</tr>
<tr>
<td>Performers</td>
<td>Neighbouring rights</td>
<td>• Right to communicate, for unfixed works</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to fix</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to reproduce</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to rent out</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to remuneration for reproduction of sound recordings for private use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right to remuneration for performance in public and communication to the public of published sound recordings</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Right residuals, for actors</td>
</tr>
</tbody>
</table>

An author may also sell his right to fix and reproduce his work to a maker of sound recordings, or the right to communicate to a broadcaster, the right to retransmit to a cable distributor, and the right to publish to a publisher. In addition, under the Canadian private copying regime, the author receives a royalty for the reproduction of a sound recording for personal use. Performers, radio and television broadcasters and makers of sound recordings are given neighbouring rights in their new derivative products, such as a musical adaptation or compact disk, for which they, in turn, may claim payment from various users.

Economic Activity Associated with Copyright

The economic activity associated with the existence of copyright results from the sale of copyrighted goods and services for consumption. It includes buying and selling the copyright and neighbouring rights that are needed for the commercialisation of copyrighted works. Copyright and neighbouring rights are generally purchased by specialized industries, at various stages of the production and commercialisation process, while copyrighted goods and services are generally bought and sold on the final consumer market. In the latter case, the purchaser does not own the copyright and is merely the owner of the merchandise intended for his or her personal consumption.

The supply of the economic rights conferred under the Act and of copyrighted products is generated by the firms and individuals who conceive and produce copyrighted works: they are the creators. They are the ones who permit other commercial entities to reproduce, publish or communicate their works, by selling them directly or by allowing them to be used under licences. To facilitate the transfer of various economic rights, there are a number of intermediary agents on the market, whose services are generally retained by creators to administer their rights and grant licences to use their works. Their functions may also be performed by the creator, by the firm owning the copyright, by a specialized firm or by collective societies.

The demand for copyright and neighbouring rights comes from users: individuals and firms who need those rights in the course of their commercial activities. These users are generally found at the commercialisation and diffusion stages and must obtain appropriate permission to operate legally. Some of them are also major creators of protected works: for instance, radio and television stations produce programs broadcast over airwaves and purchase some copyrighted works from other industries, such as cultural industries. Other users in industries such as wholesale trade, distribution or public performances, must also purchase appropriate rights from creators in order to disseminate and distribute certain protected works. Movie houses, for instance, must purchase appropriate licences in order to communicate cinematographic works to
the public; other examples are licensed distributors of computer software programs or literary works.

We also note that the protected products are generally intended for consumers. To reach them, there are, in addition to firms that use economic rights, other major industries in the commercialisation and distribution process for copyrighted works that are not required to purchase rights. These include manufacturing and printing industries and some specialized retailers. The latter are closely associated with industries that create these works and are dependent on the protection afforded by the Copyright Act.

The Copyright Sector

We noted earlier that the rights conferred by the Act may be obtained and traded at various stages of the production and commercialisation process. We also described the close business relationships between creators and other firms that do not create works but constitute links in the distribution chain. For these reasons, we believe that the set of industries associated with copyright cannot be limited merely to those that create the works. This means that the copyright sector should include all the industries involved in the creation, production, reproduction, distribution and sale of works protected under the Copyright Act. To distinguish industries that create the works from other industries, the sector will be divided into two sub-groups: the principal industries, which create works, and the peripheral industries, which are involved in the commercialisation of copyrighted works regardless of whether they purchase economic rights.

Principal Industries

The principal industries create, conceive, produce and publish the works that make their way to the goods and services market. Firms engaged in activities related to creation, such as post-production activities for cinematographic works, are also included. Principal industries represent the core activity of innovation and intellectual creativity. The Copyright Act protects their products, whose conception and development require considerable investment in intellectual capital and time. The promotion and sale of their copyrighted products are their primary commercial activities; consequently, their income and their capacity to properly protect their intellectual capital are directly related to the existence of the Copyright Act and the enforcement of the Act. Principal industries are engaged in the various creative activities described in Table 12.
Based on that description, we note that an industry may produce different types of works. This is the case, for instance, of advertising agencies, which express their ideas in the form of models or sketches (artistic works) or scripts (literary works) before producing the final good, which may be a brochure (literary work) or a commercial (dramatic work). It is also important to note that
the principal activities described encompass more than the cultural activities that we generally associate with copyright. For example, in addition to cultural goods and services, we find a range of products generated by business services firms or information technology firms, such as architectural or engineering plans and models, computer programs and multimedia activities.

Peripheral Industries

By definition, peripheral industries include the economic industries engaged in the reproduction, distribution and sale of copyrighted goods and services. Most commonly, those industries are involved at the point when the copyrighted works are commercialized and distributed. Some are users of copyrighted products, while others are involved in marketing activities, in conjunction with industries that created the products. For the most part, their commercial roles make it possible for the products to be delivered to the ultimate consumer. A number of copyrighted products are sold on very competitive markets and would have no success without the operational input of other firms or individuals who specialize in promotion, distribution and sales. In order to reflect such circumstances, these activities are included in the peripheral industries group. Digital distribution, introduced by technological innovation, is also included in this category. Table 13 provides a list of activities peripheral to copyright from which the associated industries may be identified.

<table>
<thead>
<tr>
<th>TABLE 13</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>TYPE OF WORK</th>
<th>ACTIVITY</th>
<th>INDUSTRY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literary</td>
<td>Printing services</td>
<td>Printing and allied support activities</td>
</tr>
<tr>
<td></td>
<td>Binding services</td>
<td>Information services industries (press agencies, libraries, archives)</td>
</tr>
<tr>
<td></td>
<td>Wholesale trade</td>
<td>Book, periodical and newspaper wholesalers-distributors</td>
</tr>
<tr>
<td></td>
<td>Retail trade</td>
<td>Book and periodical stores</td>
</tr>
<tr>
<td></td>
<td>Retransmission services</td>
<td>Telecommunications industry</td>
</tr>
<tr>
<td></td>
<td>Promotional activities</td>
<td>Entertainment agencies and artists</td>
</tr>
<tr>
<td>Artistic</td>
<td>Reproduction services</td>
<td>Art dealers</td>
</tr>
<tr>
<td></td>
<td>Exhibition services</td>
<td>Telecommunications industry</td>
</tr>
<tr>
<td></td>
<td>Wholesale trade</td>
<td>Entertainment agencies and artists</td>
</tr>
<tr>
<td></td>
<td>Retail trade</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Retransmission services</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Promotional activities</td>
<td></td>
</tr>
</tbody>
</table>
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**Table 13 (Cont’d)**

**List of Peripheral Activities and Industries**

<table>
<thead>
<tr>
<th>Musical</th>
<th>Dramatic</th>
<th>Sound Recordings</th>
<th>Performer’s Performances</th>
<th>Communication Signals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• See Sound recordings …</td>
<td>• Services for public distribution and performance</td>
<td>• Wholesale trade</td>
<td>• Distribution services</td>
<td>• Cable distribution services</td>
</tr>
<tr>
<td></td>
<td>• Wholesale trade (distribution)</td>
<td>• Retail trade</td>
<td>• Promotional activities</td>
<td>• Retransmission services</td>
</tr>
<tr>
<td></td>
<td>• Retail trade</td>
<td>• Re-transmission services</td>
<td></td>
<td>• Promotional activities</td>
</tr>
<tr>
<td></td>
<td>• Promotional activities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• See Sound recordings …</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Motion picture and video distribution industry</td>
<td>• Motion picture and video exhibition industry</td>
<td>• Entertainment agencies and artists</td>
<td>• Cable distribution industry and other television broadcast distribution activities</td>
</tr>
<tr>
<td></td>
<td>• Motion picture and video exhibition industry</td>
<td>• Videocassette wholesalers</td>
<td>• Television broadcasting industry</td>
<td>• Radio broadcasting industry</td>
</tr>
<tr>
<td></td>
<td>• Pre-recorded tape, compact disk and record stores</td>
<td>• Entertainment agencies and artists</td>
<td>• Cable distribution industry and other television broadcast distribution activities</td>
<td>• Telecommunications industry</td>
</tr>
<tr>
<td></td>
<td>• Telecommunications industry</td>
<td>• Television broadcasting industry</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Economic Profile of Industries Associated with Copyright in Canada**

The role played by copyright in the Canadian economy takes on special importance because it involves a number of services industries that are at the very heart of the knowledge-based economy. Copyright is traditionally regarded as a tool most suited to the cultural sector. But as we saw earlier, the Canadian Copyright Act offers protection that extends to a number of other sectors of the economy. In fact, were it not for that protection, some firms would be unable to obtain adequate return on the investment in intellectual capital required for creating and distributing their products, or to obtain the full economic value of these products on the market. In the following sections, we examine the importance of the copyright sector in the Canadian economy using data on production, employment and foreign trade.
GDP of the Copyright Sector

The GDP of the copyright sector reached $65.9 billion in 2000, or nearly 7.4 percent of Canada’s GDP. The figure was $35.2 billion in 1992, which means that production in this sector has risen substantially in recent years. Today, the copyright sector is an important sectoral component of Canada’s economy whose production compares to that of the retail trade or wholesale trade industries. Production in the copyright sector is also higher than in other key Canadian industries such as forestry, agriculture and construction.

In addition, the sector shows markedly higher real growth than the rest of the Canadian economy. Between 1992 and 2000, this sector grew at an average real rate of 6.6 percent per year, which is higher than that of the Canadian economy as a whole (3.4 percent). Copyright sector growth also surpassed the growth of a number of other sectoral groups such as financial intermediaries and manufacturing. Over the same period, industries associated with copyright contributed 14.6 percent of Canada’s economic growth, making this sector an important source of the country’s economic growth. Table 14 shows the economic performance of the copyright sector for the period 1992-2000 alongside that of other sectoral groups.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing Industries</td>
<td>151.7</td>
<td>5.5</td>
<td>17.1</td>
<td>28.0</td>
</tr>
<tr>
<td>Financial Intermediaries and Insurance Industries</td>
<td>142.5</td>
<td>3.3</td>
<td>16.1</td>
<td>15.8</td>
</tr>
<tr>
<td>Copyright Industries</td>
<td>65.9</td>
<td>6.6</td>
<td>7.4</td>
<td>14.6</td>
</tr>
<tr>
<td>Retail Trade Industries</td>
<td>53.8</td>
<td>4.5</td>
<td>6.1</td>
<td>8.1</td>
</tr>
<tr>
<td>Wholesale Trade Industries</td>
<td>56.1</td>
<td>6.3</td>
<td>6.3</td>
<td>11.8</td>
</tr>
<tr>
<td>Health and Social Services Industries</td>
<td>52.3</td>
<td>-0.2</td>
<td>5.9</td>
<td>-0.3</td>
</tr>
</tbody>
</table>

Principal Industries

The principal industries make up 65 percent of the copyright sector (Table 15). In 2000, the principal industries’ share of Canada’s GDP was 4.8 percent, or $42.8 billion. These industries, which encompass firms that create copyrighted works, cut across the various sectors of the Canadian economy and account for a significant portion of knowledge-based industries.
Table 15

GDP of the Copyright Sector

<table>
<thead>
<tr>
<th>Copyright Sector</th>
<th>GDP (2000) ($Billion)</th>
<th>Average Annual Rate of Real Growth (1992-2000) (%)</th>
<th>As a Percentage of GDP of Copyright Sector (2000) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principal Industries</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Creation</td>
<td>2.69</td>
<td>6.6</td>
<td>4.1</td>
</tr>
<tr>
<td>Publishing Industry and Combined Printing and Publishing Industries</td>
<td>4.43</td>
<td>0.7</td>
<td>6.7</td>
</tr>
<tr>
<td>Sound Recording Production</td>
<td>0.18</td>
<td>6.6</td>
<td>0.3</td>
</tr>
<tr>
<td>Production and Distribution of Motion Pictures and Audiovisual Materials</td>
<td>1.95</td>
<td>9.7</td>
<td>3.0</td>
</tr>
<tr>
<td>Telecommunication Broadcasting Industry</td>
<td>3.00</td>
<td>2.4</td>
<td>4.6</td>
</tr>
<tr>
<td>Artistic Production</td>
<td>1.37</td>
<td>6.6</td>
<td>2.1</td>
</tr>
<tr>
<td>Business Services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer Services and Related Services</td>
<td>14.94</td>
<td>18.4</td>
<td>22.7</td>
</tr>
<tr>
<td>Architecture and Engineering Services and Other Scientific and Technical Services</td>
<td>11.73</td>
<td>5.8</td>
<td>17.8</td>
</tr>
<tr>
<td>Advertising Services</td>
<td>2.48</td>
<td>4.3</td>
<td>3.8</td>
</tr>
<tr>
<td>Peripheral Industries</td>
<td>23.17</td>
<td>4.9</td>
<td>35.1</td>
</tr>
<tr>
<td>Reproduction Activities</td>
<td>5.17</td>
<td>(0.1)</td>
<td>7.8</td>
</tr>
<tr>
<td>Retail Sales Activities</td>
<td>3.94</td>
<td>6.2</td>
<td>6.0</td>
</tr>
<tr>
<td>Wholesale Sales Activities</td>
<td>0.72</td>
<td>6.6</td>
<td>1.1</td>
</tr>
<tr>
<td>Telecommunication/Dissemination Activities</td>
<td>13.34</td>
<td>6.0</td>
<td>20.2</td>
</tr>
<tr>
<td>Total</td>
<td>65.94</td>
<td>6.6</td>
<td>100.0</td>
</tr>
</tbody>
</table>

This group of industries includes two key sub-sectors: cultural industries and business services. Value added by those sub-sectors in 2000 amounted to $14.6 billion and $29.1 billion, respectively. Business services surpasses the cultural industries, with higher average annual real growth over the period 1992-2000: 10.5 percent as compared to 3.7 percent for the cultural industries. The significant growth of business services is largely explained by the rapid growth of computer services, which registered an average annual growth rate of 18.4 percent over the period studied. In the cultural industries, the motion picture and video production and distribution industry had one of the best performances, with an average real growth rate of 9.7 percent per year.
Peripheral Industries

The peripheral industries, which are made up of firms engaged in the reproduction, distribution, dissemination and sale of copyright goods and services, account for the remainder of commercial production in the copyright sector. Their production amounts to $23.2 billion, 35.1 percent of the value added of the sector (Table 15). This group had an average rate of real growth of 4.9 percent per year, which is higher than the rate of the Canadian economy. A significant proportion of that production was generated by industries associated with communication (cable distribution and telecommunication services), which account for 57.6 percent of the peripheral industries’ value added. The peripheral activities associated with the wholesale and retail trades are underestimated, because of the difficulty of obtaining detailed statistical data for these activities. In 2000, the value added in the wholesale and retail trade involving copyright products was estimated at $4.7 billion, or 7.1 percent of the GDP in the copyright sector. Reproduction activities totalled $5.2 billion, or 7.8 percent of the GDP in the copyright sector.

Employment in the Copyright Sector

The Canadian work force employed in the copyright sector is composed of industrial employees and self-employed workers. In 1999, the sector employed 5.7 percent of the industrial work force, about 663,000 jobs, and 10.6 percent of the self-employed work force, or 260,200 jobs. During the period 1992-99, total employment generated by the copyright sector grew at an average rate of 5.3 percent per year, three times more rapidly than employment in the Canadian economy (1.4 percent). The sector’s contribution to job creation in Canada was significant, in that it provided 15.2 percent of the new industrial jobs and 24.7 percent of self-employment during the period in question. Table 16 sets out the figures relating to the work force in the copyright sector.

<table>
<thead>
<tr>
<th>TABLE 16</th>
</tr>
</thead>
</table>

**Employment in the Copyright Sector, 1999**

<table>
<thead>
<tr>
<th></th>
<th>Industrial Jobs</th>
<th>Self-Employment</th>
<th>Total Work Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of Employment</td>
<td>663,172</td>
<td>260,200</td>
<td>923,372</td>
</tr>
<tr>
<td>As a Percentage of Total Employment in Canada</td>
<td>5.7</td>
<td>10.6</td>
<td>6.5</td>
</tr>
<tr>
<td>Average Annual Rate of Growth (1992-99)</td>
<td>4.3</td>
<td>8.5</td>
<td>4.5</td>
</tr>
<tr>
<td>Contribution to Employment Growth in Canada (1992-99)</td>
<td>15.2</td>
<td>24.8</td>
<td>20.9</td>
</tr>
</tbody>
</table>
Industrial Employment

Industrial jobs in the copyright sector are primarily concentrated in business services, which represent 43.8 percent of the sector’s industrial employment. Employment in business services grew at an average rate of 10.0 percent per year, while in the other copyright sector industries — cultural industries and peripheral industries — the average annual rate of growth was 1.1 percent. The performance of business services also surpassed that of the Canadian economy as a whole, where industrial employment grew at a rate of 1.6 percent per year. Of all of the industries associated with copyright, computer services, architectural, engineering and related services, and radio and television broadcasting accounted for the largest share. These three groups of industries represented 20.7 percent, 23.1 percent and 15.4 percent, respectively, for a total of 59.2 percent of industrial employment in the copyright sector.

<table>
<thead>
<tr>
<th>Table 17</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Industrial Jobs in the Copyright Sector</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Literary Works</td>
</tr>
<tr>
<td>Book Publishing Industry</td>
</tr>
<tr>
<td>Newspaper, Magazine and Periodical Industry</td>
</tr>
<tr>
<td>Computer and Related Services</td>
</tr>
<tr>
<td>Communication Signals</td>
</tr>
<tr>
<td>Television and Radio Broadcasting Services</td>
</tr>
<tr>
<td>Artistic and Dramatic Works</td>
</tr>
<tr>
<td>Advertising Services</td>
</tr>
<tr>
<td>Architecture and Engineering Services and Other Scientific and Technical Services</td>
</tr>
<tr>
<td>Motion Picture and Video Production and Distribution</td>
</tr>
<tr>
<td>Theatres and Other Shows</td>
</tr>
<tr>
<td>Photographers</td>
</tr>
<tr>
<td>Peripheral Activities</td>
</tr>
<tr>
<td>Motion Picture Projection</td>
</tr>
<tr>
<td>Telecommunication Services</td>
</tr>
<tr>
<td>Commercial Printing Industry</td>
</tr>
<tr>
<td>Plate-making, Typesetting and Bindery Industry</td>
</tr>
<tr>
<td>Copyright Sector</td>
</tr>
</tbody>
</table>
Self-employment

In 1999, the Canadian copyright sector accounted for 10.6 percent of self-employed workers, compared to 7.6 percent in 1992. These workers were primarily in two sub-sectors: information, culture and recreation industries, and business services. A total of 260,200 persons, or 28 percent of the total workforce associated with the copyright sector, were in this group. Of that total, 30.2 percent worked in the information, culture and recreation industries. Business services accounted for 181,600 workers, or 69.8 percent of that total. The average annual rates of growth in these sub-sectors were 6.0 percent and 9.8 percent, respectively, over the period 1992-99. By way of comparison, we note that the annual rate of growth of self-employment in all Canadian industries was 3.6 percent over that period.

Labour Productivity in the Copyright Sector

The copyright sector’s contribution to Canada’s labour productivity growth was valued at 3.67 percent for the 1989-98 period. Despite the limited impact on Canada’s productivity growth as a whole, some copyright related industries were highly productive, thus efficient, during that time. Among the most productive were the telecommunication broadcasting, telecommunication carriers and wholesale trade industries, which posted annual growth rates of labour productivity of 2.28 percent, 2.86 percent and 2.53 percent, respectively, double the national rate. Lower or negative compounded growth rates of labour productivity were observed in the printing and publishing industries and some

---

**Table 18**

**Self-employment in the Copyright Sector**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>All Industries</td>
<td>2,462,900</td>
<td>3.63</td>
</tr>
<tr>
<td>Architectural, Engineering and Design Services</td>
<td>72,200</td>
<td>6.01</td>
</tr>
<tr>
<td>Computer System Design Services</td>
<td>65,600</td>
<td>21.38</td>
</tr>
<tr>
<td>Advertising and Related Services</td>
<td>19,700</td>
<td>4.37</td>
</tr>
<tr>
<td>Other Professional Services</td>
<td>24,100</td>
<td>7.42</td>
</tr>
<tr>
<td>Information, Culture and Recreation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Publishing</td>
<td>5,400</td>
<td>(5.12)</td>
</tr>
<tr>
<td>Motion Picture and Sound Recording Industries</td>
<td>12,500</td>
<td>16.09</td>
</tr>
<tr>
<td>Radio, Television and Telecommunications</td>
<td>3,200</td>
<td>0.45</td>
</tr>
<tr>
<td>Information Services and Data Processing Services</td>
<td>3,200</td>
<td>1.42</td>
</tr>
<tr>
<td>Performing Arts, Spectator Sports and Related Activities</td>
<td>54,300</td>
<td>6.61</td>
</tr>
<tr>
<td>Copyright Sector, Total</td>
<td>260,200</td>
<td>8.49</td>
</tr>
</tbody>
</table>
business services. Table 19 shows labour productivity figures in the copyright sector over the 1989-98 period.

Foreign Trade

On the international scene, Canada is a net importer of copyrighted goods and services. In 1999, exports in the copyright sector amounted to $8.9 billion, while imports reached $9.7 billion. The trade deficit in the copyright sector came to $761 million, compared to $1.2 billion in 1992. This suggests a slight improvement in the copyright sector balance of trade in recent years. The deficit is primarily attributable to trade in goods, where the shortfall was $2.9 billion, which was partially offset by a $2.2 billion surplus in business services.

Exports of copyrighted goods and services grew at a faster rate than imports: 16.0 percent compared to 12.1 percent. Nonetheless, production in the copyright sector continues to be directed primarily at the domestic market. The popularity of American culture and the proximity of the Canadian and U.S. markets are some of the reasons that explain the United States’ position as Canada’s dominant trading partner. We note that the Canadian copyright sector depends heavily on the United States in its international trade, with nearly 53.9 percent of business services and 91.7 percent of copyrighted goods exported going to the U.S. market. As well, the majority of goods (84.1 percent) and services (77.3 percent) imported come from the United States.
INTEGRATION OF THE COPYRIGHT SECTOR TO THE KNOWLEDGE-BASED ECONOMY

The modern economy is characterized by the growing significance of new technologies as inputs, a high demand for skilled labour, and rapid development in the intensely knowledge-based services (OECD, 1996). These factors have a direct influence on the capacity of national economies to increase their productivity and competitiveness, the determining factors of economic growth.

In Canada, the similar structural changes are observed in the economy. Canadian industries are increasingly knowledge- and new technology-intensive, and the manufacturing and services sectors are more innovative than before. That trend, apparent in the increased use of both technologies and skilled labour, is a determining factor in preserving Canada’s competitive advantage and improving its productivity (Gera, Gu and Lee, 1998). These characteristics associated with innovative sectors of the Canadian economy are also present in the copyright sector. They are easily seen in the more technological sub-sectors of copyright, such as computer services and communications, but they are also found in the more traditional industries such as the cultural industries.

Preponderance of Services in the Copyright Sector

The copyright sector consists of a number of knowledge-intensive services industries, such as business services and the cultural industries. In 2000, copyright-related services industries accounted for 85.5 percent of the sector’s value added, or $56.3 billion. This group of industries also grew significantly during the period 1992-2000, at an annual rate of 9.7 percent, surpassing the average annual rate of growth of services industries in Canada, which was 3.6 percent.

| TABLE 20 |
| FOREIGN TRADE IN THE COPYRIGHT SECTOR, 1999 |

<table>
<thead>
<tr>
<th></th>
<th>EXPORTS ($)Billion</th>
<th>IMPORTS ($)Billion</th>
<th>BALANCE OF TRADE ($)Billion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goods</td>
<td>2.395</td>
<td>5.366</td>
<td>(2.970)</td>
</tr>
<tr>
<td>Services</td>
<td>6.552</td>
<td>4.343</td>
<td>2.209</td>
</tr>
<tr>
<td>Total</td>
<td>8.948</td>
<td>9.709</td>
<td>(0.761)</td>
</tr>
<tr>
<td>As a Percentage of the Copyright Sector's GDP (1999)</td>
<td>15.0</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td>Average Annual Rate of Growth, 1992-99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goods</td>
<td>20.7</td>
<td>12.6</td>
<td>n.a.</td>
</tr>
<tr>
<td>Services</td>
<td>14.6</td>
<td>11.4</td>
<td>n.a.</td>
</tr>
<tr>
<td>Total</td>
<td>16.0</td>
<td>12.1</td>
<td>n.a.</td>
</tr>
</tbody>
</table>
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In fact, copyright affects a significant portion of the production in sectors of the Canadian economy that have experienced strong growth. In 2000, nearly a third (29.3 percent) of the production of information technology industries was directly protected by copyright. That includes the production of the computer services and cable distribution industries, which have a key role in the copyright sector. Similarly, nearly 53 percent of the production of business services was directly protected by copyright. These include computer services, advertising services, architecture and engineering, and other related services.

Importance of New Technologies in the Copyright Sector

There are two aspects to the importance of new technologies in the copyright sector: the participation of copyright industries in creating new technologies, and the use of these technologies by the copyright sector. The creation of new technologies is, however, concentrated in a few copyright industries. In 2000, R&D activities accounted for nearly 8.2 percent of GDP of copyright sector industries that perform R&D ($1.7 billion). However, we note that such expenditures are primarily concentrated in three industries: computer services, engineering and scientific services, and communications. Despite the unequal distribution of R&D expenditures in the sector, they were higher as a proportion of sector value added (2.5 percent) than in the economy (1.1 percent).

Fixed asset expenditures in the copyright sector [construction and purchase of machinery and equipment (M&E)] totalled $10.5 billion in 1999, or 17.7 percent of the sector’s GDP. For comparative purposes, capital expenditures in all industries amounted to 23.1 percent of Canada’s GDP. M&E expenditures as a proportion of total capital expenditures were 72.1 percent for the copyright sector, compared to 43.7 percent for the economy as a whole.
This indicator, which can be used to estimate the level of adoption, use and integration of new technologies in a sector, suggests their widespread use in the copyright sector.

Demand for Skilled Workers in the Copyright Sector

The copyright sector is one of the largest employers of skilled labour in Canada. In 1999, it employed 21 percent of Canada’s knowledge-based labour, or twice as many workers as in 1992. Both cultural industries and business services benefited from this skilled work force. Creators of copyrighted products are well represented in it. In 1999, 404,200 creators were working in the Canadian copyright sector: architects, engineers, technicians, publicists, computer scientists, graphic artists, writers, translators and professionals in arts and culture. Other Canadian industries, such as education, manufacturing and other business services, provided work to 643,100 other creators of works. For these professionals, the copyright sector was one of the most important employers in Canada, with an average annual growth rate of 11.5 percent.

The copyright sector is relatively well integrated to the knowledge-based economy; it is involved in creating new technologies and in distributing them on the market. However, creation of new technologies is still concentrated in business services. What distinguishes the copyright sector from the rest of the economy is the predominant role played in it by knowledge-intensive services and the skill level of its work force. To summarize, the copyright sector is an active participant in the new knowledge-based economy.

TRADE-MARKS

In Canada, trade-mark protection is conferred by the Trade-marks Act. The Act requires registration with CIPO. It provides legal protection for various types of marks, including trade-marks, certification marks, distinguishing guises, geographic indications and official marks.

Like other types of IP, trade-marks are by nature intangible. Their purpose is to protect the distinctive elements and reputation of a product on the market. Firms must invest in establishing and maintaining their reputation and the image of their products on the market. Marketing expenditures are regarded as investment by the firm in establishing a product’s image. But generally, it is the total resources that a firm devotes to establishing and maintaining good relations with its customers or suppliers, or to establishing a reputation for reliability in after-sale service, that represents the investment in a trade-mark. If there were no right of ownership, competitors would easily be able to appropriate that reputation. Accordingly, trade-marks establish the ownership rights
that firms may use to ensure that they will receive a fair return on their investment.

Trade-marks benefit two groups of economic agents: consumers and trade-mark owners. To consumers, a trade-mark conveys information regarding the source and quality of a product, so that they can avoid putting costly resources into looking for information. While they derive no pecuniary benefit from trade-marks, the latter have a considerable influence on individuals’ consumption behaviour and provide them with economic benefits (Landes and Posner, 1987).

To the firm, a trade-mark may mean that it is able to differentiate its goods and services from others on the market, and to protect the investment it has made in developing new products or improving existing products. If no protection were available, the investment made in promotional activities and in R&D would be jeopardized by other, less innovative firms stealing the limelight. Those firms would be able to take advantage of a competing product’s good name by marketing their products under the recognized mark of the innovating firm. In that case, the innovative firm would be unable to earn any return on its investment or to preserve its commercial reputation on the market (Posner and Lander, 1987). Differentiating between products by using a trade-mark allows the firm that owns the trade-mark to charge what is often a higher price than that charged by manufacturers of similar products. Accordingly, the firm is able to recover the costs of activities associated with this kind of strategy, such as market analyzes, quality standard development and advertising (Allegrezza and Guard-Rauchs, 1999).

Trade-marks allow for product differentiation, something that may be essential in a very competitive market to ensure that market share is preserved. Final consumption sectors often have such characteristics, and it may be expected that these industries will make intensive use of this particular IP right. This is what we examine in the following sections.

**Definition of the Trade-mark Sector**

**Trade-mark-intensive industries** are defined as industries that make the relatively greatest use of this type of IP in their commercial activities. In theory, identifying these industries would require that existing Canadian trade-marks be classified by industry. In practice, this approach — analyzing the inventory of active registered trade-marks in Canada — is difficult, given that there is no direct concordance between the industrial classifications suggested by the Trade-marks Office and the ones used by Statistics Canada. As well, Canada is not a signatory to the Madrid Protocol, and so CIPO does not adhere strictly to the international industrial classification suggested by that agreement.
For the purposes of our study, the approach selected for identifying trade-mark-intensive industries was to develop an index of relative trade-mark intensity. That index was constructed using information obtained about the number of trade-mark registrations with CIPO and about advertising and marketing expenditures. This enabled us to classify Canadian industries according to their propensity to use trade-marks as a protective measure. The group of Canadian industries that are most sensitive to the protection afforded by the Trade-marks Act could then be identified. The study presents an index of relative trade-mark intensity, and proposes a definition of the trade-mark-intensive sector as a whole. It also creates an economic profile of this sector and assesses the extent to which it is integrated to the knowledge-based economy.

**INDEX OF RELATIVE TRADE-MARK INTENSITY**

The number of trade-marks that a firm owns may be influenced by its diversification strategy, its size and its IP strategy. The index of relative trade-mark intensity may be defined simply as the number of trade-marks the firm owns, corrected for firm size. However, we were unable to obtain data on the total number of trade-marks owned by firms. Data were available on registrations for only one year. An index based on one year is not reliable, because it is heavily influenced by the cyclical movements of industries. To remedy this problem, we used a two-dimensional indicator: the industries’ relative propensity to register trade-marks and the relative propensity to make advertising and marketing expenditures. Advertising and marketing expenditures are made by firms to establish and preserve their reputation on the market. They reflect the past and present strategic choices made by firms. For the purposes of this study, we make the hypothesis that those expenditures are sufficiently closely linked to the total number of trade-marks owned by a firm to be a good approximation of the latter figure. The index that we use is thus made of two indicators: trade-mark registrations for one year, and advertising expenditures which, to some extent, corrects for the cyclical movements in the first variable.

**Number of Trade-mark Registrations**

The first indicator in the relative trade-mark intensity index is the number of trade-mark registrations per dollar of GDP. It reflects the importance of trade-mark registrations to an industry, that is, the relative propensity to register trade-marks. It was constructed using the information in CIPO’s trade-marks data base. That indicator considers new trade-marks registered by Canadian companies for three reference years: 1979, 1989 and 1999. To calculate the index, each trade-mark was associated with an industry using the 1980 Standard Industrial Classification (SIC). This matching process, carried out using the Statistics Canada business register, made it possible to code more
than half of the new trade-marks registered in 1979, 1989 and 1999. Nearly 66 percent of the trade-marks were assigned an appropriate SIC code for 1999, against 44 percent for 1989, and 54 percent for 1979. Once again, incorrect or missing addresses, changes in firms’ names, and closings and mergers were some of the reasons why some trade-marks could not be coded.

The number of registrations per industry thus obtained was divided by the value added (GDP) of the industry to reflect its size. Industries were then ranked in descending order and separated into three equal groups, identified in Table 22, to represent levels of intensity: low (3), moderate (2) and high (1).

**TABLE 22**

**RELATIVE PROPENSITY TO REGISTER TRADE-MARKS, 1979, 1989 AND 1999**

*(NUMBER OF TRADE-MARK REGISTRATIONS PER $Billion GDP)*

<table>
<thead>
<tr>
<th></th>
<th>1999</th>
<th>1989</th>
<th>1979</th>
<th>GROUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leather and Allied Products</td>
<td>55.35</td>
<td>15.36</td>
<td>2.79</td>
<td>1</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>38.16</td>
<td>37.80</td>
<td>5.12</td>
<td>1</td>
</tr>
<tr>
<td>Financial Intermediaries</td>
<td>36.23</td>
<td>29.01</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Tobacco Products</td>
<td>32.53</td>
<td>12.08</td>
<td>4.72</td>
<td>1</td>
</tr>
<tr>
<td>Clothing</td>
<td>26.91</td>
<td>38.68</td>
<td>4.10</td>
<td>1</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>25.90</td>
<td>59.31</td>
<td>19.35</td>
<td>1</td>
</tr>
<tr>
<td>Food</td>
<td>24.56</td>
<td>25.88</td>
<td>8.50</td>
<td>1</td>
</tr>
<tr>
<td>Beverage</td>
<td>22.93</td>
<td>17.04</td>
<td>4.89</td>
<td>1</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>18.49</td>
<td>26.23</td>
<td>10.69</td>
<td>1</td>
</tr>
<tr>
<td>Associations</td>
<td>17.67</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Textile Products</td>
<td>16.28</td>
<td>28.72</td>
<td>7.76</td>
<td>1</td>
</tr>
<tr>
<td>Insurance</td>
<td>15.73</td>
<td>8.95</td>
<td>2.93</td>
<td>1</td>
</tr>
<tr>
<td>Wholesale Trade</td>
<td>15.20</td>
<td>19.09</td>
<td>7.96</td>
<td>1</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>14.88</td>
<td>10.97</td>
<td>2.56</td>
<td>1</td>
</tr>
<tr>
<td>Business Services</td>
<td>14.79</td>
<td>9.83</td>
<td>2.19</td>
<td>1</td>
</tr>
<tr>
<td>Amusement and Recreation Services</td>
<td>14.06</td>
<td>7.59</td>
<td>1.44</td>
<td>1</td>
</tr>
<tr>
<td>Printing, Publishing and Allied Industries</td>
<td>13.37</td>
<td>10.65</td>
<td>1.28</td>
<td>1</td>
</tr>
<tr>
<td>Farm Services</td>
<td>13.12</td>
<td>15.54</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Insurance and Real Estate Agencies</td>
<td>10.45</td>
<td>6.66</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>10.03</td>
<td>12.86</td>
<td>7.84</td>
<td>2</td>
</tr>
<tr>
<td>Financial Intermediaries and Insurance</td>
<td>9.73</td>
<td>6.05</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Storage and Warehousing</td>
<td>9.16</td>
<td>4.23</td>
<td>1.51</td>
<td>2</td>
</tr>
<tr>
<td>Non-metal Mineral Products</td>
<td>8.84</td>
<td>4.89</td>
<td>1.12</td>
<td>2</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>7.96</td>
<td>8.83</td>
<td>2.07</td>
<td>2</td>
</tr>
<tr>
<td>Electrical and Electronic Products</td>
<td>7.89</td>
<td>11.75</td>
<td>2.65</td>
<td>2</td>
</tr>
<tr>
<td>Personal and Household Services</td>
<td>7.87</td>
<td>3.71</td>
<td>0.19</td>
<td>2</td>
</tr>
<tr>
<td>Food Services</td>
<td>7.76</td>
<td>5.73</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Primary Textiles</td>
<td>7.57</td>
<td>8.96</td>
<td>0.89</td>
<td>2</td>
</tr>
<tr>
<td>Machin ery</td>
<td>7.45</td>
<td>5.58</td>
<td>1.57</td>
<td>2</td>
</tr>
<tr>
<td>Other Services Industries</td>
<td>6.03</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Wood</td>
<td>5.99</td>
<td>3.70</td>
<td>2.37</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 22 (cont’d)

Relative Propensity to Register Trade-Marks, 1979, 1989 and 1999
(Number of Trade-Mark Registrations per $Billion GDP)

<table>
<thead>
<tr>
<th>Group</th>
<th>1999</th>
<th>1989</th>
<th>1979</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metal Products</td>
<td>5.70</td>
<td>4.48</td>
<td>2.03</td>
<td>2</td>
</tr>
<tr>
<td>Paper and Allied Products</td>
<td>4.88</td>
<td>5.64</td>
<td>0.52</td>
<td>2</td>
</tr>
<tr>
<td>Sand and Gravel Pits</td>
<td>4.10</td>
<td>0.00</td>
<td>3.08</td>
<td>2</td>
</tr>
<tr>
<td>Communications</td>
<td>3.91</td>
<td>2.31</td>
<td>0.51</td>
<td>2</td>
</tr>
<tr>
<td>Accommodation</td>
<td>3.06</td>
<td>3.94</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Mining Services</td>
<td>2.85</td>
<td>4.12</td>
<td>0.45</td>
<td>3</td>
</tr>
<tr>
<td>Rubber Products</td>
<td>2.77</td>
<td>8.57</td>
<td>0.00</td>
<td>3</td>
</tr>
<tr>
<td>Agricultural Industries</td>
<td>2.67</td>
<td>2.41</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Primary Metal Industries</td>
<td>2.34</td>
<td>1.46</td>
<td>0.65</td>
<td>3</td>
</tr>
<tr>
<td>Construction</td>
<td>2.15</td>
<td>0.95</td>
<td>0.06</td>
<td>3</td>
</tr>
<tr>
<td>Health and Social Services</td>
<td>1.86</td>
<td>1.03</td>
<td>0.10</td>
<td>3</td>
</tr>
<tr>
<td>Transportation</td>
<td>1.58</td>
<td>1.29</td>
<td>0.15</td>
<td>3</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>1.36</td>
<td>1.32</td>
<td>0.27</td>
<td>3</td>
</tr>
<tr>
<td>Educational Services</td>
<td>1.28</td>
<td>0.58</td>
<td>0.03</td>
<td>3</td>
</tr>
<tr>
<td>Mines</td>
<td>1.24</td>
<td>0.69</td>
<td>0.18</td>
<td>3</td>
</tr>
<tr>
<td>Crude Oil and Natural Gas</td>
<td>0.82</td>
<td>0.59</td>
<td>0.07</td>
<td>3</td>
</tr>
<tr>
<td>Other Public Services</td>
<td>0.51</td>
<td>1.04</td>
<td>0.00</td>
<td>3</td>
</tr>
<tr>
<td>Forestry and Forestry</td>
<td>0.43</td>
<td>0.20</td>
<td>0.00</td>
<td>3</td>
</tr>
<tr>
<td>Real Estate Services</td>
<td>0.41</td>
<td>0.91</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Provincial and Territorial Governments</td>
<td>0.23</td>
<td>0.30</td>
<td>0.29</td>
<td>3</td>
</tr>
<tr>
<td>Local Government Services</td>
<td>0.22</td>
<td>0.19</td>
<td>0.00</td>
<td>3</td>
</tr>
<tr>
<td>Fishing and Trapping</td>
<td>0.00</td>
<td>0.89</td>
<td>0.00</td>
<td>3</td>
</tr>
</tbody>
</table>

All Canadian industries in the two-digit SIC for 1980, with the exception of three industries, registered trade-marks in one of the three reference years. That result, which is consistent with the economic literature on trade-marks, suggests that this type of IP is commonly used by all sectors of the economy and represents practically all products found on the market (Maskus, 2000).

The industrial classification for 1999 is relatively similar to those for 1979 and 1989. In fact, 14 of the 17 industries in group (1) were in the same group in 1989, and nine were in that group for the three reference years. It is worth noting that, in general, the average intensity of trade-marks has risen sharply over the last 20 years, that is, between 1979 and 1999.

Industries that exhibit high propensities to register trade-marks include clothing, food and beverage, and tobacco products. Financial services, insurance, business services, wholesale trade, recreation and amusement, as well as chemical products, and refined petroleum and coal products were also in that group. For the most part, those industries are the ones serving the final goods and services market, which confirms the key role played by trade-marks in the choices made by consumers.
Advertising and Marketing Expenditures

The second indicator in the relative trade-mark intensity index is advertising and marketing expenditures per dollar of GDP. That indicator is used to make up for the lack of data on existing trade-marks.

We have assumed that the value of existing trade-marks may be preserved by making advertising and marketing expenditures. Accordingly, the higher the number of existing trade-marks for a firm, the higher its advertising and marketing expenditures will be. Those expenditures should be strongly correlated with the total number of existing trade-marks and will provide a good approximation of that number. Indeed, our sample shows a rank correlation of 0.74 between trade-mark registrations and marketing expenses. This is consistent with the fact that marketing and advertising expenditures are crucial factors in selling a new product and establishing a commercial reputation in order to acquire market share (Nakamura, 1999).

Expenditures on advertising and marketing by Canadian industries were extracted from Statistics Canada’s 1996 input-output data. Table 23 shows the importance of advertising and marketing expenditures relative to value-added in Canadian industries corresponding to the two-digit 1980 SIC. As was done for the first indicator, dealing with relative propensity to register trade-marks, industries have been ranked in descending order and divided into three groups, representing high (1), moderate (2) and low (3) importance.

<table>
<thead>
<tr>
<th>Industry</th>
<th>Advertising and Marketing Expenditures in Relation to Value Added (Advertising Expenditures per $Million Value Added)</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beverage</td>
<td>154.13</td>
<td>1</td>
</tr>
<tr>
<td>Tobacco Products</td>
<td>100.98</td>
<td>1</td>
</tr>
<tr>
<td>Food</td>
<td>92.71</td>
<td>1</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>67.81</td>
<td>1</td>
</tr>
<tr>
<td>Amusement and Entertainment Services</td>
<td>61.77</td>
<td>1</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>55.59</td>
<td>1</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>44.43</td>
<td>1</td>
</tr>
<tr>
<td>Leather and Allied Products</td>
<td>38.84</td>
<td>1</td>
</tr>
<tr>
<td>Rubber Products</td>
<td>35.17</td>
<td>1</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>33.85</td>
<td>1</td>
</tr>
<tr>
<td>Associations and Other Services</td>
<td>32.68</td>
<td>1</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>31.27</td>
<td>1</td>
</tr>
<tr>
<td>Textile Products</td>
<td>31.00</td>
<td>1</td>
</tr>
</tbody>
</table>
## Table 23 (cont’d)

**Relative Importance of Promotional Activities, 1996**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Advertising and Marketing Expenditures in Relation to Value Added (Advertising Expenditures per $Million Value Added)</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial Intermediaries</td>
<td>30.57</td>
<td>1</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>28.30</td>
<td>1</td>
</tr>
<tr>
<td>Electrical and Electronic Products</td>
<td>23.85</td>
<td>1</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>23.55</td>
<td>1</td>
</tr>
<tr>
<td>Personal and Household Services</td>
<td>22.83</td>
<td>2</td>
</tr>
<tr>
<td>Accommodation and Food Services</td>
<td>21.72</td>
<td>2</td>
</tr>
<tr>
<td>Other Organizations</td>
<td>21.45</td>
<td>2</td>
</tr>
<tr>
<td>Clothing</td>
<td>20.80</td>
<td>2</td>
</tr>
<tr>
<td>Communications</td>
<td>17.66</td>
<td>2</td>
</tr>
<tr>
<td>Paper and Allied Products</td>
<td>17.39</td>
<td>2</td>
</tr>
<tr>
<td>Business Services</td>
<td>16.79</td>
<td>2</td>
</tr>
<tr>
<td>Machinery</td>
<td>13.52</td>
<td>2</td>
</tr>
<tr>
<td>Primary Textiles</td>
<td>13.38</td>
<td>2</td>
</tr>
<tr>
<td>Printing, Publishing and Allied Industries</td>
<td>13.34</td>
<td>2</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>13.28</td>
<td>2</td>
</tr>
<tr>
<td>Non-metallic Mineral Products</td>
<td>11.79</td>
<td>2</td>
</tr>
<tr>
<td>Transportation</td>
<td>10.17</td>
<td>2</td>
</tr>
<tr>
<td>Metal Products</td>
<td>8.85</td>
<td>2</td>
</tr>
<tr>
<td>Provincial and Territorial Governments</td>
<td>8.57</td>
<td>2</td>
</tr>
<tr>
<td>Federal Government</td>
<td>7.38</td>
<td>2</td>
</tr>
<tr>
<td>Construction</td>
<td>6.44</td>
<td>2</td>
</tr>
<tr>
<td>Storage and Warehousing</td>
<td>6.10</td>
<td>3</td>
</tr>
<tr>
<td>Insurance</td>
<td>6.03</td>
<td>3</td>
</tr>
<tr>
<td>Wood</td>
<td>5.75</td>
<td>3</td>
</tr>
<tr>
<td>Mining Services</td>
<td>4.90</td>
<td>3</td>
</tr>
<tr>
<td>Sand and Gravel Pits</td>
<td>4.73</td>
<td>3</td>
</tr>
<tr>
<td>Primary Metals</td>
<td>4.39</td>
<td>3</td>
</tr>
<tr>
<td>Other Public Services Industries</td>
<td>4.33</td>
<td>3</td>
</tr>
<tr>
<td>Educational Services</td>
<td>4.28</td>
<td>3</td>
</tr>
<tr>
<td>Mines</td>
<td>3.66</td>
<td>3</td>
</tr>
<tr>
<td>Pipeline Transportation</td>
<td>3.36</td>
<td>3</td>
</tr>
<tr>
<td>Health and Social Services</td>
<td>3.23</td>
<td>3</td>
</tr>
<tr>
<td>Forestry and Forest Products</td>
<td>1.63</td>
<td>3</td>
</tr>
<tr>
<td>Agricultural and Related Services Industries</td>
<td>1.30</td>
<td>3</td>
</tr>
<tr>
<td>Fishing and Trapping</td>
<td>0.55</td>
<td>3</td>
</tr>
<tr>
<td>Crude Oil and Natural Gas</td>
<td>0.38</td>
<td>3</td>
</tr>
<tr>
<td>Federal Government Services</td>
<td>0.08</td>
<td>3</td>
</tr>
<tr>
<td>Real Estate Services</td>
<td>0.00</td>
<td>3</td>
</tr>
</tbody>
</table>
Industries in which promotional activities were relatively more important are essentially the same as the ones identified by the first indicator. This suggests that the industries that register the most trade-marks also tend to allocate a greater proportion of their value added to promotional activities. In fact, 12 of the 17 industries that have a high propensity to register trade-marks also have a relatively high share of investment in advertising and marketing. The rank correlation coefficient between the two variables is 0.73, indicating a high level of interdependence between them.

Industries where promotional activities were most intensive are clothing, food and beverage, tobacco products, financial services, business services, wholesale trade, recreation and amusement, chemical products, and refined petroleum and coal products. Among industries not selected as having a relatively high propensity to register trade-marks, there is retail trade, rubber products, transportation, and electrical and electronic products. Those industries are essentially oriented toward final consumption markets. They operate in a very competitive environment, where trade-marks play a crucial role in firms’ business strategies.

Construction of a Relative Trade-mark Intensity Index

The index of relative trade-mark intensity, which takes into account both trade-mark registrations and advertising expenditures, is the mean (equal weighting) of the groups in the two sub-indexes (indicators). Using this new index, we define a trade-mark-intensive industry as one in which both the number of registrations and advertising and marketing expenditures are high in relation to industry size. To calculate this index, we had to aggregate some industries in order to standardize the industrial classifications used for each of the two sub-indexes. This reduced the number of industries from 53 to 49.

The intensity index varies from 1 to 3. As for the two sub-indexes, industries were ranked in descending order and divided into three groups. Group 1 consists of industries that were scored 1 or 1.5 in relative intensity, and represents high relative trade-mark intensity industries. Group 2, which consists of industries scored 2 or 2.5, represents moderate relative intensity industries. Group 3, which consists of the remainder of the industries, represents low relative intensity industries. Table 24 shows the index of relative trade-mark intensity for Canadian industries.

Using this index, we can identify eighteen Canadian industries that are trade-mark-intensive. Together, they make up the trade-mark sector. They include wholesale and retail trade, financial intermediaries, business services and a number of manufacturing industries. The next section gives the overall economic profile of these industries and assesses the extent to which they are integrated to the knowledge-based economy.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Leather and Allied Products</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Tobacco Products</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Prod.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Food</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Beverage</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Chemical Industries</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Textile Products</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Wholesale Trade</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Financial Intermediaries</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Amusement and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recreation Services</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Clothing</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>2</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>Electrical and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic Products</td>
<td>2</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>Business Services</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>Printing, Publishing and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allied Industries</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>Associations and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other Services</td>
<td>2</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>Insurance</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Plastic Products</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Non-metal Mineral Products</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Personal and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household Services</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Primary Textiles</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Machinery</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Accommodation and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food Services</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Fabricated Metal Products</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Paper and Allied Products</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Communication</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Rubber Products</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Transportation Equipment</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Building, Developing and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General Contracting Industries</td>
<td>3</td>
<td>2</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>Transportation</td>
<td>3</td>
<td>2</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>Provincial and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Territorial Governments</td>
<td>3</td>
<td>2</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>Agriculture and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Related Services</td>
<td>2</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>Mining Services</td>
<td>2</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
</tr>
</tbody>
</table>
THE IMPORTANCE OF INTELLECTUAL PROPERTY INDUSTRIES

ECONOMIC PROFILE OF THE CANADIAN TRADE-MARK SECTOR

GDP of the Trade-mark Sector

The trade-mark sector is important to the Canadian economy. In 2000, its gross domestic production amounted to $313.5 billion, or 35.35 percent of total value added in Canada. That sector, which is composed of manufacturing and services industries, also grew at a higher rate than the economy as a whole. Between 1992 and 2000, the average annual rate of real growth of the sector was 5.24 percent, compared to 3.4 percent for the economy as a whole. The size of the trade-mark sector, combined with strong growth, makes it one of the most important sources of economic growth in Canada. Between 1992 and 2000, this sector contributed 54.8 percent of the country's economic growth. Table 25 shows production figures for each industry in the trade-mark sector.

Employment

The trade-mark sector employs 38.75 percent of the industrial work force in Canada, or nearly 4.7 million individuals. Those employees work primarily in wholesale and retail trade, which together represent nearly half of the industrial jobs in the trade-mark sector. Between 1992 and 2000, the average annual rate of growth was 2.74 percent, slightly higher than the rate for the economy as a whole (1.85 percent). Employment in some industries grew more rapidly, for instance in business services (7.52 percent) and furniture and fixtures (4.78 percent). During the period, more than 57 percent of new industrial jobs
created in Canada came from the trade-mark sector. Table 26 sets out the distribution of employment by industry in the trade-mark sector.

**Table 25**

**GDP OF THE TRADE-MARK SECTOR**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>15.548</td>
<td>1.8</td>
<td>1.3</td>
<td>0.7</td>
</tr>
<tr>
<td>Beverage</td>
<td>3.942</td>
<td>0.4</td>
<td>1.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Tobacco Products</td>
<td>1.173</td>
<td>0.1</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Leather and Allied Products</td>
<td>0.250</td>
<td>0.0</td>
<td>(6.9)</td>
<td>(0.1)</td>
</tr>
<tr>
<td>Textile Products</td>
<td>1.474</td>
<td>0.2</td>
<td>3.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Clothing</td>
<td>3.380</td>
<td>0.4</td>
<td>2.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Electrical and Electronic Products</td>
<td>20.141</td>
<td>2.3</td>
<td>12.2</td>
<td>8.2</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>4.358</td>
<td>0.5</td>
<td>11.3</td>
<td>1.7</td>
</tr>
<tr>
<td>Printing, Publishing and All. Ind</td>
<td>8.011</td>
<td>0.9</td>
<td>(0.4)</td>
<td>(0.1)</td>
</tr>
<tr>
<td>Wholesale Trade</td>
<td>56.723</td>
<td>6.4</td>
<td>6.3</td>
<td>12.0</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>57.240</td>
<td>6.5</td>
<td>4.7</td>
<td>9.0</td>
</tr>
<tr>
<td>Business Services</td>
<td>55.990</td>
<td>6.3</td>
<td>7.5</td>
<td>14.2</td>
</tr>
<tr>
<td>Amusement and Recreation</td>
<td>8.960</td>
<td>1.0</td>
<td>3.6</td>
<td>1.1</td>
</tr>
<tr>
<td>Associations and Other Services</td>
<td>17.867</td>
<td>2.0</td>
<td>1.8</td>
<td>1.1</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>1.235</td>
<td>0.1</td>
<td>1.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>12.469</td>
<td>1.4</td>
<td>3.7</td>
<td>1.6</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>4.514</td>
<td>0.5</td>
<td>3.9</td>
<td>0.6</td>
</tr>
<tr>
<td>Insurance Agen. and Real Est. Agen.</td>
<td>6.260</td>
<td>0.7</td>
<td>2.0</td>
<td>0.4</td>
</tr>
<tr>
<td>Financial Intermediaries</td>
<td>40.212</td>
<td>4.5</td>
<td>6.1</td>
<td>8.2</td>
</tr>
<tr>
<td>Trade-mark Sector</td>
<td>313.488</td>
<td>35.4</td>
<td>5.2</td>
<td>54.8</td>
</tr>
</tbody>
</table>

**Table 26**

**INDUSTRIAL JOBS IN THE TRADE-MARK SECTOR**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total, Canada</td>
<td>12,100,643</td>
<td>1.9</td>
<td>100.0</td>
</tr>
<tr>
<td>Food</td>
<td>211,134</td>
<td>1.7</td>
<td>1.6</td>
</tr>
<tr>
<td>Beverage</td>
<td>28,377</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Tobacco Products</td>
<td>4,411</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Leather and Allied Products</td>
<td>11,796</td>
<td>0.1</td>
<td>(0.2)</td>
</tr>
<tr>
<td>Textile Products</td>
<td>33,383</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Clothing</td>
<td>93,152</td>
<td>0.8</td>
<td>1.1</td>
</tr>
<tr>
<td>Printing, Publish. and All. Ind.</td>
<td>157,125</td>
<td>1.3</td>
<td>1.1</td>
</tr>
</tbody>
</table>
In addition to industrial workers, it is estimated that there were more than 939,100 self-employed persons in the trade-mark sector in 1999. They worked primarily in wholesale and retail trade, and amusement and recreation. That group represented more than 38 percent of self-employed labour in Canada. The number of self-employed workers in the trade-mark sector grew at an average annual rate of 4.0 percent, which was higher than the average rate for the economy as a whole, which was 3.2 percent. Overall, industrial employment and self-employment in the sector totalled nearly 5.6 million people, or 38.6 percent of the Canadian work force.

Labour Productivity in the Trade-mark Sector

The trade-mark sector contributed 48.1 percent of Canada’s labour productivity growth during the 1989-98 period. This high performance was stimulated by significant efficiency gains in several trade-mark related industries such as refined petroleum and coal products, furniture and fixtures, electrical and electronic products, and finance and insurance, which posted annual labour productivity growth rates above 4 percent. Wholesale and retail trade also posted high productivity gains and contributed significantly (20.6 percent) to Canada’s labour productivity growth. Negative labour productivity compounded growth rates were observed in business services, printing and publishing, and leather and allied products. Table 27 shows labour productivity figures for the trade-mark sector over the 1989-98 period.
Foreign Trade

Exports by the trade-mark sector amounted to $116.5 billion in 2000. Imports totalled $157.1 billion, making this sector a net importer of trade-mark-related goods and services. The sector had a trade deficit of $40.1 billion in 2000. In spite of the negative balance of trade, exports rose at an average rate of 14.4 percent for the period 1992-2000, a higher average rate of growth than imports, which was 11.8 percent for the same period.

In 1998, the trade-mark sector exported nearly 37.8 percent of its manufacturing shipments, indicating a lower orientation toward foreign markets than the economy as a whole (54.2 percent). On the other hand, the trade-mark sector is highly dependent on the United States: 86 percent of its exports went to that country, while 58 percent of its imports came from there. Table 28 presents the figures on the Canadian trade-mark sector international trade.

<table>
<thead>
<tr>
<th>TRADE-MARK SECTOR</th>
<th>LABOUR PRODUCTIVITY GROWTH (1989-98) (%)</th>
<th>CONTRIBUTION OF THE TRADE-MARK SECTOR TO CANADA’S LABOUR PRODUCTIVITY GROWTH (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leather and Allied Products</td>
<td>(2.04)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>0.21</td>
<td>0.08</td>
</tr>
<tr>
<td>Tobacco Products</td>
<td>0.40</td>
<td>0.04</td>
</tr>
<tr>
<td>Clothing</td>
<td>0.65</td>
<td>0.19</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>5.71</td>
<td>0.62</td>
</tr>
<tr>
<td>Foods</td>
<td>1.95</td>
<td>2.61</td>
</tr>
<tr>
<td>Beverage</td>
<td>2.67</td>
<td>0.93</td>
</tr>
<tr>
<td>Chemical and Chemical Products</td>
<td>2.67</td>
<td>2.93</td>
</tr>
<tr>
<td>Textile Products</td>
<td>0.23</td>
<td>0.03</td>
</tr>
<tr>
<td>Finance and Insurance</td>
<td>4.43</td>
<td>15.70</td>
</tr>
<tr>
<td>Wholesale Trade</td>
<td>2.53</td>
<td>12.64</td>
</tr>
<tr>
<td>Real Estate and Insurance Agent Industries</td>
<td>0.63</td>
<td>0.35</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>5.20</td>
<td>2.02</td>
</tr>
<tr>
<td>Business Services</td>
<td>(1.05)</td>
<td>(5.18)</td>
</tr>
<tr>
<td>Amusement and Recreational Services</td>
<td>(0.98)</td>
<td>(0.77)</td>
</tr>
<tr>
<td>Printing, Publishing and Allied Industries</td>
<td>(1.85)</td>
<td>1.31</td>
</tr>
<tr>
<td>Membership Organizations</td>
<td>1.54</td>
<td>0.84</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>1.58</td>
<td>7.97</td>
</tr>
<tr>
<td>Electrical and Electronic Products</td>
<td>5.55</td>
<td>9.85</td>
</tr>
<tr>
<td>Other Services Industries</td>
<td>(1.31)</td>
<td>1.34</td>
</tr>
<tr>
<td><strong>Total, Trade-mark Sector</strong></td>
<td><strong>1.74</strong></td>
<td><strong>48.14</strong></td>
</tr>
</tbody>
</table>
INTEGRATION TO THE KNOWLEDGE-BASED ECONOMY

The Trade-Mark Sector is diversified. It includes a number of industries recognized as knowledge-intensive, such as business services, electronic and electrical products, financial intermediaries, and chemical products. This group of industries represents 41.1 percent of value added in the trade-marks sector, or $128.8 billion. It grew at an average rate of 7.22 percent, a twice the average rate of growth for the economy.

The sector is also composed of manufacturing and services industries, which are oriented toward final consumption. This group includes food, beverage and tobacco products, clothing, leather products and furniture manufacturing. It also includes services industries, such as wholesale and retail trade, publishing and printing, amusement and recreation, and associations. These more traditional industries make up an important part of the Canadian economy.
In 2000, the GDP of this group was $186.7 billion, or 20.8 percent of Canada’s GDP. However, average growth was lower than for the group of more knowledge-intensive industries: 3.97 percent per year between 1992 and 2000. This rate of growth is still comparable to that of the Canadian economy.

**Research and Development**

Firms that register trade-marks tend to invest extensively in R&D (Allegrezza and Guard-Rauchs, 1999). It thus seems that the protection afforded by a trade-mark is an important element of the marketing strategy of new products, which may be protected by both trade-mark and patent. Like patents, trade-mark protection enables the firm to keep the returns on its innovation.

Data on R&D in the trade-mark sector seem to confirm the relationship between trade-marks and innovation. In 2000, R&D expenditures totalled $7.1 billion, or 72 percent of total intramural R&D expenditures in Canada. Those expenditures, which are concentrated in three industries — business services, electrical and electronic products, and chemical products — represent 2.9 percent of the GDP of R&D-performing industries in the trade-mark sector. In those three industries, R&D expenditures reached $1.65 billion, $3.48 billion and $795 million, respectively, for a total of $5.9 billion or 83 percent of total trade-mark sector R&D expenditures.

**Table 29**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>71</td>
<td>0.72</td>
</tr>
<tr>
<td>Beverage and Tobacco Products</td>
<td>10</td>
<td>0.10</td>
</tr>
<tr>
<td>Textile Products</td>
<td>67</td>
<td>0.68</td>
</tr>
<tr>
<td>Furniture and Fixtures</td>
<td>6</td>
<td>0.06</td>
</tr>
<tr>
<td>Printing, Publishing and Allied Industries</td>
<td>7</td>
<td>0.07</td>
</tr>
<tr>
<td>Electrical and Electronic Products</td>
<td>3,478</td>
<td>35.13</td>
</tr>
<tr>
<td>Refined Petroleum and Coal Products</td>
<td>66</td>
<td>0.67</td>
</tr>
<tr>
<td>Chemical Products</td>
<td>795</td>
<td>8.03</td>
</tr>
<tr>
<td>Other Manufacturing Industries</td>
<td>219</td>
<td>2.21</td>
</tr>
<tr>
<td>Wholesale Trade</td>
<td>719</td>
<td>7.26</td>
</tr>
<tr>
<td>Retail Trade</td>
<td>40</td>
<td>0.40</td>
</tr>
<tr>
<td>Business Services</td>
<td>1,654</td>
<td>16.71</td>
</tr>
<tr>
<td>Trade-mark Sector</td>
<td>7,132</td>
<td>72.00</td>
</tr>
</tbody>
</table>

CONCLUSION

THE OBJECTIVE OF THIS STUDY was to identify the industries that make the most intensive use of various forms of IP rights. Considering the three main types of IP — patents, copyright and trade-marks — we first described the various measurements of intensity used for each type of IP. We then identified the industries that use each type of IP most intensively, and then we measured the contribution of each to the Canadian economy.

The patent sector was identified using an indicator of relative intensity of patent use, defined as the ratio of the number of patent applications in an industry to its GDP. By classifying industries based on that indicator, we are able to define a patent sector consisting of the following industries:

- Electrical and electronic products
- Refined petroleum and coal products
- Machinery
- Other manufacturing industries
- Plastic products
- Primary textiles and textile products
- Business services
- Furniture and fixtures
- Chemical products
- Transportation equipment.

The patent sector is important to the Canadian economy. It represents more than 17 percent of the Canadian GDP, or over $130 billion. This sector also experienced strong growth between 1992 and 2000: 7.4 percent annually, compared to 3.4 percent for the economy as a whole. The performance of the patent sector is primarily based on the exceptional growth in electrical and electronic products, transportation equipment, furniture and fixtures, and business services. Some of those industries are closely associated with the knowledge-based economy.

The patent sector is heavily oriented toward exports, with an export intensity of 65 percent, compared to 54 percent for the overall economy. Nonetheless, it has a substantial trade deficit, which seems to be growing. Canada is a net importer of electrical and electronic products, machinery, other manufactured products and chemical products. On the other hand, it is a net exporter of transportation equipment and business services.

In terms of R&D, the patent sector has total expenditures of nearly $8 billion, or 6 percent of its GDP, a proportion four times higher than that of the Canadian economy.
The copyright sector was defined using a different methodology from that used for the patent sector. Copyright does not need to be registered in order to be effective: it takes effect when the work is fixed. The copyright sector is thus defined on the basis of the definition of the works protected by the Copyright Act, i.e. the industries involved in creating, producing, reproducing, making, distributing and selling copyrighted works. By our definition, the copyright sector consists of the following industries:

- Cultural industries
- Business services
- Retail trade (in part)
- Wholesale trade (in part)
- Telecommunications (in part).

This sector is also important to the Canadian economy, with a GDP of nearly $66 billion in 2000 — more than 7 percent of Canada's GDP. Between 1992 and 2000, this sector also grew at a higher rate than the economy as a whole, at 6.6 percent. This high rate of growth is primarily attributable to business services, which includes computer services, architecture and engineering, and telecommunications. Those industries are also strongly associated with the knowledge-based economy.

Overall, the copyright sector is not heavily oriented toward foreign markets. Exports account for only 15 percent of the sector’s GDP. Overall, it is also a net importer. Business services industries are the exception to that rule, being heavily oriented toward the export market, and enjoying a trade surplus. The sector's R&D performance is also good, at 2.5 percent of GDP, twice the figure observed for the economy as a whole. This performance is essentially attributable to the communication industries.

The definition of the trade-mark sector is analogous to that of the patent sector. Industries that use trade-marks intensively were identified using a relative indicator of trade-mark registrations. These industries are:

- Leather and allied products
- Other manufacturing industries
- Tobacco products
- Refined petroleum and coal products
- Food and beverage
- Chemical products
- Textile products
- Wholesale trade
- Financial intermediaries
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- Amusement and recreation services
- Clothing
- Retail trade
- Electrical and electronic products
- Business services
- Printing, publishing and allied industries
- Associations and other services.

Trade-marks are more widely used as a tool for protecting IP than patents or copyright. Virtually all of the industries examined used trade-marks to various degrees. That being said, a majority of trade-mark-intensive industries serve final consumption markets.

The trade-mark sector makes up about 35 percent of the Canadian economy. It also grew at a faster rate than the overall economy — over 5 percent. The sector’s strong growth reflects the fast growth experienced in the electrical and electronic products and business services industries.

There seems to be less orientation toward foreign markets than for the economy as a whole. As well, this sector is a net importer, primarily from the United States.

Industries in the trade-mark sector invest about 2 percent of their GDP in R&D, a performance slightly better than that of the economy as a whole. Three industries are primarily responsible for this: electrical and electronic products, business services, and chemical products.

Some industries focus their IP strategies on one type of right, but a significant proportion of industries use a combination of at least two forms of IP. From this study, we can classify the industries that use intensively at least two types of IP into the following groups:

Patents and trade-marks
- Electrical and electronic products
- Refined petroleum and coal products
- Textiles
- Business services
- Furniture
- Chemical products.

Patents and copyright
- Telecommunications and electrical and electronic products
- Business services.
Copyright and trade-marks

- Wholesale trade
- Business services
- Printing, publishing and allied industries.

Industries in the patents and trade-marks group are, for the most part, oriented toward final consumption markets, where product differentiation strategies are important. Establishing a reputation is one way for these firms to differentiate their products and acquire greater market share. For some, competition is based on product differentiation rather than price. Trade-marks are a way of protecting their reputation. But most of these industries also do R&D to create new products. Examples are the electrical and electronic products industries and the chemical products industries, which want to protect the fruits of their research. In the case of a new drug, for example, not only is the chemical formula protected by patents, but the trade name must also be protected, using trade-marks.

Industries in the patents and copyright group also do a considerable amount of R&D and protect their new products with patents. They are heavily dependent on copyright, because either the resulting products are protected by copyright (business services) or they are involved in the reproduction, communication and distribution of copyrighted works.

The copyright and trade-marks group is also characterized by industries where product differentiation is a key market strategy. In that group, most of the goods produced (or distributed, in the case of wholesale trade) by firms are protected by copyright.

Lastly, two industries were identified as belonging to all three sectors: the telecommunications and electrical products, and business services. Those industries develop strategies to make maximum use of the protection afforded by existing IP rights. They were identified as a source of significant growth within the Canadian economy. In a sense, they comprise the heart of the IP industries and the knowledge-based economy in Canada.

ENDNOTES

1 See OECD, 1999.
2 Investments in knowledge production and dissemination can augment more than just physical factors of production. Investments in education augment labour; skilled workers are more productive than unskilled workers. Also, on the demand side, investments in better health stimulate demand, both through higher wages and through increased life expectancy.
3 An application by an inventor will be classified by CIPO according to the International Patent Classification (IPC) in a technical field that covers the content of the application. The purpose of that classification is essentially to identify the type of technology used in the invention, regardless of what particular industrial sector the inventor happens to be in.

4 This initial database includes any inventor (individual or firm) whose address was in Canada.

5 The reference years were selected arbitrarily. For patents, we wanted to get data for 1979, 1989 and 1999 (as we did for trade-marks), but the Patent Office was unable to give us data for 1979. For applications, in view of the substantial changes to the application process brought into effect by amendments to the Patent Act in 1989, we selected 1990 as the reference year.

6 This coding exercise resulted in the loss of all data relating to applications made by individual inventors and patents granted to individuals. Accordingly, a population refers to either all applications filed by Canadian firms during a reference year or all patents issued to Canadian firms for a reference year.

7 In 1999, CIPO received 4,867 applications filed by Canadians (individuals and firms). Of that number, 58 percent have not been assigned a SIC code as applications filed by individuals cannot be attributed to an industry and because of the additional observations lost due to the coding exercise.

8 The choice of an index of patent intensity, rather that a propensity (i.e. patents over R&D spending) was dictated by the need to correct the number of patent applications by a size variable that would not be affected by the differences in R&D intensity of any particular industry.

9 These consisted of the following industries: electrical and electronic products, refined petroleum and coal products, machinery, plastic products, chemical products, transportation equipment and other manufacturing industries.

10 Trajtenberg (2000) uses patent data broken down by technological categories that are not directly comparable to the standard industrial classification (SIC) used in this study.

11 That index was calculated using 1995 data for most of the indicators used.

12 We also calculated these two averages for patent applications in 1990, and for patents granted in 1989 and 1999. In all three cases, we found that the average number of applications, or average number of patents granted, was higher in the patent sector than in the whole sample.

13 As explained in the section entitled Methodology and Data, the names of firms included in our database were matched with the appropriate SIC codes using Statistics Canada’s business register. The matching was done first using an automatic matching from Statistics Canada. We then manually completed a portion of the missing SIC codes using the names of firms that appear in the trade-marks database. Given the size of the task, we had to pay particular attention to firms that had filed at least three applications in 1999.

14 Export intensity represents the percentage of manufacturing shipments to foreign markets.

15 According to Mackay and Gendreau (2001), a moral right means that “The author of a work has, subject to section 28.2, the right to the integrity of the work
and, in connection with an act mentioned in section 3, the right, where reasonable in the circumstances, to be associated with the work as its author by name or pseudonym and the right to remain anonymous. Moral rights may not be assigned but may be waived in whole or in part. An assignment of copyright in a work does not constitute a waiver of any moral rights."

16 Since 1998, the Canadian rules regarding private copying makes it legal to copy sound recordings of musical works onto audio recording media for the private use of the person making the copy ("copy for private use", or simply "private copy"). The amendment to the Copyright Act also provided for a levy to be charged on blank audio recording media, the purpose of which is to remunerate authors, performers and makers who hold a copyright in the sound recordings used to make the private copy. See http://www.cb-cda.gc.ca (accessed April 22, 2005).

17 A collective society is a body that administers the copyright belonging to a large number of copyright owners. It may grant permission to use their works, and specify related terms and conditions. The collective management of copyright is fairly widespread in Canada, particularly for the public performance of music, reprography and mechanical reproduction. Some collective societies are affiliated with foreign societies, whose members they represent in Canada.

18 In Canada, a recent decision of the Copyright Board (Tariff 22) relieves suppliers of Internet services of all liability in relation to the right of communication where the suppliers merely supply the conduits for dissemination, and not the content. Their legal liability in relation to the right of reproduction is still uncertain. Given the scope of the distribution of goods and services protected by copyright on the Internet, and the participation of the telecommunication industry in disseminating works, we have included half of that industry's commercial activities in the peripheral industries group in the definition.

19 Business services include computer and related services, architecture and engineering firms, other scientific and technical services, and advertising services.

20 The definition of the cultural sector used is the one developed by the Cultural Statistics Program Division of Statistics Canada. It includes activities involving creation, literary publishing, making sound recordings, producing and distributing motion pictures and videos, and radio and television broadcasting. Although Statistics Canada includes advertising services activities in the cultural sector, we decided to include them in the business services group.

21 Statistics on the wholesale and retail trade industries are presented in aggregate form in the existing classification. As well, there are several types of businesses, particularly in retail trade that sell copyrighted works but are not regarded as businesses specializing in the sale of copyrighted goods and services. For example, 'big box' stores like Costco that sell everything, including copyrighted works.

22 This includes salaried and non-salaried employees hired by the industries. The data do not include workers employed in the wholesale and retail sale of copyrighted products.

23 The definition of a knowledge-based work force is taken from a study by Lavoie and Roy (1998), where knowledge workers are defined as those who produce knowledge — workers who generate ideas and provide professional advice.
A certification mark is a mark used for the purpose of distinguishing or so as to distinguish wares or services that are of a defined standard from those that are not, with respect to character, quality or the working conditions under which the wares have been produced.

A distinguishing guise means a shaping of wares or their containers, or a mode of wrapping or packaging wares the appearance of which is used by a person for the purpose of distinguishing or so as to distinguish wares or services made by that person from other goods or services.

A geographic indication means, in respect of a wine or spirit, an indication that identifies the wine or spirit as originating in a particular place, where a quality, reputation or other characteristic of the wine or spirit is essentially attributable to its geographical origin.

Official marks are marks adopted and used by any public authority in Canada (individual or organization) as an official mark for wares or services. An application for a trade-mark similar to an official mark will therefore be rejected.

That system gives a trade-mark owner the option of having its mark protected in a number of countries by simply filing one application with a single trade-mark office, in one language, with one set of fees in one currency (Swiss francs). See www.wipo.org/Madrid (accessed April 22, 2005).

Because of data limitations, we had to restrict the analysis of industry codes to two figures in the 1980 SIC. The pipeline transport and federal government services industries as well as the international organizations and other extra-territorial organizations industries registered no trade-marks in 1999, 1989 or 1979.

Statistics on self-employment show only employment generated by wholesale and retail trade industries, professional, scientific and technical services, and amusement, recreation, gambling and lottery industries. Because of the transition to the North American Industry Classification System (NAICS), a number of SIC codes cannot be directly associated with a single NAICS code. For that reason, the employment indicators are incomplete. However, overall, they are representative of the trade-marks sector.
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The Importance of Patents, Trade-marks and Copyright for Innovation and Economic Performance: Developing a Research Agenda for Canadian Policy

INTRODUCTION: CANADA’S PLACE IN THE INTELLECTUAL PROPERTY SYSTEM

The success of an economic system rests on the right economic actors receiving the right economic incentives for production and distribution. Intellectual property rights (IPRs), consisting of patents, trade-marks and copyright, provide the needed incentives for the production and distribution of information products. Unlike agricultural and manufactured products information products, whether in the form of entertainment, legal services, financial services, software, or know-how, have the characteristics of public goods. They are non-rival and non-excludable in consumption. As a result, it is possible for the producer of information products not to receive the full economic returns on its investment. Once an information product is produced and distributed, absent legal restrictions, copies can be made that provide competition to the original producer. Intellectual property laws, by the creation of patent, trade-mark, and copyright rights, allow the original creator to prevent the imitation and distribution of the information product, as well as the appropriation of the investment in the creation and dissemination of the product. By giving the creator the right to prevent copying and distribution without permission, intellectual property laws permit the creation of markets and stimulate growth and innovation in an economy based largely on information products.
The role of intellectual property laws is also important in the manufacturing and agricultural sectors of the economy. Information about the means of producing agricultural and manufacturing goods, whether in the form of know-how or technical inventions or processes, is also a public good, and intellectual property legislation is important in structuring the market for suppliers of important factors of production in those sectors. Although intellectual property laws’ reach is quite broad in information and service-based economies, it is also relevant for more traditional sectors. Understanding the power and importance of intellectual property law is central for many sectors of the economy, and legislation can serve as an important plank in promoting economic growth and innovation across sectors.

While there is a growing body of empirical and theoretical work based on the study of the importance of innovation and technology to growth, very few authors have empirically studied the effects of institutions that motivate innovation and technological change, such as intellectual property laws. Studying the effects of IPRs requires a quantitative measure of the strength of IPRs in a country, that is, a numerical rating system by which national intellectual property regimes may be assessed and compared. This system, in turn, may provide a basis for assessing the contribution of intellectual property protection to the process of economic development (Sherwood, 1997).

One such study is that of Rapp and Rozek (1990), which compared statistically the stage of economic development with the strength of patent protection for 87 countries. The study rated the degree of patent protection in each country. The rating was confined to patent laws with no consideration of other forms of intellectual property protection. An index was constructed based on each country's adherence to the minimum standards for patent laws proposed in 1984 by the Intellectual Property Task Force of the U.S. Chamber of Commerce. These standards include guidelines for coverage of inventions, examination procedures, term of protection, transferability of rights, compulsory licensing, and effective enforcement against infringement (Smith, 1999). The index is a composite (sum) of dummy variables that take the value one if the criteria applies and zero otherwise. It ranks the level of patent protection for each country on a scale of zero to five. The index takes a value of zero when there are no national patent laws, a value of one when a country has inadequate protection and no laws prohibiting piracy, a value of two when a country has seriously flawed laws, a value of three when a country has flawed laws with some enforcement, a value of four when a country has generally good laws, and a value of five when national protection and enforcement laws are fully consistent with the minimum standards proposed by the U.S. Chamber of Commerce.

Seyoum (1996) sought to determine the impact of IPRs on direct foreign investment and thereby developed an index of IPRs. Seyoum used a mix of 27 developing and developed countries and for each country estimated the
level of protection for patents, trade-marks, trade secrets and copyright and assigned a number to rate the level for each. The information on the level of intellectual property protection was obtained from a survey questionnaire that was administered to intellectual property experts/practitioners in these sample countries. It was also primarily based on guidelines for minimum standards for the protection and enforcement of intellectual property developed by the U.S. Chamber of Commerce’s Intellectual Property Task Force in 1987. Questions were asked on the duration of patents, trade-marks, transfer of rights, use of compulsory licences, exclusion of sectors from protection, level of enforcement, etc. Questions were based on a scale of zero to three, with zero representing the lowest level and three representing the highest level of protection and enforcement. Given the questions asked for each form of IPR, the maximum score for the level of patent protection was 21, the maximum level of trade-mark protection was 21, the maximum level of trade secret protection was 9, and the maximum level of copyright protection was 21. Sherwood (1997) developed an index that was similar to Seyoum’s. He developed a numerical rating system by which national intellectual property regimes may be assessed and compared. He took a sample of 18 developing countries and estimated the level of protection of IPRs for each. His rating system adopts a scale of 100. In order to evaluate defects and weaknesses in a country’s intellectual property regime, points were subtracted from a perfect theoretical score of 100 points. Sherwood assessed the intellectual property regimes under eight major headings: (i) Enforceability (25 points), (ii) Administration (10 points), (iii) Copyright (12 points), (iv) Patents (17 points), (v) Trade-marks (9 points), (vi) Trade Secrets (15 points), (vii) Life Forms (6 points), and (viii) Treaties (6 points). The score of points in each category depended on some established criteria. A country’s level of intellectual property protection is the sum of the scores in each category. For details see Sherwood (1997).

Table 1 shows the average level of intellectual property across three G-7 countries for the period 1975-90. Similar data for other G-7 countries were not available in Seyoum (1996). A comparison of the overall level of intellectual property protection indicates that Canada ranks the lowest among all three countries in protecting patent rights and copyright except trade-marks.

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AVERAGE LEVEL OF INTELLECTUAL PROPERTY PROTECTION</strong></td>
</tr>
<tr>
<td><strong>COUNTRY</strong></td>
</tr>
<tr>
<td>Canada</td>
</tr>
<tr>
<td>Germany</td>
</tr>
<tr>
<td>United States</td>
</tr>
</tbody>
</table>

Source: Seyoum, 1996.
Although the average level of protection for trade-marks and trade secrets does not differ between Canada and the United States, patents and copyright are more strongly protected in the United States.

More recently, Ginarte and Park (1997) considered a sample of 110 countries and estimated the index of patent rights for each of these countries, at 5-year intervals, from 1960 to 1990, using a coding scheme applied to national patent laws. The index takes on values between zero (no protection) and five (maximum protection), higher numbers reflecting stronger levels of protection. In constructing the index, five categories of the national patent laws were examined: (1) extent of coverage (patentability), (2) membership in international patent agreements, (3) protection against loss rights (like compulsory licensing), (4) enforcement mechanisms, and (5) duration. Each category (per country, per time period) takes on a value between zero and one. For example, a 0.33 score for enforcement indicates that a country has only a third of the desired enforcement features. The sum of these five values gives the overall value of the patent rights index. The index therefore ranges in value from zero to five. Table 2 summarizes the index values of G-7 countries by year.

For quite some time, patent laws and policies varied widely across countries. With the recent formation of the World Trade Organization (WTO), and the ratification of the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs) by G-7 countries, a process of convergence in national patent systems has begun. The standard deviations in Table 2 show that the overall differences in levels of protection have narrowed since 1980. Even if national patent regimes have been converging, the strength of intellectual property protection, measured in terms of the strength in patent protection, remains the lowest in Canada compared to other G-7 nations. This suggests that, overall, the Canadian patent system is less strong in protecting intellectual property than those of other industrial countries.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>INDEX OF PATENT STRENGTH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COUNTRY</strong></td>
<td><strong>1960</strong></td>
</tr>
<tr>
<td>Canada</td>
<td>2.76</td>
</tr>
<tr>
<td>France</td>
<td>2.76</td>
</tr>
<tr>
<td>Germany</td>
<td>2.33</td>
</tr>
<tr>
<td>Italy</td>
<td>2.99</td>
</tr>
<tr>
<td>Japan</td>
<td>2.85</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2.70</td>
</tr>
<tr>
<td>United States</td>
<td>3.86</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Quantifying the level of intellectual property protection in the above manner is rather crude and somewhat arbitrary. A complete picture of a country’s IPR protection would include measures of copyright protection, trade secret laws, patents, and other forms of IPR protection. The most comprehensive index available includes only a measure of patent protection. However, patent protection indices serve two purposes. First, they reflect the primary concerns of those who would invest in inventions and innovations. Second, they also serve to compare (quantify) aspects of an intellectual property regime that appear to be most relevant to the enhancement of a nation’s technological development and hence economic progress.

In summary, patent laws and practices vary across countries; but, in recent years, there has been a tendency for patent regimes to converge. The existing measures of the strength of intellectual property regimes indicate that the overall strength of the Canadian patent system is the lowest among G-7 countries. Canada also lags in the strength of protecting other forms of intellectual property — copyright and trade-marks — as compared to the United States and United Kingdom. All of these suggest that much remains to be done in Canada to make the execution of its intellectual property laws consistent with their statutory provisions.

Moreover, whatever rating system is applied, Canada has received a lower rating than its industrial counterparts. The relatively low rating of the Canadian patent system may not be conducive to the adoption and development of new technology and new products, which in turn has adverse effects on economic growth, productivity enhancement and increased standard of living. However, a low rating for Canada should not be misinterpreted. It does not signify that Canada has no intellectual property regime, but rather that potential investors will be discouraged by what they find.

What are the implications of Canada’s low ranking for the country’s economic performance? The topic of intellectual property law is an old and established one. Its role as a policy instrument is only recently being fathomed. Doern and Sharaput (2000), for example, illustrate the importance of intellectual property legislation for Canada in developing innovating institutions and promoting economic interests. The academic literature provides many theoretical and empirical insights into how patent, trade-mark, and copyright laws can be used as policy instruments. The literature also points to many unanswered questions that can serve as the basis for future research. What we know and where we need to go are questions addressed in this study.

The study is divided into three parts. The first focuses on patent law, the second on trade-mark law and the third on copyright law. In each section, a theoretical overview of the body of law is presented. The theoretical focus is on the role each body of law plays in securing economic incentives for innovation and development. The theoretical discussion is followed by an overview of
Canadian law on the subject as a way to illustrate how the theoretical goals of patents, trade-marks and copyright are respectively implemented. Each section concludes with a discussion of the empirical literature with application to the Canadian context. The discussion of the Canadian context allows for a summary of future research directions. Our goal is to provide readers with a handbook of intellectual property law that emphasizes theory, legal practice and policy design, and can be read by practitioners, academics and policy-makers.

**PATENT LAW AND INNOVATION IN CANADA**

A patent is a grant from the government to the inventor of a novel, non-obvious and useful invention or discovery that gives the inventor the exclusive right to make, use, sell, and import the invention for a limited time. The features of patent regimes can be divided into two categories: those relating to patent applications and those relating to patent enforcement. Some statutory factors affect the process of obtaining a patent and others the process of enforcing patent rights. In the patent application process, the important task is to determine the priority and patentability of an invention. The determination of priority relates to who is the first to qualify for a patent. Within most countries in the world, it is the first to file who gets the priority. In the United States and the Philippines, it is the first to invent. Not all patents applied for are eventually granted by a patent office. In most modern systems, a patent is only granted for an invention that is: (i) new, meaning the invention must be original; (ii) non-trivial, meaning that it would not appear obvious to a skilled practitioner of the relevant technology; and (iii) useful, meaning that it is industrially applicable and has commercial value. During the application process, it is necessary to incur fees, undergo examination and determine when public disclosure is to occur. If a patent is granted, the inventor is allowed a certain period of protection. In the post-grant stage, there may be third-party opposition to the grant, or restrictions such as compulsory licensing to third parties. For details, see Park (1997) and Cockburn and Chwelos (1999).

In the enforcement process, the courts enforce patent rights through the application of statutory provisions such as a preliminary injunction, contributory infringement, burden of proof reversal, discovery, and doctrine of equivalents. For details, see Park and Ginarte (1997). Both features determine the overall level of patent rights protection in a patent system (a strong versus weak regime). The overall level of protection or strength of a patent regime in turn determines whether the patent regime is fostering creation and the diffusion of technological innovation.

Intellectual property protection in Canada has a long history, and a patent has historically been viewed as the strongest possible form of intellectual property protection (Henderson, Knopf, Rudolph, Watson, Kokonis and McRae, 1994).
Canada was created as a federation in 1867 and its first Patent Act dates from 1869. Canadian patent laws were established, and subsequently amended, in light of Canada’s economic and political systems, social and economic needs and ethical values. Although most of the provisions of the initial Patent Act and subsequent amendments were derived from U.S. patent law, there are features of the Canadian patent system which differ from that of the United States. Hayhurst (1986) provides a good overview of these differences, as do Doern and Sharaput (2000). On October 1, 1989, Canada’s Patent Act underwent significant amendment to convert the patent system from a first-to-invent to a first-to-file system. The United States still maintains a first-to-invent system.

**THE ECONOMICS OF PATENT LAW**

In market economies, IPRs are designed to overcome market failures — especially low appropriability, high uncertainty, and capital market imperfections — that cause underinvestment in inventive activity (research and development). Thus, the underlying rationale for intellectual property protection is that it improves resource allocation by enabling people who create ideas, products, processes or expressions of ideas to capture more of their creative activity. But protecting innovators too stringently may limit the dissemination of new ideas and, therefore, opportunities for economic growth. Thus, in accommodating their economic development goals, countries should maintain an appropriate balance between incentives to innovate and the need for adequate diffusion of technical knowledge into their economy.

Based on the very presence of a technological gap among nations, it is not difficult to postulate that a society must be innovative and good at producing, distributing and using (technical) knowledge in order for its economy to grow, develop and perform satisfactorily. Changes in technology often take place as a consequence of inventions. Technological change spurs growth, increases productivity, generates jobs and enriches experiences.

Joseph Schumpeter’s writings describe three phases in the process of technological change: invention, innovation, and diffusion or imitation. The first two phases refer to technology development. Invention is best defined as an idea, a sketch or a model for a new improved device, product, process or system. An innovation, in the economic sense, is accomplished only with the first commercial transaction involving the new product, process, system or device. Innovation then entails refinement of the basic idea, testing prototypes, debugging, development, engineering, initial production and perhaps initial marketing as well. The third phase is the diffusion or imitation, which occurs after the invention and innovation stages and refers to the process by which the innovation spreads across the market. Successful utilization of an innovation requires that its diffusion take place both nationally and internationally.
It may then be concluded that a full assessment of an economy’s performance must take into account all three phases — invention, innovation, and diffusion or imitation. Consequently, four different economic theories of patent law have developed. Each theory is based on different assumptions about the link between patent rights and innovation. The four variations are called the invention-inducement theory, the disclosure theory, the development and commercialization theory, and the prospect development theory. These variations share the assumption that absent strong patent protection, the innovation process will somehow be impeded.

**Invention-inducement Theory**

This version accords with the view held by most scholars and laypersons of the economic bases for intellectual property law. The protection granted by intellectual property law is necessary to stimulate innovation. Absent the potentially huge rewards that monopolistic control over one’s invention could create, no one would have the incentive to invent except for non-pecuniary motives. Intellectual property law operates like a prize or reward granted to the person who first invents. In the absence of such reward or prize, invention may still occur but on a lesser scale. Talent that would move to other sectors will be lured to inventorship.

**Disclosure Theory**

The disclosure theory has been described as the reverse of the invention-inducement theory. While the invention-inducement theory states that protection is needed to produce invention, the disclosure theory states that protection is needed to make investors disclose their inventions. Inventions occur for several reasons, including pecuniary reward, according to the disclosure theory. But protection is needed to keep inventors from adopting inefficient techniques to protect their inventions from public discovery and potential theft. The intellectual property system secures rights to the invention in exchange for public disclosure. What is really being promoted is not invention, but discovery by the public of the inventor’s work.

The disclosure theory recognizes that the value of an invention lies ultimately in public use rather than private reward. If inventions are used, development and progress are more likely to result than if they are fully privatized and never made public. The assumption is that inventions would not as readily be disclosed without the private monopoly. Although this variation of the traditional justification does not fully adopt the romantic author model, it certainly adopts a selfish author model. Furthermore, this view ignores the costs of creating a private monopoly on the public use of intellectual property.
Development and Commercialization Theory

The disclosure theory rests on the premise that the true value of an invention comes after it is invented. Similarly, the development and commercialization theory bases intellectual property protection on the need to reduce the costs to inventors of marketing and commercializing their inventions. Under this theory, intellectual property law turns inventions into assets that can be sold, licensed, developed, used as collateral for financing, and otherwise turned into a commodity to be distributed through the marketplace. One important application of this theory has focused on investment in research and development (R&D) by governments and state universities. The Bayh-Dole Act adopted in the United States in 1980 allowed government funded research laboratories to obtain patents on their inventions and license them. The Act has been justified on arguments rooted in the development and commercialization theory. Since the research was already funded by the government and disclosure was assured because of government funding, neither the investment-inducement nor the disclosure theory were an appropriate basis for the legislation.

Prospect Development Theory

Professor Edmund Kitch is the author of the prospect development theory, which is a hybrid of the other three theories, and consequently suffers from their inability to help understanding the problems of indigenous knowledge and business method patents. In his view, strong IPRs are needed in order to give the original inventor the incentives not only to invent, disclose and market the invention, but also to develop improvements to the invention. The foundation for this theory is that knowledge is a public good that can suffer from a commons problem — overuse by private individuals because of poorly defined property rights. By vesting property rights in the entire commons to one person, the commons can be maintained and used more efficiently. Professor Kitch applies this logic to the commons of ideas: strong ownership rights vested in the inventor are needed to efficiently and fully exploit the value of the invention.

With respect to Professor Kitch’s rationale of vesting property rights over the commons in one inventor, the main criticism is that he ignores the value of having some ideas in the public domain that all can use. Although he recognizes this point, his position could readily be used to privatize more of the intellectual commons than is necessary, leading to what Professor Heller has called the anti-commons problem. If property is over-privatized, inefficiencies can result from the creation of excess transaction costs and loss of the benefits of scale economies. In the context of information, there are benefits from sharing ideas and knowledge for the development of ideas and the improvement of technology. Professor Kitch’s position does not allow us to resolve this issue.
These four theories have been extensively tested and examined in the academic literature. Professor Adam Jaffe has provided a very thorough and recent survey of the connection between patent law and innovation. He frames the research question in terms of the major reforms to the U.S. Patent Act in the 1980s and 1990s, specifically the creation of a specialized appeals court, expansion of the patentable subject matter, legislation enabling research universities to patent and market inventions, and patent term extension. He concludes that these changes in patent policy, justified for their positive effects on innovation, have had little or no effect in stimulating innovation when considered empirically.

Professor Jaffe's conclusions rest on a survey of the scholarly literature. He focuses on three areas: (1) studies of the impact of increased patent scope on innovation; (2) studies of the effects of increased patent protection on less developed countries (LDCs); and (3) studies of patent litigation. The first group of studies provides the strongest support for our argument about the weakness of the patent-innovation link. The literature is divided in its conclusions about patent protection and innovation. The research question is framed around the effect of increased patent scope on the value of the patent and development in a particular industry. The major conclusions are that patents of greater scope may be worth more or may be worth less. The variation in findings may reflect differential costs that arise from having to litigate broader patents and the larger transaction costs that arise from having to invent around or license broader patents. Case studies of the Japanese patent system, which was amended in 1988 to permit multiple claims for a particular patent, and of the U.S. patent system found that the grant of patents inhibited innovation in key industries such as aeronautics and telecommunications. The study of the U.S. experience indicated that the source of the inhibition was the uncertainty among competitors about the future benefits of R&D which increased the costs of transacting licenses on patented inventions.

The biggest difficulty in assessing the link between patent law and innovation is the question of what industry development would have been like without the protections extended by the patent system. There is, of course, no way to answer this counterfactual. Some support is found in studies of the effect of patent protection in LDCs, the second part of Professor Jaffe's survey of the empirical literature. Although these studies are few in number and very general, the central finding is that LDCs would benefit from strong patent protection as a tool to attract investment from Western firms. Such conclusions are hardly counterintuitive. According to these studies, patent law serves as a means of industry subsidy in LDCs. The more difficult, and unanswered, question is whether the patent subsidy is any more effective than other business subsidies, such as tax breaks or regulatory relief. Certainly, the patent system has costs. The third area of Professor Jaffe's survey, patent litigation, suggests that the grant of a patent leads to a high probability of litigation, especially in some key sectors.
such as biotechnology. Furthermore, the threat of litigation has additional detrimental incentives on innovation and product development. Therefore, it is difficult to say that strong patent protection is beneficial for innovation in LDCs.

Professor Jaffe provides three explanations for the weak patent-innovation link. The first is that changes in patent law are accompanied by other changes in the legal and economic environment which make it difficult to isolate the effect of patent policy on innovation. Secondly, patent protection is only one variable affecting the decision to invent. While patent protection secures rewards to innovation, it does not address the other risks and costs associated with the invention process. Many of these risks and costs are difficult to assess and control. Finally, the patent-innovation link rests upon specific economic models, which are sensitive to assumptions about economic parameters.

Professor Jaffe’s third point is illustrated by several papers in the economics literature about the effects of patent law on innovation. Several insights can be extracted from this vast literature. First, the link between patent protection and innovation will depend upon the type of competition faced by users in the final market where the patent will be used. Even though a patent results in a monopoly over an invention, the race to obtain the patent dissipates the rents that the patent monopolist earns. If the number of rivals in the race to obtain the patent is fixed, perfect patent protection will increase the rate of technical advance. If, however, patent protection is not perfect and imitation is allowed, then the rate of technical advance is lower. However, this last result changes as the number of rivals changes. If it becomes more competitive to win a patent, then imitation may either increase or decrease the pace of innovation. The reason for this is that increasing the number of rivals when imitation is possible lowers the probability of any given firm winning the patent race, but raises the value of imitating when someone else wins the race. Therefore, the connection between innovation and the strength of patent protection depends upon the number of rivals and how they compete to win the patent.

The value of licensing a patent also has ambiguous effects on innovation and the diffusion of technology. Licensing is found to have two effects. First, it provides a way for innovations to be used ex post by individuals other than the inventor, that is, after the invention is made. Second, licensing raises the value of waiting for someone else to make the invention ex ante. The net effect of patent licensing on innovation and technical advance is ambiguous.

Finally, patents can be used strategically to preempt the entry of new firms in the marketplace. If a patent race occurs between an incumbent firm in an established market and a potential entrant, the incumbent may overinvest in the race in order to deter the newcomer from entering the market. This use of patents illustrates the asymmetric aspect of patent races. The winner of a patent race gains an advantage, and the loser forsakes all the R&D cost incurred to try to win the race. For an incumbent firm, victory in the patent race may mean
not only gaining the value of the patent, but obtaining a stronger foothold in
the marketplace. This use of patenting has served to explain the persistence of
monopoly or concentrated industries.

In conclusion, recent surveys of the effect of patent law on innovation do
not provide overwhelming empirical support for patent protection leading to
technical advance. Of course, this does not mean that patent protection is un-
necessary for innovation. The conclusion is that technical progress and innova-
tion depend upon many factors, of which patent protection may be only a small
part. More importantly, the economics literature underscores the fact that pat-
ents often play an important strategic role through patent races, licensing, and
deterring entry. Again, the latter research does not lessen the effects that pat-
ent law may have on innovation, but it does draw attention to broader roles for
patents other than a means of securing rewards to investment.

THE CANADIAN PATENT SYSTEM

THE FUNDAMENTAL GOALS of the Canadian patent system are to promote the
creation and diffusion of technology by providing the inventor with a limited
monopoly (both in time and scope) over a technological solution in exchange
for a full disclosure of the invention. Disclosure of inventions in patent applica-
tions is the sole source of patent information, and provides a global tool to as-
see the state-of-the-art in a given technology field.

A Canadian patent is entirely the product of federal law as embodied in
the Patent Act. The statute defines a patentable invention and the require-
ments of patentability, and describes the rights inherent in the patent grant.
Since its inception, the Patent Act was amended several times during the last
century. Extensive amendments were made recently. On October 1, 1989,
Canada abandoned its first-to-invent patent system in favour of a first-to-file
system. Table A-1 in the Appendix provides a side-by-side comparison of the
most important amendments made by the Patent Amendment Act, 1987, R.S.C.
1985, c.33 (3rd Supp). Among the numerous other amendments to the Patent
Act, provisions relating to the novelty requirement have been modified. The
duration of the patent grant for applications filed before October 1989 is
17 years from the date of issue. For applications filed after October 1989, the
term of the grant is 20 years from the date of filing in Canada. New applications
will be laid open for public inspection no later than 18 months from the earlier
of the Canadian filing date or the priority date. A patentee and licensees will be
able to recover reasonable compensation for damages sustained by reason of
any infringement between the date of publ
ication of the patent application (its
date of being laid open) and the date of the patent grant. Claims that have
been a necessary part of a patent specification have also been modified. The
present statute requires that the specification shall “end with a claim or
claims stating distinctly and in explicit terms the things or combinations that the applicant regards as new and on which he claims an exhaustive property or privilege.” (R.S.C. 1985, as amended subsequently; par. 27(4)). Given these changes, it is now well recognized that the 1989 patent reforms expanded the scope of patent protection in Canada (Binkley, 1999).

The primary purpose of the Canadian Patent Act is to promote innovation. This is evidenced by its elaborate incentive scheme. It confers exclusive rights which enable the patentee to realize monopoly profits from the sale of his invention by charging prices greater than the marginal cost. The monopoly given with the grant of a patent is evidenced in the Patent Act as “the exclusive right, privilege and liberty of making, constructing and using the invention and selling it to others to be used, subject to adjudication in respect thereof before any court of competent jurisdiction.” (Patent Act, R.S.C. 1985, as amended; s. 42) With this monopoly, the patentee is able to recover R&D costs. Without this monopoly, competitive imitation would erode monopoly profits, preventing the inventor from recovering such costs (McFetridge, 1995).

While the Act is not as explicit in promoting the diffusion of technology as other nations’ patent laws, the limited and non-renewable patent term and the requirement that the invention be fully disclosed in the patent application constitute an excellent source of technological information and thus contribute to the diffusion of technology. For example, the Japanese patent system is more progressive toward promoting diffusion than invention. The objective of the Japanese system is to encourage inventions by promoting their protection and utilization and thereby to contribute to the development of industry (Article 1, Patent Law). In contrast, by virtue of the disclosure requirements of the Patent Act, the knowledge acquired by the inventor during the innovation process is disseminated upon patenting. It then appears that such disclosure permits other inventors to learn from and improve on the patentee’s efforts, leading to an accelerated pace of technological development.

A natural question is: whether the reforms made to the legislation in 1989 have fulfilled the fundamental goals of the Canadian patent system — to promote the creation and diffusion of technological innovations, and thus enhance economic performance in Canada.

Some researchers believe that the 1989 patent reform in Canada did not bring about the promotion of innovation — a fundamental goal of the patent system. According to Binkley (1999, p. 231): “The ease with which we grant patents in Canada combined with the protection offered to patentees by the courts impairs new product development in Canada.”

Such an assertion is based on the proposition that Canada grants patent rights to patentees more broadly than in many other jurisdictions, and that Canadian courts enforce patent rights with vigour and that, as a result, technological development is impaired. See Binkley (1999) for details.
There is some evidence on the link between patent law and licensing in Canada. Licensing is an important form of technology transfer that has been virtually ignored in the econometric literature on IPRs. Foreign direct investment (FDI) is one indirect channel of technology trade. However, licensing to unaffiliated parties is a direct mechanism for technology transfer.

Intellectual property rights play a major role in technology licensing as they facilitate the appropriation of rents from the licensed technology. While patent protection is probably the most important instrument for safeguarding the technology, patent laws vary substantially across countries. The differences in patent laws in host countries influence the licensing behaviour of potential licensors — a distortion in the technology transfer that was first recognized by Horstmann and Markusen (1987). They concluded that strong IPRs would probably favour licensing over FDI by enforcing licensing and royalty contracts. In the absence of strong patents, problems of transmission of information with licensing, such as non-excludability of property over new knowledge and informational asymmetry, may favour FDI over licensing.

Stronger IPRs also affect the sharing of rents between the licensor and licensee. Rent sharing is a commonly observed feature in licensing contracts. Innovators earn a significant portion of the returns from their innovation through licensing. Empirical evidence indicates that licensors earn, on average, 40 percent of the rents from an innovation (Caves, Crookell and Killing, 1983). Stronger IPRs make it harder for the licensee to imitate the licensor’s product, and thus reduce the possibility of losing the potential rent from the innovation. On this issue, Gallini and Wright (1990) demonstrate that when imitation is possible, there is asymmetry of information and the licensor sacrifices some rents though its share rises with imitation costs. Accordingly, the share of the rent accruing to the licensor rises with patent strength, increasing the returns to licensing (Maskus and McDaniel, 1999). Thus, the essential point is that the question of whether licensing would rise or fall, or whether the rent from licensed innovations would rise or fall with stronger IPRs is an empirical one.

Quantitatively, licensing is significant. As an instrument of appropriating returns from innovation, it has made a significant contribution to the Canadian economy. For example, in 1991, Canadian receipts of royalties and license fees were US$928.69 million. In 1995, royalties and licensing fees had increased to US$1,259.11 million, a 35.6 percent rise in four years (Figure 1). Although Canada experienced a reasonably large increase, it was still one of the lowest among the G-7 countries. Between 1991 and 1995, the largest increase occurred in Japan (117.2 percent), followed by the United Kingdom (80.8 percent), Germany (69.5 percent), the United States (48.8 percent), Canada (35.6 percent) and France (24.6 percent). Italy experienced a decline in royalty payments (14.4 percent) over the same period (Figure 2).
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The importance of licensing Canadian technology abroad is also reflected in the decline in the technology balance of payments. Traditionally, Canada had a low ratio of domestic-to-foreign applications, indicating that it was a significant absorber of foreign technologies. This trend has recently changed. As shown in Figure 3, the ratio of payments to receipts of royalties and license fees in Canada’s technology balance of payments was about 4.0 in 1979. However, the ratio declined to near-balance by 1991, revealing Canada’s rising relative position as a technology supplier. Canada became a net exporter of technology in 1995. This reinforces the need for protecting intellectual property overseas so that economic rents from licensed technologies may be appropriated. While licensing is an important form of technology transfer, there is little systematic evidence on whether it is influenced by the strength of local patent regimes.

A recent empirical study that relates the volume of U.S. international licensing to an index of patent strength indicates that, other things being equal, countries with stronger IPRs attract larger volumes of licensed technology and the impact is stronger for arms-length transactions (Yang and Maskus, 1998). Earlier studies are also relevant in this context. A survey of U.S. multinational enterprises conducted by Mansfield (1994) showed that they are less likely to transfer advanced technologies to unaffiliated firms in countries with weak patent rights. In another study, Contractor (1980) examined a sample of 102 technology licences and found that total returns on licensing are higher for patented technologies. Using cross-country data for 1982, Ferrantino (1993)...
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**Technology Balance of Payments for Canada, 1979-95**
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found that membership in the Paris Convention stimulated flows of U.S. receipts of unaffiliated royalties and license fees from the host country.

Thus, the issue is whether the variations in the strength of foreign patent laws affect the flow of Canadian technology trade through licensing and whether stronger patent laws in the recipient countries facilitate the appropriation of returns on licensing of patented technologies.

In contrast with the benefits of licensing, the inadequate functioning of the Canadian patent system in fostering innovative activity and commercialization of new products has also been emphasized by Trefler (1999), who asserts that “[Change] has led to a disturbing distortion of the patent system. Distressingly, firms are finding expensive, litigious ways of circumventing public disclosure of their inventions, thereby redirecting funds away from real R&D, retarding open science, and making innovation more expensive.”

By contrast, Saunders (1999) points out that “I cannot conclude that Canadian patents that ought not to be granted are being granted, yet are being inappropriately upheld by the courts. To the contrary, my experience is that Canadian patents, while not perfect, are generally good, and are reasonably well judged by the courts.”

The debate concentrates on the effects of changes in specific components of the Patent Act on the creation and diffusion of innovation. A similar debate is ongoing in the United States. In an effort to harmonize the U.S. patent system with those of the rest of the world, the U.S. Congress has been considering the Examination Procedure Improvements Act (Title II of both H.R. 400 in the House and S. 507 in the Senate) that will require, among other things, that each patent application be published as soon as possible after 18 months from the earliest filing date. The proposed legislation has generated a heated public debate. Supporters of the Act, including large and innovating corporations such as Eastman Kodak, GE, IBM, Lucent Technologies, Motorola, Texas Instruments and Xerox, argue that the legislation will increase certainty about legal rights over inventions, help avoid wasteful duplication of R&D expenditures, reduce the number of useless patent filings and create new opportunities for disseminating patent-related information. They also maintain that “…such legislation is critical for the continued vitality of U.S. industry and jobs.” On the other hand, a group of 26 U.S. Nobel Laureates in economics, physics, chemistry and medicine, led by Franco Modigliani, argued in an open letter to the U.S. Senate that “[S. 507] will prove damaging to American small inventors and thereby discourage the flow of new inventions that have contributed so much to America’s superior performance in the advancement of science and technology. It will do so by curtailing the protection they obtain through patents relative to the large multinational corporations.”

Neither side in these debates has been sufficiently guided by empirical work. Given these conflicting views, it seems that a formal empirical analysis of
the impact of various aspects and statutory provisions of the Canadian Patent Act in fostering innovations, and thus enhancing economic performance, is badly needed. The point has been well emphasized even by lawyers. As Binkley (1999, p. 231) says, “If I were a skilled social scientist, I would design research that would support or reject my thesis.”

Given that the legal and procedural reforms to the Canadian patent system in the late 1980s broadened the scope of patent rights in Canada, the important issues are: Does an expansion of the scope of patent rights really induce more innovative effort? Does it induce additional innovative input? Does it induce innovative output? More generally, what is the impact of the Canadian patent reforms of 1989 on innovation? The empirical exploration of these issues has important implications for both the patent policy debate and the assessment of economic performance. A decade has passed since most of the changes were made to the Canadian patent system and there should be adequate data to test whether there has been a structural change in R&D activity.

**EMPIRICAL FINDINGS ON THE LINK BETWEEN PATENTS AND INNOVATION**

The connection between patent law and economic performance can be divided into three steps: the effect of patent law on the decision to patent, the effect of patenting activity on innovation, and the effect of innovation on growth and other measures of performance such as productivity and the balance of trade.

**Effect of Patent Law on Patenting Activity**

There is a large body of theoretical literature on various aspects of patent laws including the *optimal length and breadth of patents* (Nordhaus, 1969; Scherer, 1972; Rafiquzzaman, 1987, 1988; Gilbert and Shapiro, 1990; Klemperer, 1990; Gallini, 1992; Chang, 1995; Green and Scotchmer, 1995; Matutes, Regibeau and Rockett, 1996; Eswaran and Gallini, 1996); priority rules such as *first to file* versus *first to invent* (Scotchmer and Green, 1990); *novelty requirements* (Scotchmer and Green, 1990; Scotchmer, 1996; Eswaran and Gallini, 1996); and *public disclosure requirements* of the patent system (Aoki and Spiegel, 1998; Scotchmer and Green, 1990).

The policy-controlled variables that can be chosen in the theory of optimal patent design include patent life and breadth, and novelty requirements. The theory of optimal patent length examines how the competing objectives of providing an adequate incentive for R&D and minimizing monopoly distortions determine an optimal patent length (Nordhaus, 1969; Scherer, 1972; Rafiquzzaman, 1987, 1988; De Brock, 1985; La Manna, 1992; de Latt, 1996; Gilbert and Shapiro (1990) and Klemperer (1990) extend this analysis to determine both the optimal length and breadth of a patent, thereby demonstrating
the importance of patent breadth, or scope, as a policy instrument. Patent breadth represents the degree to which a product or process must differ from a patented one to avoid infringing the patent.

There is no uniform definition of patent breadth. The breadth of a patent determines when the developer of a new invention must compensate the developer of a prior one. It depends on the nature of the invention and tends to be idiosyncratic. In filing for a patent, an inventor lists one or more claims that represent the contribution of the inventor over and above the prior art. The Patent Office examines, and possibly modifies, these claims before awarding the patent. Infringement is determined at trial by comparing the allegedly infringing product or process to the claims of the patent (for details, see Hunt, 1999).

Scotchmer and Green (1990) define scope in terms of novelty. They considered two standards of novelty (strong and weak) and compared strong novelty requirements (only big inventions can be patented) with weak novelty requirements (small inventions can also be patented) under two priority rules: the first-to-invent rule and the first-to-file rule. They show that the latter provides firms with stronger incentives to patent, but it also induces firms to overinvest in R&D relative to the socially efficient level. In contrast, the first-to-invent rule can sometimes induce firms to underinvest. They further show how the disclosure requirement of patent law may discourage firms from patenting intermediate discoveries, if by doing so they lose an advantage over their competitors in ongoing research. Gallini (1992) defines the scope in terms of the cost of imitation and shows that increasing the life of a patent may induce rivals to invent around the patent and thereby discourage investments in innovation. In this case, the optimal policy is to grant patents that are just broad enough to deter imitation and adjust their length to provide innovators with enough profits to induce them to invest in R&D. Scotchmer (1999) used the cumulative innovation concept to make the point that stronger patent protection does not necessarily increase innovation. Future innovators may be given less incentive to innovate because the level of patent protection afforded to existing innovations makes further innovations more difficult. What future innovators gain from having stronger protection once innovations are made, they may lose by being more likely to infringe existing patents.

More recently, Aoki and Spiegel (1998) defined the scope of a patent in terms of public disclosure requirements, in that patent applications must be published 18 months from the date of filing, even if no patent has been or will ever be granted. They analyzed the consequences of public disclosure of patent applications. They concluded that public disclosure leads to fewer patent applications and fewer innovations; but, for a given number of innovations, it increases the likelihood that new technologies will reach the product market, and thereby increases consumer welfare.
Merges (1988, 1992) examined the impact of non-obviousness requirements on the incentive to innovate. He argues that one role of patents and strict non-obviousness requirements is to encourage firms to engage in risky R&D projects, where there is less certainty of commercial success. In the absence of patents, if less risky projects are undertaken there is little social gain to extending protection to more obvious inventions. However, there is the social cost of additional monopolies. O’Donoghue (1998) argues that with transaction costs or costly monopoly distortions, a patent regime based on strict non-obviousness requirements is superior to a regime that requires innovators to license from prior inventors. In the context of a technological leader-imitator model, Cadot and Lippman (1995) show that the leader’s incentive to innovate depends on the time required for the imitator to reverse-engineer the latest invention. They show that the leader’s incentive to invest in R&D is maximized by the delay between his invention and successful imitation. Finally, Hunt (1999) also examined the impact of non-obviousness requirements on the incentives to innovate. While some authors claim that a less stringent non-obviousness requirement encourages private R&D by increasing the probability that the resulting discoveries will be protected from imitation, Hunt argues that relaxing the standard of non-obviousness creates a trade-off — raising the probability of obtaining a patent, but decreasing its value. He further shows that weaker non-obviousness requirements can lead to less R&D activity, and that this is more likely to occur in industries that innovate rapidly.

Kortum and Lerner (1998) proposed three possible explanations for the change in the propensity to patent: the pro-patent policy hypothesis, the regulatory capture hypothesis, and the fertile technology hypothesis. They found that the U.S. data did not support the first or second hypotheses, thus leaving the third as the most likely candidate. In particular, they argued that R&D management change was the most likely cause. Therefore, the impact of the policy change is called into question.

Rafiquzzaman and Whewell (1998) tested the relative impact of these hypotheses to explain the recent surge in patenting activity in Canada. Figure 4 presents the trend of patent applications and grants in Canada since 1884. It shows that the growth rate of the number of patent applications has been dramatically increased after the 1989 reform of the Patent Act. Their findings suggest that, although both the fertile technology hypothesis and the pro-patent policy hypothesis are at work, the former can better explain the recent increase in patenting activity in Canada. These findings then show that changes in patent policy do not significantly alter overall patenting behaviour. This further suggests that patent policy need not affect the firm’s decisions regarding the patenting of innovation output.
Using patent design alone as a way of stimulating innovation may not be effective. This conclusion is supported by at least two pieces of evidence from Japan and Italy. The Japanese patent system went through a major reform, enacted in January 1988. One of the major changes was that Japan went from a single claim system to a multiple-claim system, thus making a significant expansion in the scope of patent rights in Japan.

Sakakibara and Branstetter (1999) examined the effect on R&D allocation and patenting in Japan after the 1988 reform of the Patent Act. They checked whether an expansion of patent scope induced more innovative effort by firms. Their evidence shows that while the 1988 patent reforms significantly expanded the scope of patent rights in Japan, their impact on additional R&D effort and innovative output (patenting activity) was only modest. Specifically, the study found little evidence that the expansion of patent scope induced additional R&D effort by Japanese firms. However, looking at the patenting activity of Japanese firms in the United States, the study showed that the patent reforms in Japan resulted in increased innovative output.

Scherer and Weisburst (1995) examined the change in R&D activity of pharmaceutical firms after Italy passed a law allowing pharmaceutical product patents in 1982. They found that Italian firms which were largely imitators before the law was changed did not become innovators afterwards. The level of R&D expenditures and new products among Italian firms did not increase significantly.
However, patenting activity by pharmaceutical firms did increase. This is not surprising simply because firms in the pharmaceutical industry tend to utilize patents rather than trade secrets to protect their innovations.

In summary, given the limited empirical evidence cited above, it seems that patent-strengthening policy shifts, through changes in various aspects of patent laws, do not have significant effects on fostering R&D and innovative output. This evidence, however, is very limited in scope in that it is country-specific and industry-specific. Therefore, a natural question is: Did the 1989 patent reform in Canada induce more innovative effort and innovative output by firms in Canada? The only study available for Canada suggests that the pro-patent policy shifts in Canada had little significance in increasing innovative output (Rafiquzzaman and Whewell, 1998). Therefore, it is important to know whether changes in various aspects of patent laws have induced more innovative effort in Canada. In particular, has the 1989 patent reform brought about the intended goal of fostering creation and diffusion of innovation? To this end, it is important to analyze empirically, for example: (i) What is the impact of the first-to-file system vis-à-vis the first-to-invent system in the creation of innovation, with respect to both products and processes? Has the first-to-file system enhanced technological diffusion? (ii) What has been the impact of public disclosure requirements on innovation? (iii) Have the 1989 reforms that resulted in an expansion of patent scope in Canada induced more innovative efforts by Canadian firms? Given that a decade has passed since the 1989 reforms, it is important to test whether the reforms have brought about a structural change in R&D and innovation activities among Canadian firms.

The Link Between Patenting and Innovation

Gould and Gruben (1996) argued that if firms innovate only to capture or hold market share, they may not increase their rate of innovation with stronger IPRs when their market share is already guaranteed. The theoretical work of Rivera-Batiz and Romer (1991) confirms such conclusions in a closed economy context. The authors demonstrate that in a closed economy, protecting intellectual property may not increase innovation because the prevailing competitive framework is inadequate to facilitate innovation. In these economies, copying foreign technologies is more profitable than innovation. There is empirical evidence which suggests that stronger IPR protection may not provide a stimulus to innovation in countries that are highly protected from international trade. For example, in a survey of more than 3000 Brazilian firms, Braga and Willmore (1991) found that firms’ propensity to develop their own technology or to purchase it abroad were both negatively related to the degree of trade protection enjoyed in the industry. The theoretical work of Rivera-Batiz and Romer (1991) confirms such conclusions.
Other evidence suggests that strong intellectual property protection stimulates innovation. Survey evidence suggests that, at least in the United States, protection stimulates innovation (Mansfield, 1986) and the social rate of return appears to be considerably higher than the rate of return to the innovator (Mansfield, Rapoport, Romeo, Wagner and Beardsley, 1977). In a Brazilian survey, 80 percent of 377 firms said they would invest more in internal research and would improve training for their employees if better legal protection were available (Sherwood, 1990). Mansfield (1994) finds that U.S. firms, particularly in the chemical and pharmaceutical industries, limit FDI in countries with weak IPR protection.

In contrast, open economy regimes may exhibit a stronger linkage between intellectual property protection and innovation. In an open economy, local firms are more likely to face competition from foreign producers that use the latest technology both in their production process and in their products. Local firms may wish to meet this challenge by purchasing technology from abroad, but find that inadequate protection of intellectual property at home severely limits their efforts. The owners of the foreign intellectual property may not be willing to sell their products or license innovations (technology) to firms in a nation that does not have adequate protection to prevent potential competition generated by piracy. There is empirical evidence supporting this argument. In a survey of 100 major U.S. firms in six manufacturing industries, Mansfield (1994) found that a weak IPR system in a country deterred FDI and joint ventures, especially in R&D facilities.

While the impacts of the shifts in the patent policy through changes in specific statutory provisions of the patent law provide mixed results on incentives for innovation, the question remains as to what is the impact of the overall (aggregate) strength of the patent system on innovation. From a theoretical point of view, the impact is uncertain; it depends on circumstances. In closed economies, protection of intellectual property may not increase innovation because the competitive framework that prevails in these economies is inadequate to facilitate innovation. In contrast, open economy regimes may exhibit a stronger linkage between intellectual property protection and innovation.

**The Link between Innovation and Economic Growth and Other Economic Measures**

The diffusion of technological innovations, i.e. the process by which the use of new technology spreads, is widely recognized as being an engine of economic growth. Economic growth is a function of technological progress, which depends in turn upon the flow of new technologies and the rate at which these technologies are diffused throughout the economy. Thus a high level of technological
innovations will lead to a large increase in productivity and thus a great acceleration in economic growth.

Innovation stimulates growth by causing the introduction of new goods and services to the market. In addition, innovation results in improved methods of production of current goods and services that leads to economic growth as well. Differences in policies across nations which encourage the creation and diffusion of innovation may therefore be an important determinant for explaining differences in cross-country growth rates. Thus study of the factors explaining the differences in economic growth differences is important, as they affect the standard of living.

Economic theory suggests that in market economies, the power of expected profits is the driving force behind the motivation to innovate (Gould and Gruben, 1996). Individuals engage in innovative activities expecting that institutional arrangements will not deprive them of the value they create. Unless the returns to innovative activity accrue adequately to the producers, the incentive to continue to innovate will diminish or disappear altogether. Thus well-defined IPRs, in the form of patents, trademarks, copyright, and trade secrets, foster innovative behaviour, such as investments in R&D, and thereby accelerate economic growth. In addition, patent protection may invite foreign investment, foreign trade, and a flow of new technology which contribute to the economic growth process of a country. Thus there is a relationship between economic growth and efficient intellectual property protection.

Economists have long studied the relationship between technological progress and economic growth. The traditional theory of economic growth, originating with Solow (1956), assumes that a country’s production is carried out by employing only labour and capital and the production function exhibits constant returns to scale. This neoclassical theory predicts that economic growth and productivity is driven by exogenous (that is, unexplained) technical progress, and that productivity levels and growth rates across nations should converge over time. The neoclassical model of economic growth would predict that poor countries should grow faster than rich countries, i.e. convergence in per capita income should occur. Empirical evidence indicates that such convergence did not occur and poor countries, in general, have not grown more rapidly than rich ones (Barro, 1991). The traditional theory does not apply as diminishing returns to capital in relatively rich countries have been avoided due to advances in technology.

In contrast to the traditional theory, the new theories of economic growth have tried to endogenize the role of innovation in the growth process. These new theories argue that the rate of innovation is the result of the profit-maximizing choices of economic agents, and that it is therefore possible for there to be permanent differences in productivity levels and growth rates.
Because the rate of innovation is an outcome of the profit maximizing choices of economic agents, and IPRs provide a market incentive which in turn stimulates innovative activities on the part of private firms, IPRs and economic growth are best studied within the context of endogenous growth theory. Within endogenous growth theory, there exists a field of research — pioneered by Romer (1990), Aghion and Howitt (1992), Grossman and Helpman (1991), among others — that considers innovation as the engine of growth. Endogenous growth models are based on the idea that innovation is carried out to make profits on the introduction of new and differentiated products by increasing the degree of product variety or quality. Every new product subsequently adds to the stock of human knowledge. Thus the rate of growth of the economy will vary directly with the rate of introduction of new products. In addition, economic growth will be faster the larger the stock of human capital or the better the environment to accumulate human knowledge. By creating an environment that is conducive to the accumulation of human knowledge, IPRs will tend to increase innovation and economic growth.

While the endogenous growth theory predicts that stronger protection of intellectual property will stimulate growth through stimulating innovation, there is very little empirical evidence to support this prediction. Economists have recently started to empirically determine the role of IPRs in economic growth (Park and Ginarte, 1997; Torstenson, 1994; Thompson and Rushing, 1996; Gould and Gruben, 1996). Their research seeks to establish an empirical link between IPRs and economic growth in order to assess the explanatory power of differences in intellectual property protection on cross country differences in economic growth. These studies measure the level of IPR protection across nations by the level of patent protection. Park and Ginarte (1997) considered a cross section of 60 countries in the world and found that IPRs affect economic growth by stimulating the accumulation of factor inputs like R&D capital and physical capital. Thus patent rights indirectly affect growth via stimulating R&D investment. Using cross-country data on overall levels of patent protection, trade regimes, and country-specific characteristics, Gould and Gruben (1996) found that intellectual property protection (as measured by the degree of patent protection and levelled by the Rapp-Rozek index) is positively related to economic growth. They further found that the effects are stronger in relatively open economies than in closed economies. In addition, controlling for other important determinants of growth, they found that those countries with the highest level of patent protection tended to grow fastest. The elasticity of intellectual property protection was 0.425, suggesting that a one percent increase in the strength of patent protection increases economic growth by 0.43 percent. In another study, Thomson and Rushing (1996) considered a sample of some 112 countries and used the Rapp-Rozek index of the strength of patent protection in order to establish the link between the level of patent
protection and the rate of economic growth. Their study also found that stronger patent protection enhances economic growth rates and the association is highly pronounced once a country has achieved a particular level of development.

In summary, existing empirical evidence suggests that IPRs indirectly affect growth via stimulating R&D investment. This suggests that after controlling for other factors of growth and investment, countries with weaker patent protection have on average lower rates of R&D activity and growth performances. It seems this is indeed the case in Canada. On the one hand, the overall level of patent protection in Canada has been lower than other industrial countries as indicated by the lower value of the patent protection index. At the same time, economic growth has been showing a declining trend (Figure 5). The rate of growth in real gross domestic product (GDP) per capita was less in the 1988-97 period than in the 1978-88 period (Figure 6). In addition, our preliminary estimates indicate that over the period 1980-95, the level of patent protection in Canada was negatively correlated with GDP growth rates, suggesting that IPR protection may be a plausible factor in explaining the slow growth rate in Canada.

**Figure 5**

**Growth of Real Gross Domestic Product, 1979-98**
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Finally, there is a growing body of literature that examines the nature and the direction of trade flows which may arise from stronger international protection of intellectual property. Several authors have looked at the theoretical link between trade and IPRs (Brown, 1991; Flam and Helpman, 1987; Schwartz, 1991; Taylor, 1993, 1994; Maskus and Penubarti, 1991, 1995, 1997; Maskus and Eby-Konan, 1994; Smith, 1999). These authors consider the decisions of firms to export to countries where changes are made to patent laws and find that trade volumes could rise or fall with the adoption of stronger patent regimes. They demonstrate that after a marginal change in patent legislation in a country, the optimal response of a firm could be either to increase or decrease its exports to that country because of a trade-off between enhanced market power for the firm resulting from stronger patents and larger market size (expansion) due to the reduced ability of local firms to imitate technologies embodied in imported goods. This fundamental indeterminacy may result from three other factors. First, besides patent laws, the trade reactions of foreign firms depend upon the structure of import protection. It is possible, for example, that a profit-maximizing exporting firm could either increase or decrease the volume of trade with a country that strengthens its patent laws, depending on the height of the tariff it faces (Maskus and Penubarti, 1995). Second, decisions by firms that own a new product or process about whether to export to a market are codetermined with decisions to service markets through licensing or FDI (Horstmann and Markusen, 1987). Third, firms will tend to trade more with
economies that have strong patent laws when they find that exporting to these economies raises their global profits and induces additional R&D efforts (Deardroff, 1992; Helpman, 1993).

Since the market power and market expansion effects are countervailing, the direction of the relationship is indeterminate. The theoretical literature in this area provides at best some guidance. It suggests that countries with strong patent rights tend to have high per capita income and that there is a link between the stage of development and policies toward patent rights (Deardroff, 1990; Ginarte and Park, 1997; Gruben, 1992; Nogues, 1990; Rapp and Rozek, 1990; Sherwood, 1990). As countries develop, their incentives for protecting intellectual property increase. On this issue, Maskus and Penubarti (1995, p. 230) note that “It seems probable, however, that the market expansion effect may tend to be more dominant in larger countries with highly competitive local imitative firms. On the other hand, the market power effect may tend to be stronger in smaller countries with limited capacity for imitation.”

The direction of the effects of national patents rights on bilateral exports was further defined by Smith (1999), from both a theoretical and an empirical standpoint. Smith argues that the direction of the patent right effects on trade depends on the strength of the importing country’s threat of imitation. The threat of imitation is a function of the importing country’s IPR regime and its ability to imitate foreign technology embodied in imported goods. She postulates that an importing country with weak patent rights and strong imitating abilities poses a strong threat of imitation to the exporting firm. In these countries, one expects an increase in exports through the market expansion effect.

Thus, in principle, different levels of IPRs could expand or reduce trade and the direction of the impact depends on the relative strength of the market expansion and market power effects of patent rights. Therefore, the impact of IPRs on exports is an empirical issue.

Maskus and Penubarti (1995) provided the first systematic empirical evidence on whether differential patent laws influence international trade. They found a strong positive relationship — a market expansion effect — between the manufacturing exports of OECD (Organisation for Economic Co-operation and Development) countries and the strength of patent rights, and the relationship is strong in both large and small developing countries. This positive relationship is observed for nearly all manufacturing industries. This effect is particularly strong in developing economies with significant imitative capabilities, suggesting that, in these economies, stronger IPRs increase trade flows through the expansion of market size. However, the effect is weaker in small developing countries with low incomes, suggesting that trade enhances the use of market power. Ferrantino (1993) also provided empirical evidence on the link between IPRs and trade using U.S. data, although he drew weaker conclusions. More recently, Smith (1999) updated this work and showed a considerably
stronger trade impact. Her empirical evidence indicates that U.S. exports are sensitive to patent rights in importing countries, and the direction of the relationship depends on the threat of imitation. She finds that strengthening patent rights enhances market power in countries where the threat of imitation is weak which will in turn reduce U.S. exports to those markets. Stronger patent rights, on the other hand, will increase U.S. exports to high-threat markets.

Given the importance of this issue, there is virtually no published empirical research on the extent to which the distribution of Canadian exports is influenced by the international pattern of IPRs except a study by Rafiquzzaman (1999). In that study, Rafiquzzaman provided the first systematic empirical evidence about the effect of national differences in patent rights on Canadian exports. He investigated the sensitivity of Canadian exports to national differences in IPRs using cross-sectional data on manufacturing exports, detailed by province of origin, country of destination and industry at the two-digit level. The data on bilateral trade come from Statistics Canada’s TIERS (Trade Information Enquiry and Retrieval System) database. They show exports from Canadian provinces of origin to countries of destination (76 countries in the sample). The data are detailed for the 22 categories of the two-digit SIC (Standard Industrial Classification) level of commodity aggregation. The strength of intellectual property protection is measured by the degree of patent protection.

The study found that the cross-country patent strength and Canadian exports have a high positive correlation, both in magnitude and statistical significance. For example, the correlation coefficient was 0.24 in 1990. This suggests that, overall, Canadians tend to export more to countries where their IPRs are highly safeguarded.

However, the direction of the effect differed according to the destination country’s level of economic development. The level of economic development of destination countries was measured according to the World Bank’s classification. Importing countries were classified into three groups: high-income, middle-income and low-income countries. High-income developed countries are those that have a per capita income in excess of US$7,910. Middle- and low-income countries have a per capita income between US$636 and US$7,910, and less than US$636, respectively. These categories are based on the World Bank’s classification of income per capita (World Bank, 1993, p. viii). For the high-income group, Canadian bilateral exports and national patent rights are strongly correlated, in terms of both magnitude and statistical significance; for the low-income group, they are significantly and negatively correlated (see Figure 7). In the middle-income group, patent rights and Canadian exports are virtually unrelated as indicated by the weak and statistically insignificant correlation coefficient. Thus, there is substantial indication that stronger patents induce more trade across all high-income countries and less trade across all low-income countries.
CONCLUSIONS ON PATENT LAW

IN THEORY, PATENT LAW PROMOTES INNOVATION, technological change, and economic growth by securing the right to appropriate the returns from innovation in the hands of the inventor. However, the connection between strong patent protection and various measures of economic performance is weak. Since Canada has recently amended its patent legislation to strengthen its protections, it offers a valuable experiment by which to gauge the economic effects of patent law. The following research questions would be worth pursuing:

- measuring the success of Canadian patent reform in fostering innovation and enhancing economic performance;
- measuring the effect of strengthened patent protection on R&D spending;
- measuring the impact of patent protection on economic growth;
- studying the effect of the institutional features of the Canadian patent system, such as pre-grant disclosure requirements, the first-to-file priority rule, and the multi-claim requirements on technology diffusion and economic productivity;


FIGURE 7

CORRELATION OF CANADIAN MANUFACTURING EXPORTS AND STRENGTH OF NATIONAL IPRs BY IMPORTING COUNTRIES' LEVEL OF ECONOMIC DEVELOPMENT, 1990

determining the effect of the patent system on the inventive activity of small to mid-size entities;

- studying the effect of patent protection on human capital development and on-the-job training;

- understanding the connection between intellectual property protection and domestic and foreign direct investment in Canada;

- understanding the impact of patent protection on licensing and the flow of Canadian technology.

Equally challenging issues are raised by developments in trade-mark and copyright laws, the subjects of the next two sections.

**PROMOTION OF BRAND AND FIRM IDENTIFICATION THROUGH TRADE-MARK LAW**

A trade-mark is a word, a symbol, a design, or a combination of these, used to distinguish the wares or services of one person or organization from those of others in the marketplace. Trade-mark protection harks back to the system of medieval guilds where the branding of products was used to indicate origin and distinguish the work of one guild member from that of another. In capitalist economies, trade-mark law serves three principal purposes: the creation of goodwill and firm reputation, the lowering of search costs among consumers and the prevention of consumer confusion, and a mechanism for price discrimination. Put very simply, a trade-mark allows a consumer to distinguish firms from other firms and products from other products, and also permits firms to distinguish among consumers.

As an example of this, consider the use of trade-marks in the market for gasoline. The trade-mark EXXON allows the firm to identify itself as the source of gasoline of a particular quality. Seeing the trade-mark EXXON applied to a particular type of gasoline allows consumers to make choices as to what type of gasoline to buy. Finally, brands allow firms to discriminate among consumers. If consumers sharing a certain demographic characteristic or income range buy EXXON gasoline as opposed to unbranded gasoline, the firm can discriminate in terms of price by charging more for the branded than the unbranded product, and also by providing a different product-service mix for the branded than for the unbranded product. Each of these goals of trade-marks has its economic benefits and costs.

The primary benefit of trade-marks is the creation of firm and product identity. A business that is just starting needs to establish a reputation for itself and for its products and services. Trade-marks serve to establish this reputation.
Note that a trade-mark is different from a trade name, which serves to identify the name of a business. Sometimes a trade name can also serve as a trade-mark, as with BMW or HILTON. There is a reputation associated with a trade name, but that reputation will entail more than the quality of the products and services provided by the firm. A trade-mark establishes the reputation of a business in association with a particular product or service. Consequently, a trade-mark can be viewed as a means of establishing reputation that is narrower than that established by a trade name. For example, two firms may have the same trade name, but it is unusual for two different firms to have the same trade-mark for the same product or service. Therefore, two different firms will not sell in a given market automobiles that are both called CARAVAN or WINDSTAR, and would not be allowed to under applicable trade-mark law. The reason for this distinction between trade names and trade-marks is that trade-marks also serve the function of protecting the consumer from confusion in searching products and services in the marketplace.

As an illustration of this benefit, consider a firm that is starting out in the software business. The firm will have a trade name to establish its identity as a business, but it may have different products ranging from accounting software to word-processing software. Each of these products might have a distinct trade-mark associated with it to help in identifying the source of the software. For example, the firm may adopt ACCOUNTSOFT for its accounting software or GRAPHCON for its word-processing software. Such trade-marks allow the firm to distinguish its software from others when consumers go out in the marketplace. If the product is particularly attractive, consumers will know what to ask for. Competitors will also recognize the product as well, and absent trade-mark law protection they may try to imitate the trade-mark, as opposed to the quality of the product, and divert sales from the start-up firm. Trade-mark law, at its minimum, would serve to prevent this type of imitation of names in order to protect the consumer from confusion and to protect the start-up's investment in its reputation.

Trade-mark law would also serve to protect the creator of trade-marks from other harms such as dilution or false association of the mark. If a non-competitor in the previous example started using the trade-mark GRAPHCON for a particular product that is graphically pornographic or violent (for example, a computer game as opposed to a word-processing program), then the start-up's reputation may also suffer. Even though a consumer may not confuse the game from the word-processing program, the common name may cause a sense of false association or false information about the affiliation of the producer of the computer game and the word-processing software. Therefore, most trade-mark law systems protect not only against the use of a trade-mark by a competitor, but also against uses by a non-competitor that may result in dilution or false association and other reputational harms.
One cost associated with the use of trade-marks is a reallocation of resources from the production of more innovating and desirable products and services toward expenditures on the creation of trade-marks, advertising and the development of a reputation. This cost may be exaggerated since consumers would not buy a new product or service simply because of the brand name if there is no difference in quality. But case studies in the pharmaceutical and automobile industries (as well as common-sense familiarity with the marketplace) demonstrate that a market for brand names is created through the trade-mark system. In other words, firms create trivial variations in product quality but expend resources on image and branding. It is difficult to measure the economic costs of such practices. The benefits are most likely minimal if economic benefits are measured by productivity growth in the production of better quality goods and services. Some of these costs can be addressed through trade-mark law itself by establishing a high threshold for the grant of a trade-mark and proof of infringement, issues we will discuss in more detail below.

A cost related to that of establishing a market in brands is that of price discrimination. By establishing different brands for the same product, a firm can discriminate between upscale and downscale consumers. An example of this phenomenon is provided by the luxury car market. Often there is very little difference in performance between a luxury version and a non-luxury version of an automobile. The LEXUS and TOYOTA brands often mark cars that are similar in quality. But the more upscale brand can attract a higher price. A similar phenomenon occurs with pharmaceuticals. Such price discrimination has benefits. By being able to service two groups of consumers, the firm may sell more output and sell to a broader market than would be possible without price discrimination. For example, in the luxury car market, if the firm could not create two brands and sell one for $60,000 and the other for $25,000, it would most likely create one medium-quality brand for $30,000. The upscale market would still buy, but the downscale market would be priced out. As a result fewer consumers would be served and the firm’s profits may be lower. But, of course, price discrimination has its costs especially if it is used to identify low-cost buyers and sell them a substantially lower quality product. This latter type of price discrimination might actually harm consumers from the perspective of equity and lead to a reduction in both the quantity and quality of branded and non-branded goods in the marketplace.

The final cost of trade-marks is the administrative cost associated with enforcing trade-mark rights. Some mechanism must be used to protect trade-marks. At a minimum, a registration system would be necessary to establish priority and resolve other disputes. Another mechanism would be necessary to establish when a firm has acquired rights in a given trade-mark, and of course infringement disputes must also be resolved through some system. Self-help is possible but may be inefficient by comparison with legal enforcement.
Most trade-mark systems employ a combination of administrative and judicial enforcement. An agency is established to grant trade-mark rights and to record them. The agency serves as a gatekeeper to check that a trade-mark is being used to brand a product or service and that the trade-mark is worthy of protection because of consumer identification. The agency would also serve to resolve conflicts before a trade-mark is established, for example, in ensuring that a proposed trade-mark does not conflict with existing or other proposed trademarks. Finally, the agency may serve to cancel marks if they have been abandoned and fail to continue to offer consumer association with the firm. The judiciary serves as a forum for resolving infringement disputes and to punish through judicial remedies such as damages and injunctions copying of the mark by a competitor or dilution by a non-competitor.

Much of the economic effects of trade-marks discussed above arise in the area of trade dress, which will be addressed separately below. Trade dress protection applies to the design of a product. For example, the decor and atmosphere of a restaurant would be protected by trade dress. Such protection is particularly important for start-up firms who need to distinguish their product and service from competitors when there may be very little distinction in actual products or services across firms. A restaurant is an example of such a business; a retail outlet for books would be another. The economics of trade dress protection, an evolving area of law that is especially controversial, provides an important mirror on the purposes and costs of trade-mark protection more generally.

**The Economics of Trade-mark Law**

The economic design of patent and copyright law is to promote innovation in the applied arts and sciences while providing incentives for dissemination of information. Trade-mark law fits into this design in a very complex way. On the one hand, trade-mark law provides incentives for the creation of new words with which to identify new products and services. This expansion of the lexicon is important and examples such as THERMOS and ASPIRIN, both once trademark protected, demonstrate how trade-mark law can promote innovations in language. However, it is clear that trade-marks’ role in innovating language is subsidiary to the commercial goals of selling products and services. An artist or research scientist can receive copyright or patent protection even if the subject matter is never commercialized. However, a firm cannot receive trade-mark protection unless the trade-mark is actually used in commerce to brand a particular product or service. The economics of trade-mark law, despite its ability to promote the development of language, is grounded in the creation of markets for products and services.
However, the effect of trade-mark law on the dissemination of information and the resulting effect on the promotion of innovation need to be considered. The branding of products makes it difficult for new entrants to enter a market because of the need for them to establish a reputation and distinguish their products and services from those of incumbent firms. Branding also creates loyalties with consumers and makes it difficult for consumers to switch to a new brand. Trade-mark law can be used to supplement the protection granted by patent law or copyright law. While patent and copyright grants are time-limited, trade-mark rights last potentially forever, or at least for as long as a trade-mark serves to associate a source with the product or service. In several industries, firms attempt to protect, through trade-mark law, products and services that could otherwise be patented or copyrighted. Branding in the pharmaceutical industry, discussed more fully below, is one example. But the use of brands extends beyond one industry. Computer software is protected by a combination of patent, copyright, and trade-mark laws. The character of Mickey Mouse, whose copyright is almost expired, is still protected by trade-mark law as an identifier of the Disney Company, and this trade-mark will disappear only when consumers fail to associate the character with the firm. The legal relationship between trade-mark and other intellectual property laws is still an open question. A pending case before the U.S. Supreme Court, involving the owner of an expired patent in traffic signs attempting to seek trade dress protection for the signs, should resolve these tensions. But the economic question of how trade-mark protection should be structured still remains.

The economic basis for trade-mark law rests on the protection of reputational investments made by firms and on the prevention of consumer confusion in their search for products. Consequently, there is little tension between trademark law and other intellectual property laws if it is correctly applied and administered. If a product is protected by patent law or copyright law, it can still be protected by trade-mark law, even after the patent or copyright has expired. For example, if a firm has patent protection on computer software, then trade-mark protection can still be acquired for brand identifiers, such as the name of the software, when the patent expires. Trade-mark law protects very different interests from those protected by patent and copyright laws. The difficulty arises when the subject matter of the bodies of law are blurred. Design elements of a product can be protected by patent, copyright and trade-mark laws. If a firm has a patent over design elements and the design elements also serve as a trade-mark (for example the shape of the product), then the difficult question is whether trade-mark protection for the exact same elements of the patented design should continue when the patent expires. The argument against such continuation is that trade-mark law is effectively extending the life of the patent, undercutting the balance within patent law between promotion and dissemination of innovation. The arguments in favour of continuation recognize
the different interests protected by trade-mark and patent laws. Patent law gives the patent owner an exclusive right against the world to prevent use. Trade-mark law gives the trade-mark owner the right over the use of the trade-mark when such use would cause confusion among consumers or dilute the trade-mark owner’s reputation. Even though the subject matters of the patent and trade-mark may overlap with respect to design elements, the scope of rights is different and there is arguably no conflict between the two sources of protection.

The economic interaction between trade-mark law and other intellectual property laws rests on assumptions about the economic efficacy of the trade-mark system. My discussion above implicitly assumes that the trade-mark system is an ideal one and is economically rational. The argument also ignores the way in which market actors may use trade-mark law strategically to deter entry and gain market share without necessarily providing benefits such as innovation or the creation of a reputation. What should ideally look like a trade-mark law system designed to promote economic rationality?

Landes and Posner (1987) present the classic discussion of the economics of the trade-mark law system. In a formal model, they demonstrate the role of trade-marks in reducing search costs for consumers and in providing incentives for investment in a reputation and in product and service quality. The authors apply their formal model to various trade-mark doctrines (mostly from the United States, but shared by Canada) to assess their rationality. They conclude that since there is no scarcity in names and symbols, trade-mark law serves a minimal role in the development of language and the creation of new words. Such benefits are only a side effect from trade-marks’ role in creating brand identifiers to minimize consumer confusion. Granting trade-mark protection only over distinctive names, ones that are arbitrary or suggestive or having secondary meaning, is a desirable means to prevent consumer confusion and permit competition in the creation of new brands. Granting protection for terms that are purely descriptive (such as SPARKLING CLEAN) would not serve to reduce search costs in identifying quality brands since such terms serve other informational goals, such as describing the product and its uses. Furthermore granting protection over descriptive terms would also increase the barriers to entry in an industry since entrants would be prevented from using terms to describe the quality of a product when it attempts to compete in the relevant product market. However, if the descriptive term has a secondary association in the consumer’s mind with the product’s source (such as with HOLIDAY INN), then the mark is protected in order to preserve the consumer interest in association, especially when other descriptive terms exist.

The authors also provide a valuable economic analysis of genericide, or the loss of trade-mark protection when a trade-mark becomes the generic designation of a product, as in the case of ASPIRIN. In such cases, even if there
may be some consumer association with the firm producing the product, the
use of the trade-mark to designate the product does not serve the consumer’s
interest in reducing search costs or the producer’s interest in preserving reputa-
tion. The name or symbol designates a broad class of products or services and
hence loses its trade-mark function of establishing brand and reputational iden-
tification. The difficulty, however, is in the costs of preventing genericide.
Firms spend resources to ensure that a trade-mark is not used generically by
policing the marketplace. Such expenditures are used in part to preserve the
reputation of the product, to ensure that the trade-mark is not being applied to
products of inferior or different quality, but they also serve to ensure that the
trade-mark is not being used generically either in a commercial setting or in
journalistic reporting. These expenditures are a form of self-help by firms to
maintain the reputational quality of the trade-mark.

While Landes and Posner (1987) offer a demand side or consumer based
explanation of trade-mark law, Choi, Lee and Oh (1995) consider the supply
side benefits of trade-marks. They show in a theoretical model how trade-marks
can serve to establish reputational linkages across firms and how multi-product
firms could find it desirable to use the same trade-mark for several different
products. Such linkages allow firms to offer a greater commitment to quality
and provide external information on the quality of the product or service.

Common shapes can also be given trade-mark protection and such protec-
tion may extend beyond any patent or copyright that protects the product it-
self. In the pharmaceutical industry, the authors point out, firms protect the
shapes and colors of pills under trade-mark law from generic imitation of the
same drug. Such protection, the authors conclude, makes sense given the
brand loyalty of consumers who can be assured of quality based on the shape
and color of pills associated with trusted firms. In the context of pharmaceuti-
cals, such protection also alleviates confusion among pharmacists filling orders.
Landes and Posner (1987) conclude:

[W]here there are large benefits from source identification and high
costs of using means other than size, shape, and color to identify, we
would expect, and we find, that courts grant trade-mark protection to
common sizes, shapes, and colors of prescription drugs, although they
would not do this with other products. Non-prescription drugs are an
example: the manufacturer can display the brand name predominantly
on the container and packaging and does not require size, shape, and
color for source identification.

Presumably, the same reasoning would apply to granting trade-mark pro-
tection for designs when patents on these designs expire. However, it should be
noted that in more sophisticated models, it has been found that the duration of
trade-mark and patent protection should be finite. Veall (1992), in the context
of a Cournot model of competition, finds that the duration of patent and trade-mark protection should be finite, the length depending upon innovation costs, production costs, interest rates and taste parameters. This result would suggest that the expiration of a patent may cut off trade dress protection as well.

Finally, Landes and Posner (1987) explain the economic rationale for providing protection against dilution of a trade-mark. They conclude that dilution, or use of a mark by a non-competitor, diminishes the reputational value of the mark by creating consumer confusion as to association of a product with a firm. Furthermore, dilution hurts consumers who may buy branded products to gain prestige. In this case, the authors are sceptical of allowing trade-mark protection, especially if preventing dilution would result in reduced competition and higher prices. Finally, they argue that allowing dilution would diminish incentives for creating prestigious names if imitators could copy them. However, the authors suggest that since there are so many prestigious names, competition in the market for licensing prestigious names would lower licensing fees to zero. As a result, owners of prestigious trade-marks would lose very little in royalties and hence would not be adversely affected by dilution. The strongest argument for preventing dilution, the authors conclude, is the prevention of false associations in the minds of consumers.

Landes and Posner (1987) also analyze trade-mark law from the perspective of a single firm devoting resources to create a reputation and product quality in the market for a product or service. However, trade-marks arise in various market structures and involve competition not only across brands (inter-brand) but also within brands (intra-brand). Perry and Groff (1986) present an important model of intra-brand competition and trade-mark licensing. They find that trade-mark licensing results in lower prices as more branded firms compete. The lower prices, however, result in less profit per brand and consequently the creation of fewer brands. As a result, trade-mark licensing creates a welfare gain through lower prices and a welfare loss through fewer brands and lower quality. Analyzing the welfare effects in a model of monopolistic competition, the authors conclude that when fixed costs are firm-specific, in other words the establishment of a franchise entails very high costs, then trade-mark licensing lowers consumer welfare on net. However, if fixed costs for firms are low, but the fixed costs of creating a brand are high, then trade-mark licensing will benefit consumers on net as the fixed costs of creating a brand can be spread across more firms. Perry and Groff’s results suggest that licensing of trade-marks should be facilitated when fixed costs are brand-specific rather than firm-specific. This conclusion would have implications for the compulsory licensing of trade-marks and for the promotion of intra-brand competition.

Trade-marks serve the important economic function of creating incentives for reputation building and product quality among firms, which benefit consumers in their search for products and services. However, trade-marks can
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also impose barriers to entry for new firms in a market. Trade-mark law serves to strike such a balance by limiting protection to distinctive marks and denying it to purely descriptive or generic terms. Although trade-mark law may lead to the proliferation of brands and added expenses in creating brand names and preserving brand identity (at the expense of developing new products or services), licensing may serve to limit brand proliferation as Perry and Groff indicate. The economic analysis of trade-mark law is an ongoing debate with important policy implications for competition, many of which can be studied in the contemporary legal debate over trade dress protection.

THE SPECIAL CASE OF TRADE DRESS PROTECTION

The design of a product or the setting in which a service is provided can also be protected as a trade-mark. Such trade-mark is called trade dress protection. Very broadly, trade dress refers to the packaging of a product or service. What constitutes packaging includes elements such as the shape of a product (as for a pill or capsule, or the grill of an automobile) or its color (as with clothing or lawn equipment or insulation). In the retail or service sector, the layout of a building can be protected as trade dress. For example, the theme and decor of a restaurant can serve the trade-mark function of identifying the source and reducing consumer search costs.

Trade dress protection is important in many industries, such as pharmaceuticals, restaurants, manufacturing, computer software, and retailing. There are two difficulties raised by trade dress protection. The first, discussed earlier, is the overlap with design protection under patent, copyright and sui generis statutes. From an economic perspective, this overlap creates problems with enforcement and with the possible overprotection of products and services in some industries. Trade dress protection is not incompatible with other intellectual property protections since it protects against consumer confusion while other substantive laws protect the investment of the creator of intellectual property. The additional element of consumer confusion limits the expansion of the scope of patent and copyright protection. In practice, courts may have difficulty drawing these lines, the concern being that trade dress protection may provide incumbents in a market an added advantage over an entrant. The use of trade dress protection in the pharmaceutical industry raises such concern, especially if it hurts the ability of generic drug manufacturers to compete.

The second issue raised by trade dress protection is fashioning standards for protection. The difficulty stems from determining when trade dress is distinctive and deserving of protection. Many aspects of trade dress are functional, such as the layout of the salad bar in a restaurant, and hence cannot be protected. Many aspects also skirt the line of functionality, such as color and shape, and should not be protected. The legal standard for trade dress protection
has required secondary meaning. This requirement means that the party seeking trade dress protection must establish a connection in consumers’ minds between the trade dress and the source of the product or service. In order to meet this requirement, the party seeking protection will have to spend resources on advertising and the creation of goodwill before trade dress protection will be granted. During the period when goodwill is being established, trade dress can be copied by a competitor. As a result, many small businesses, especially in the restaurant and retailing industries, have argued that trade dress protection should be granted without having to show a secondary meaning. Removing the secondary meaning requirement would permit small, start-up businesses to obtain protection for distinctive design elements before spending resources on advertising and the creation of goodwill. In Taco Cabana v. Two Pesos, a 1991 case, the U.S. Supreme Court recognized this problem and ruled that trade dress protection can be granted without secondary meaning if the trade dress is distinctive. However, the Court has retreated on this issue, ruling that secondary meaning is required for protection of colors and patterns. The Supreme Court of Canada has shown less support for trade dress protection, especially in the area of pharmaceuticals.

Trade dress protection raises issues with regard to the expansion of the scope of protection accorded by other intellectual property laws and the requirements for protection (with resulting costs for new businesses). These issues have crucial implications in several key industries and for competition policy more broadly. Opderbeck (2000) presents a compelling economic case for the protection of trade dress. He argues that trade dress can lower consumer search costs and reduce consumer confusion in choosing among products and services, much like the traditional names and symbols that have been the subject of trade-mark law. Denying protection to functional elements would limit, he concludes, the use of trade dress protection as a tool to deter entry and harm competition. The author also concludes that there is little conflict between trade dress protection and patent protection.

One important issue not discussed here but broached in some detail below is trade dress protection for the look and feel of graphical user interfaces in computer programs and for web sites. These issues overlap with those raised by copyright protection for computer software.

**The Canadian System of Trade-Mark Law**

The Canadian trade-mark system goes back to the mid- to late 19th century and has continuously provided a national system for the protection of marks and symbols. This system has undergone some fundamental changes to accommodate an expanding market economy that seeks harmonization with the rest of the world. The current system can be assessed against the discussion
of the economics of trade-mark protection to gauge its efficacy. For the most part, the Canadian system has met the goals of trade-mark law as outlined above, but there are particular issues raised as to the scope of protection, especially for trade dress.

As compared to the system of patent registration, the trade-mark system seems to work relatively efficiently. In fiscal years 1994-95 and 1995-96, respectively 27,883 and 26,629 patent applications were received by the Canadian Intellectual Property Office. There were 11,074 and 8,242 patents granted, respectively, out of these applications. For trade-marks, there were 28,567 and 29,528 applications received in the same fiscal years, with 15,961 and 14,817 trade-marks granted, respectively. It is also important to point out that roughly 90 percent of patent applications are from non-Canadian firms; with respect to trade-mark applications, 55 percent are from Canadian firms and 45 percent from non-Canadian firms.

Trade-mark protection is differentially used by large and small businesses. While trade-marks are an important asset for large and multinational firms, they are an even more important asset for small businesses attempting to establish a reputation, identity, and goodwill. The impact of current trade-mark policy on small business is crucial and has important implications for competitiveness, economic expansion, and innovation.

Background History

The first trade-mark statute in Canada was the Trade-mark and Design Act of 1863. It created a system of national registration for trade-marks and provided protection against infringement nationally. The goal of the Act was largely to create a national registry and prevent unfair competition and other unfair trade practices. The Act was repealed in 1932 and replaced by the Unfair Competition Act, a more general statute that encompassed both trade-mark registration and infringement and unfair trade practices such as false advertising and counterfeiting. But it was cumbersome and not finely tailored to the needs of trade-mark owners. While the Unfair Competition Act is still in effect, trade-marks are currently regulated by the Trade-marks Act of 1953, which provides a system of protection, national registration, and claims of infringement. The 1953 Act imposed stiff restrictions on trade-mark licensing; these restrictions were relaxed through the 1993 amendments to the Trade-marks Act.

The Trade-marks Act of 1953 requires a trade-mark application to be reviewed by an agent of the Trade-marks Office before a trade-mark is registered and given national protection. The review process entails several fees, totalling about $600, as well as legal costs. In order to obtain registration, the applicant must show that the mark has been used in Canada. This feature differs starkly from the European system, which does not require use for registration, and
from the U.S. system, which allows registration based on an *intent-to-use* application. The review process involves, first, a search of the trade-mark database to detect any conflict with previously registered trade-marks. If such a conflict exists, the applicant is advised and can amend his application to avoid the conflict. After the search, the agent examines compliance with the requirements of the *Trade-marks Act*. This process involves back and forth negotiations between the applicant and agent to ensure compliance. The key hurdle at this juncture is to demonstrate to the agent that the trade-mark is distinctive. The administrative review is typically much shorter for trade-marks than for patents, which can take up to three years. If the agent finds that the statutory requirements for trade-mark registration are met, the proposed mark is published and made open to opposition from anyone seeking to challenge the mark. The opposition phase is an administrative proceeding with appeal to federal courts. If the mark survives the opposition phase, it is registered. Any claims of infringement or trade-mark invalidity can be raised through the courts.

The 1953 Act imposed restrictions on trade-mark licensing. To understand these restrictions, it is important to recognize that the primary purpose of trade-marks in Canada is to indicate the source of a product or service. Therefore, under Canadian law it is very important that a mark be distinctive before it is registered. Under the 1953 Act and prior common law, licensing of the mark was viewed as lessening the distinctiveness of the mark, resulting in increased consumer confusion. Although the 1953 Act did not prohibit licensing, it did require that licenses be registered with the Trade-marks Office and that licenses be approved by the Registrar of Trade-marks, who had to be satisfied that the license (which would include assignments and other transfers) would not be contrary to the public interest. The Act did not define public interest, but the requirement was read to be synonymous with preventing consumer confusion. Furthermore, the Registrar had the authority to police the terms of the licence to ensure that the trade-mark owner had adequate control over the licensee to maintain the quality of the trade-mark product or service. As one author described the licensing restrictions, in many modern commercial situations, the administrative efforts and costs associated with complying with this system was quite burdensome. The costs of filing registered user applications for each licensee and franchisee were prohibitive, particularly since merchandise and franchise programs were not static. The burdens imposed by the 1953 Act were corrected by amendments enacted in 1993, which are discussed below.

One uncertainty under the current Canadian *Trade-mark Act* is the treatment of trade dress. It seems that trade dress protection is much weaker than in the United States and European countries. In a recent case, trade dress protection was denied for the shape and color of pills since these aspects of product design did not indicate the source of the product but rather aided in determining dosage and the type of medication to take. While such a ruling
may ensure competition in the pharmaceutical market, and especially the development of a market for generic drugs, the uncertain treatment of trade dress protection would have negative effects for start-up firms in the restaurant and retail sectors. This issue needs to be more closely examined and addressed from an academic and legislative perspective, and through case law.

Recent Developments

The 1993 Intellectual Property Law Improvement Act corrected the restrictions imposed on licensing under the 1953 Trade-marks Act primarily by abolishing the registered user system. Licences no longer have to be registered or approved by the Registrar of Trade-marks. Instead, distinctiveness rested on the degree of control exercised by the owner in licensing the trade-mark. Control can be direct through the institution of guidelines or private inspections or indirect through the creation of a subsidiary or use of an agent to police the licensee. Furthermore, the reputation of the licensee can be used to prove that the licensor exercised control over the licensee in maintaining the quality of the trade-marked product or service. Under the 1993 Act, related firms and unrelated firms are treated similarly for the purpose of determining control. This treatment is very different from U.S. law, which provides that distribution of a trade-marked product or service by an entity that is under the corporate control of the trade-mark owner is attributed to the trade-mark owner. Corporate control is not sufficient to establish control under the trade-mark law in Canada. One exception is provided for pharmaceutical companies, for which control can be established by common stock ownership. In Canada, the related firms rule is used not only to establish control over the trade-mark, but also to establish vicarious liability for trade-mark infringement.

The 1993 amendments remove the burdens imposed on licensing under the 1953 Act. Instead, licensing is treated as a matter of private contract negotiation and regulations are limited to ensure that the licensor is maintaining control over the product or service so that the trade-mark can serve its role as a source identifier and indicator of quality that reduces consumer search costs and avoids consumer confusion.

Summary

The Canadian trade-mark system is ostensibly guided by the principles that ensure an economic, rational trade-mark law: indication of source, creation of goodwill and reductions in consumer search and confusion. The regulatory burden on licensing has been corrected and replaced by a contractual system. The rules on control can be clarified to expand licences to and uses by related persons to include corporate control. The burden of trade-mark registration seems minimal, though the standards of distinctiveness are quite high and the
role of secondary meaning could be expanded. In addition, the protection of trade dress needs to be strengthened and the standards for protection clarified. The treatment of trade dress and the administrative process could have important implications for competitiveness and the development of small businesses.

**IMPORTANT CASE STUDIES ON TRADE-MARK LAW, INNOVATION, AND ECONOMIC GROWTH**

Few econometric studies have linked trade-mark protection and use with economic growth and productivity. A difficulty in such studies is measuring output and controlling for trade-mark effects. Since trade-mark protection is potentially infinite, it has been impossible to measure the effects of trade-mark protection by varying trade-mark duration. Although a potential study could consider the effects of genericide on firm profitability, the problems are (1) disentangling the effect of the generic trade-mark from other protection, especially protection through trade names and trade-marks on related products or services that a firm may sell and (2) defining the relevant measure of output.

Firm profitability is one measure, but it is difficult to separate the influence of trade-marks from other investments in goodwill, such as advertising or customer relations. Unlike patent and copyright which in theory affect technological change and development, trade-marks’ effect on productivity is more tenuous. There is no reason to think that a firm may grow more quickly simply because it has trade-marked products. Given the requirement that a trade-mark must be used in commerce before it is registered, one would expect that causation would be in the opposite direction, larger, more successful firms would have more trade-marks. Furthermore, given trade-marks’ role in identifying source and protecting consumers, their effect on the economy would not normally be captured by measures of productivity. Instead, we would expect trade-mark protection to influence the quality of goods and their price, and hence would be reflected in cost-of-living indices and measures of consumer satisfaction or welfare (as opposed to productivity measures). The pharmaceutical industry provides one test of this argument since both branded and non-branded products compete in that market. A discussion of the literature examining the pharmaceutical industry is presented below.

Allegranza and Guard-Rauchs (1999) offers one of the only studies of the factors influencing the registration of trade-marks. Analyzing a survey dataset of BENELUX businesses conducted in 1996, the authors studied the factors determining whether a business had registered a national trade-mark. They found that the likelihood that a firm had a trade-mark registration was positively affected by the firm’s R&D expenditures and the size of its workforce. However, the authors also found that when the sample was restricted to registrations made within a year or two of the survey, the size of the workforce did
not have any explanatory power. The authors conclude that the trade-mark system serves many of the same goals as the patent system in promoting innovation and R&D. In addition, trade-marking provides a competitive advantage in monitoring the activities of rivals in the marketplace not offered by patenting. This latter effect explains the authors’ finding that, for more recent trade-mark registrations, the size of labour force had little explanatory power.

The empirical literature is divided into two segments below. The first comprises general studies of trade-marks and intellectual property protection in specific industries. The second, studies of the pharmaceutical industry.

**Trade-marks and Business Development**

Wilkins (1992) offers a seminal study linking trade-mark protection with the rise of the modern corporation and the expansion of free enterprise in the United States during the late 19th and early 20th centuries. The author surveys the development of trade-mark law and shows how it paralleled developments in the modern corporation. Historically, trade-mark law served as a means for firms to establish an identity and to expand into the marketplace and compete effectively. As markets expanded, so did the recognition of the need for legal protection of intangible assets like trade-marks. Quoting one legal authority from the mid-1920s, the author concludes that “the owner of a trade-mark, who expends large sums of money in making his mark known to the public as a symbol and guarantee of excellence of the quality of his product should receive the same protection from the courts for his investment in advertising his trade-mark that he would undoubtedly be entitled to receive for investment in plants and materials.”

The author recognizes the potential anti-competitive uses of trade-marks and notes that courts recognized also this negative effect of trade-mark protection. Government suits brought under the Sherman Act in the early 1920s attacked the use of trade-marks as a tool of dividing markets and imposing restraints on trade. These cases recognized that trade-mark owners could use their marks strategically to maintain a dominant position in the marketplace and to raise barriers to entry. Although modern antitrust and competition laws scrutinize trade-marks less closely and temper the anti-competitive uses with a consideration of pro-competitive benefits, the prior case law set a precedent for a sceptical view of trade-marks. However, the author concludes that, as a historical matter, courts on balance tended to look upon trade-marks more favourably in the early part of the 20th century, and antitrust challenges to trade-marks arose in egregious situations.

The author also carefully distinguished trade-mark from patent protection, finding that trade-mark protects goodwill and the use of brands in commerce, while patents protect investment in R&D and technological innovations.
Trade-marks have the effect of promoting the corporation and business entities through the creation of what the author calls “spider effects.” These effects create positive reputational externalities for the firm. As a result, trade-marks allow firms to recoup investments in reputation and goodwill that promote the creation of better quality products and firm growth. These benefits allow the firm to invest more in other assets like patents. As the author concludes: “The trade-mark’s fundamental contribution to the modern corporation was that it generated efficiency gains by creating for the firm the opportunity for large sales over time. It was the trade-mark, as transmitter of information, that made possible the effective utilisation of patents and new technology.”

Finally, the author identifies five efficiency gains from trade-mark protection, the first static, the remaining four dynamic. The static effect of a trade-mark is allowing the firm to take advantage of economies of scale by attracting a set of customers through brand identification and creation of brand loyalty. By allowing firms to differentiate its products, trade-marks create some degree of market power. But this market power does not simply mean higher prices for consumers. Instead, product differentiation allows firms to integrate forward into distribution and take advantage of economies of scale and scope, which allows prices to ultimately be lower for consumers than in situations where unbranded products are sold in perfectly competitive markets. Trade-marks facilitate the exploitation of scale economies, which resulted in lower average costs and lower prices.

Dynamically, trade-marks serve four economic functions, according to the author. The first dynamic benefit is the lowering of capital costs that resulted from the creation of a good reputation. Trade-marks allow a firm to establish a name that permits creditors to more readily monitor the reliability of issuing debt. The second dynamic benefit stems from the reputational benefits in labour markets. Simply put, trade-marks allow firms to establish a name and reputation which then allows for brand identification by consumers and name recognition among potential employees. The third dynamic benefit arises from investments in R&D and technological improvements, facilitated by higher profits and the continuity provided by a trade-mark with strong reputational effects. The author identifies two sources for this benefit: (1) incentives to invest added profits into technological improvements that lower costs and (2) investments in new product lines that benefit consumers by creating competition in markets. Finally, trade-marks have the dynamic benefit of shifting the demand curve and increasing the set of consumers that a firm can service. These shifts result from both the informational effects and the reputational effects of trade-marks. This final effect is corroborated by Pashigian and Bowen (1994) who find that increases in women’s wages during the 20th century increased the demand for branded products.
In short, trade-mark protection serves to lower costs by allowing firms to take advantage of scale economies, establish reputation, and gain advantage in credit markets, labour markets, R&D, and product markets to service consumers. Many of these benefits are documented by Giddens (1973) in a case study of the adoption of the EXXON mark by Standard Oil in the late 1960s. The change in name, according to the firm, reduced consumer confusion and allowed the firm to economize on and coordinate advertising expenditures and promotion on a nationwide product market.

Higgins and Tweedale’s 1995 study of the cutlery industry in Sheffield, England, presents an alternative perspective to Wilkins’ account of the benefits of trade-mark protection. The authors demonstrate that trade-mark protection worked to the detriment of the cutlery industry as it embroiled firms in suits over infringement. Trade-mark law was used defensively to deter entry and maintain market share at the expense of creating new products or lower costs. In fact, the expansion in scale occurred in the cutlery industry not as a result of trade-mark protection, but of mass production techniques in the late 19th and early 20th centuries, which resulted in lower prices and better servicing of markets, but also lower quality products. Although the authors recognize the importance of trade-marks for firms like Coca-Cola and regions like Champagne (and even in the contemporary cutlery industry), they conclude that trademarks should not be analyzed in isolation from other assets and developments in business methods.

Finally, trade-mark licensing is an important issue to consider in analyzing the effects of trade-mark protection on competition. Lane (1988) finds that in some industries (such as breakfast cereals) entry would not occur without licensing because of the barriers created by brand identification. However, licensing may lower a trade-mark owner’s investment in promotion and creation of brand loyalty. The loss in expenditure on promotion may offset price reductions that result from licensing. Bates (1995) finds that businesses that begin as a franchise are less successful than those that begin as independent entities. Although franchises are more heavily capitalized than independents, franchises are less profitable than independents of the same age and have a lower survival rate (65.3 percent as opposed to 72 percent for non-franchise firms).

Bates’ study contradicts some of the theoretical studies which conclude that franchise arrangements are more conducive to business success, such as that of Rubin (1978).

**Pharmaceuticals**

The competition between branded and generic drugs has been a field of inquiry in the economics literature that sheds light on the economic effects of trade-mark law. Much of this literature also has implications for patent protection.
The pharmaceutical industry is a fruitful (and important) arena for understanding the economic benefits of branding and the interaction between trade-mark law and patent law, both key themes in this survey article.

The effect of intellectual property law on the pharmaceutical industry has taken place through patent law. The removal of compulsory licence requirements and the extension of patent term to 20 years in 1993 were seen as benefiting the pharmaceutical industry by providing stronger protection for patented drugs and limiting the competitive forces provided by compulsory licensing regimes. However, pharmaceutical companies gain a competitive edge not only through patent protection but through advertising and brand loyalty, business goals facilitated by trade-mark law. Unfortunately for the industry, trade-mark law has provided less protection and weakened the competitive advantage given by patent law. In *Eli Lilly v. Novapharm*, a 1997 decision from a federal trial court, Eli Lilly was denied trade dress protection in the shape and color of its tablets because the court found that such elements did not indicate source but facilitated the task for pharmacists and consumers in measuring dosage and identifying the medication. Although this decision weakened trade-mark protection for pharmaceutical firms, it facilitated the entry of generic drug manufacturers, which could ultimately benefit consumers.

*Comanor (1986)* presents a comprehensive study of the pharmaceutical industry in the United States, with a survey of relevant articles pertaining to intellectual property protection, regulatory burden and competition. The study focuses specifically on monopoly returns in the pharmaceutical industry and the impact of generic competition. The author cites three principal studies that looked at price dynamics upon patent expiration (Schwartzman, 1976; Statman, 1981; Bond and Lean, 1977). Each study independently found that pharmaceutical companies could charge prices above marginal cost for patented drugs even after their patent expired. Price competition was minimal in the pharmaceutical industry for many products, although there was evidence of substantial price competition in the market for antibiotics, a product less controlled by patents. One study found that out of 12 drugs whose patent expired, only four showed substantial price declines after expiration of the patent. According to the study, the period of exclusivity accorded by patent law provided ample time for identification of the drug with a specific brand name and the development of brand loyalty. Another study reached a similar conclusion: Persistent dominance in the face of competition from cheaper, more highly-promoted substitute drugs would suggest that the product differentiation advantage of being first with a *breakthrough* product is very substantial indeed. Comanor (1986) concludes from these studies that “because of effective brand loyalty, the original firm was not forced to meet the lower prices charged by new suppliers.” Citing a 1982 study by Schmalensee, he finds similar effects in industries other than pharmaceuticals. These studies of price competition in markets for patented
products and the persistence of brand loyalty would imply that trade-mark protection can inhibit price competition and serve to lengths the duration of the patent monopoly.

Studies of the impact of the entrance of generic drugs in the pharmaceutical industry indicate a benefit from trade-mark protection for patented drugs. Comanor cites a 1979 study by Grabowski and Vernon which concluded: “The substitution of generic for brand-name products already off-patent and supplied by multiple parents shifts cash flow from research-intensive firms to non-research-intensive firms. This reduces the supply of internal funds available to former firms to undertake R&D investment.” Comanor adds that “while consumers gain from generic substitution, the question again is whether monopoly returns should be promoted as a reward and an incentive to innovation.”

An answer to Comanor’s question is provided by Grabowski and Vernon’s 1986 study. That study assessed the impact of The Drug Price Competition and Patent Term Restoration Act of 1984, a U.S. law that lowered entry barriers for generic drugs and extended patent protection for new pharmaceutical products. The authors concluded that the entry of generics resulted in substantial price decreases for prescription drugs. The impact of the entry of generic producers on R&D expenditures was difficult to measure, but the expanded patent term provided by the Act could alleviate any adverse effect on R&D expenditures. Grabowski and Vernon made the following prediction about the effects of generic competition on R&D expenditures by pharmaceuticals: firms seeking blockbuster drugs will not be deterred by generic competition in pursuing these wonder drugs, while firms relying heavily on internal funds to finance R&D expenditures may be deterred. The effect on R&D expenditures by firms will have different effects depending upon the diversification of existing drug portfolios, dates of patent expiration, and the number and type of new drugs in the pipeline.

Scherer (1993) addresses what he calls the paradox of limited price competition for off-patent drugs when generic substitutes are possible. He suggests that pharmaceutical companies abandon the price-insensitive market and continue to sell the branded drug to loyal customers and allow the firms manufacturing the generic, non-branded product to service the more price-sensitive customers. As a result, the market is bifurcated through a price discrimination strategy, as described by Frank and Salkever (1985). One phenomenon he noticed in the early 1990s is that firms with off-patent drugs are not producing generic versions. He concludes, based on anecdotal evidence, that firms do not wish to create competition with their own branded products and permit price arbitrage. However, he also notes a trend emerging among pharmaceutical companies distributing both branded and unbranded versions of off-patent drugs, a practice already common in Germany. Scherer predicts that such a practice of price discrimination by firms would result, upon patent expiration,
in stability or increases in the price of the branded drug, reductions in the price of the firm’s generic version, and bigger price reductions in the price of generic substitutes.

In the pharmaceutical industry, trade-mark law serves as a means of extending the patent monopoly through the creation of brand loyalty. Whether this is beneficial or not rests on a comparison of the benefits of lower consumer prices with the potential negative effects on R&D expenditure. However, the negative effects may be small or mitigated by other changes in intellectual property law.

**CONCLUSIONS ON TRADE-MARK LAW**

**THE CANADIAN TRADE-MARK SYSTEM** promotes in many ways the economic goals of an ideal trade-mark regime. Although there are few systematic, econometric studies about the effects of trade-marks on economic growth and innovation, case studies suggest strongly that trade-mark law does play a role in the development of specific firms and business networks. Trade-marks play an important role in many industries to strengthen patent protection and create monopoly rents that can be used to finance R&D. The following research questions are raised by this survey and are important to pursue:

- the role of trade-marks in allowing firms to take advantage of scale economies;
- the role of trade-marks in allowing firms to extract monopoly rents that can be used for R&D;
- the importance of trade dress protection in the pharmaceutical industry and in the service sector;
- measuring the effects of trade-marks on reducing consumer confusion and lowering search costs;
- trade-mark licensing practices and dissemination of products.

These research questions will be broached again in the concluding section of our study and compared with the issues raised by our survey of patent and copyright laws.
PROMOTING INFORMATION INFRASTRUCTURE THROUGH COPYRIGHT LAW

A COPYRIGHT IS A RIGHT to prevent copying of literary, artistic and musical works. It arises automatically without a period of registration but does not give a complete monopoly in the way that patents do. A copyright does not protect the underlying ideas or concepts themselves but rather protects the way an author or artist expresses an idea or concept. Other rights exist that are related to or neighbouring on copyright and typically include the rights of performing artists, producers of phonograms and broadcasting organizations.

Copyright arose in 17th-century England as a response to the power of the stationers’ guild, which upon grant from the monarch decided what was published and in what quantity. Copyright created a right in the author of a work to determine when and in what manner his work would be published. It is important to recognize that copyright law has its roots in control over publishing and the printing press since control over technology is at the heart of many modern copyright cases. Digital music, file-sharing and Napster — the sources of several compelling and ongoing copyright disputes — illustrate the intimate connection between copyright and technology. Under all copyright systems, the owner of the copyright is the creator of the book, movie, musical composition or other creation that is the subject matter of copyright. The owner has certain rights granted under copyright law to control the distribution, performance, adaptation and copying of the creation. These rights are subject to certain uses by the public, some of which are expressly permitted under the statute (certain uses by educational or non-profit entities) while others are deemed acceptable under the fair use balancing test (such as video home recording). The difficult questions raised by copyright stem from the creation of new technologies, such as the photocopier or the Internet, that permit copying and the creation of new works. The legal issue is to what extent uses of the new technology are copyright infringement rather than fair or permitted uses of copyrighted works.

While control over technology is a key issue under copyright law, even more compelling are issues raised by authorship. Modern copyright law adopts a positive approach to defining authors’ rights. An author’s rights over his copyrighted work extend only to what is provided by the relevant copyright statute. Outside the statute, rights can be defined by analogy or through statutory interpretation. However, some jurisdictions recognize a natural right to the author to control all aspects of the creation, even those not specifically granted by legislation. This moral rights approach views the creation as an aspect of the author’s personality that deserves as much protection as the author’s personhood.
Canada has aspects of both the positive and moral rights perspective in its copyright law.

The distinction between the positive and moral rights approaches becomes clear as one considers the business context within which copyrighted works are created. The roots of copyright law are in book publishing and, for a long time, copyright law covered only books. But as aesthetic and business sensibilities changed, copyright law expanded to include maps, charts, drawings, paintings, music, movies, broadcast, letters, notes, computer software, video game displays, and architectural works. Authorship is often hard to fix with many of these creations; computer software is often a team work, as are architectural works. Often, works are created in a corporate setting. Even though the creator is ostensibly the beneficiary of copyright law, the copyright may be held by someone other than the creator, such as the creator’s employer. Under a moral rights system, the creator would still have control over the copyrighted work even though the copyright may be held by someone else. The implication is that any decision by the copyright owner to alienate or transform the work would be subject to the rights of the creator to protect his personality in the work. Because of the complications this would create in business settings, most jurisdictions have moved away from moral rights. However, moral rights can still play a role in the visual arts or in the literary arena, where authors may still protect the integrity of their work. For utilitarian subjects such as computer software or architecture, moral rights have little or no place.

The expansion of copyrightable subject matter beyond books means that copyright law will have an impact on many industries. However, this statement is true for all areas of intellectual property. All industries use trade-marks and patents, as well as copyright. The difficulties raised by copyright have to do with the scope of the copyright holder’s rights. A trade-mark owner’s rights extend to the mark or symbol trade-marked, the source identifier attached to a particular product. A patent owner’s rights extend to uses of an invention, and the scope of the invention is defined by the claims of the patent. Copyright protection extends to all the original elements of a work. Its scope can potentially be quite broad. Furthermore, there is typically no disclosure requirement under copyright. The patent owner must publish his claims so the world can know the scope of his invention. The trade-mark owner’s mark or symbol is known to the public since prior use is a requirement for registration. However, the elements of a copyrighted work need not be disclosed in order to obtain protection. In both Canada and the United States, copyright protection attaches when a work is fixed in a tangible medium. Registration and deposit of the work is a requirement for filing a lawsuit. Computer software are copyrighted, but are often kept secret so that the public cannot modify or know the underlying code. Movies and photographs are open for the public to see, but the technique for creating a given visual effect will most likely be kept secret.
The scope of copyright protection and the lack of disclosure requirements for copyright raise important questions for copyright policy and industry practices. For example, when is it okay to reverse-engineer a computer program to determine its underlying code? If the copyright owner’s control is plenary, then the answer might be never. The same may be true for a photographer who makes a copy of a photograph to recover a negative. Giving too much control to a copyright owner may have anti-competitive or anti-innovation consequences. However, too little control would limit the copyright owner’s incentive to innovate and create copyrighted works. As a result, copyright law charts a treacherous and often uncertain course between rights of access and rights of control. In the United States, fair use and permitted uses provide a compass to map this course, but fair and permitted uses come at the expense of reduced incentives to create. Under Canadian law, narrower protection is given for rights of access through the doctrine of fair dealing.

As the reader may have gathered, the impact of copyright law can be quite large, cutting across many industries and many business practices. By striking a balance between access and control, copyright law serves as a means to regulate the flow of creative works and ultimately the flow of knowledge and information. More than trade-mark and patent law, which largely serve the role of assigning and recording property rights, copyright law regulates actual practice and the information economy. Therefore, copyright’s impact on industries ranging from publishing to music to computers to telecommunications can be immense and, therefore, important to understand.

Our survey of the economic impact of copyright law follows the structure of our survey of trade-mark law. First, we review the economics of copyright law, followed by a discussion of its role in the computer and information sectors. The Canadian copyright system is then described, followed by a discussion of important case studies that help to understand the efficacy of Canadian copyright law and issues raised for future research.

THE ECONOMICS OF COPYRIGHT LAW

LIKE PATENTS, COPYRIGHT GIVE THE OWNER an exclusive right to use the item protected by the copyright. The grant of an exclusive right allows the owner to control the development and distribution of the protected item and serves as a reward for creating it. As a result, the economics of copyright law mimic those of patent law. The grant of a monopoly power creates a market distortion that generates rents which reward the owner for creating a new product and a new market. The welfare effects of granting a copyright or a patent rests on a comparison of the costs of the market distortion with the benefits of innovation.
But copyright differs from patents in significant legal and hence economic ways. First, the copyright grant is much longer than the patent grant. Patents currently last for 20 years from the date of filing the application. Copyright lasts the life of the author plus 75 years for natural persons and 95 years for legal persons. The longer duration can be explained by the differences in subject matter between patents and copyright. Patents are granted to novel, useful and non-obvious inventions, items that will be used in manufacturing and could become invented around quickly. The returns from patents are more immediate. Copyright is granted to original expressions fixed in a tangible medium (such as a printed page or a computer hard drive) and protection is granted to the expressive aspects of a work. Since expressions are more personal than utilitarian, creating a market for the work would arguably take longer and be more difficult. Examples abound of artists whose works were not recognized until long after they were created or long after their death. The longer duration of copyright protection reflects these realities.

This rationale for longer copyright protection seems odd when applied to utilitarian items like computer software, that seem more akin to the subject matter of patent law. Arguably, copyright protection for computer software may result from a historical accident. In the 1970s, courts consistently held that computer software were not patentable because they were an embodiment of mathematical algorithms or ideas that could not be patented. As a result, the software industry shifted to protecting computer code through copyright law. In fact, U.S. courts have recently moved to allow patent protection for computer software, with the result that multiple protections, under copyright and patent law, can be granted for the same work. In Canada, however, patent protection is not available for software. As with the trade dress and patent overlap, multiple protection is not necessarily undesirable if the two bodies of law protect different elements. Although copyright and patents overlap more closely than trade dress and patents, copyright technically protects expressive elements but not utilitarian elements, while patents can protect utilitarian elements. As a result, the two sources of law are complementary rather than duplicative.

Another key difference between copyright and patent is the means of obtaining protection. A patent grant involves a fairly rigorous and lengthy administrative process. A copyright is created once an original work is fixed in a tangible medium of expression and no administrative review is required to create a copyright. However, enforcement of a copyright requires registration of the work with a centralized agency. The registration requirement serves two functions. The first is a notice function to publicize to the world the copyright status of a work and the identity of the copyright owner. The second function is an administrative review of the copyrightability of the work. Administrative review is minimal, but there are cases where the Registrar of Copyright has refused registration (and consequently made enforcement of the copyright
impossible) because the work was not original. Although the administrative costs of copyright are sizeable, they are nowhere near as burdensome as for patents. Furthermore, while the grant of a patent requires disclosure of the invention in a way that enables an ordinary person skilled in the art to imitate it, registration of a copyright does not require disclosure. Instead, the copyright owner deposits a copy of the work with the Registrar (or, in the United States, with the Library of Congress). This distinction is important for computer software. If the code were patented it would have to be disclosed. Copyright registration requires only deposit, which means that a disk containing the code (even if it is encrypted and not readable) is all that has to be submitted to the Registrar. The choice between patent and copyright protection in the United States, where such a choice is available for items like software, will hinge upon the desirability of disclosure.

The final distinction between patent and copyright has to do with the scope of the rights that the owner obtains through the grant. Patent protection provides strong protection against all uses of the invention with no fair use or fair dealing limitation. Copyright protection gives the owner the exclusive rights to copy, distribute, adapt and perform the work, with extensive fair use and permitted use limitations under U.S. law and with fair dealing provisions under Canadian law. As pointed out before, patent ownership is shorter (but stronger) than copyright ownership. Patent ownership is also more narrowly defined and limited to the claims, or description, of the patented invention. Copyright ownership is fuzzier and not circumscribed by claims. Instead, copyright ownership extends to the original expressive elements of a work (characters in a novel, structure of a poem or computer program, look and feel of a graphic user-interface or movie), and the boundaries of protected expression are not described by claims but often determined by a court in an infringement action. It would be fair to say (with some exceptions) that patent law offers the owner stronger, shorter and more certain protection than copyright law.

From an economic perspective, copyright and patent law while both promoting innovative activity through a monopoly grant, do so in very different ways. The differences can be explained with respect to subject matter, but it should be noted that in many instances, particularly with computer software, the subject matters of patent and copyright overlap. The explanation for the differences, despite the similarity of goals and some overlap in subject matter, rests in providing innovators a set of rules from which to choose that best suits their needs in controlling their creative works and inventions. Instead of a one-size-fits-all legal system, the intellectual property system provides the alternatives of patent and copyright (and, to a certain extent, trade-mark) from which to choose in designing legal protection. Assessing the economic efficacy of copyright law entails understanding the economic goals of intellectual property law more broadly and copyright law’s relation to other intellectual property law.
Besen and Raskind (1991) present an economic analysis of intellectual property law that includes separate discussions of patent, copyright and trade-mark laws. Their assessment of the three areas rest on the conclusion that an ideal intellectual property law system should (1) provide incentives for innovation through a monopoly grant that allows for monopoly pricing and price discrimination, (2) permit innovation at minimal cost by lowering administrative costs and the transactions costs of licensing for the use of protected works, and (3) create a proper balance between innovation and dissemination. The economic analysis of copyright law must take into account each of these elements.

Waterson (1990) concludes that, with its narrow scope, copyright protection is more appropriate than patent protection in cases where product variety and consumer diversity is desired. For example, he suggests, in areas like software where consumers “desire a plethora of specific applications for specific situations,” copyright protection is a more appropriate tool than patent protection (p. 869). However, when product variety is not desirable and standardization is the goal, patent protection is more appropriate.

Landes and Posner (1989) have written the seminal article on the economics of copyright protection. Their work addresses several objections to strong copyright protection such as (1) the fact that the creator of an original work has a lead time advantage over the creator of a copy and this lead time serves as an adequate incentive to create, (2) the fact that copies are often of lower quality than the original and hence not as marketable, (3) the fact that creators of original works can control their work through contracts, and (4) the fact that creators of original works are often motivated by non-pecuniary reasons. While the authors recognize these arguments as possible objections to the need for a copyright system, they reject each of them. Instead, they find that copyright law gives the creator the requisite control to monitor and determine how the copyrighted work is used and distributed. The law also serves to lower transactions costs in controlling and disseminating the work, especially with advancements in technology that permit mass distribution. Copyright law provides a way to reduce transactions costs in the use and creation of a work by giving the creator a bundle of rights that can be exploited commercially through control over distribution of the work, and licensing of the rights to use and develop the protected elements of the work.

The authors develop a formal model of copyright protection and describe an ideal copyright system that would maximize social welfare. In their model, copyrighted works are both the output of an innovative process and an input to future innovation. They derive several implications from that model. First, copyright protection should be stronger for works that are more socially valuable. Second, copyright protection need not be set to maximize the number of works created and in fact should be set below the level that would maximize the number of works created. Third, copyright protection should expand as
income and technological advances expand the size of the market and as the
cost of copying declines. Fourth, if it is possible to distinguish between literal
infringers and those who borrow copyrighted materials to create new works,
there should be greater copyright protection against the former than the latter.
Finally, the lower the administrative costs and the greater the response to copy-
right protection, the stronger should copyright protection be.

Their formal model is applied to several copyright doctrines. First, the au-
10 thors explain the classic idea-expression distinction in copyright law, which states
that copyright does not protect ideas but expressions of ideas. The authors reject
the semantic question of what constitutes an idea and what constitutes an ex-
pression. Instead, they adopt a functional approach and ask whether protection
would hinder innovation and the development of markets for creative works.
Granting protection to fundamental building blocks, such as literary techniques
or historical facts, would give the owner too much control and would poten-
tially hinder the development of new expressions. Since expressions are more
individualistic and particularized and can be invented around, there is less or
no danger of monopoly control or anti-competitive conduct if expressions are
given copyright protection.

The authors also examine copyright protection for derivative works. De-
11 rivative works are created from previously copyrighted works or works in the
public domain. A copyright owner has the exclusive right to make derivative
works from his copyrighted work. For example, if someone wishes to make a
movie from a copyrighted novel, the movie maker must obtain permission from
the owner of the copyright in the novel. The movie maker would have a copy-
right in the original elements that were added to the novel in the movie. Ab-
sent permission, the copyright owner of the novel could prevent the movie
maker from exercising rights over his movie because it would be an infringe-
ment of the novel. The question is why should the copyright owner have the
right to make derivative works? Landes and Posner provide an answer based on
transactions costs. Copyright in the derivative work is necessary to give the
proper incentives to create derivative works. Granting the copyright owner the
right to make derivative works consolidates ownership and makes it easier for
parties to negotiate and transact for the creation and distribution of new works.

Finally, Landes and Posner (1989) address the question of the scope of
copyright protection and specifically the issues of fair use and optimal copyright
duration. Fair use, according to them, serves to reduce transactions costs in the
creation of critical, new works that provide benefits for consumers. With some
new technologies, such as videotape recorders, the cost of obtaining permission
is so prohibitive for consumers that prohibiting copying for home use under
copyright law would reduce consumer benefits and welfare. Fair use provides a
stop gap to permit the practice without permission. Furthermore, fair use is de-
sirable when critics or reviewers wish to sample material from a copyrighted
work in order to provide consumers with information about that work. However, parodies of copyrighted work would not be fair use and would most likely be derivative works that the copyright owner could prohibit. As far as duration, Landes and Posner conclude that life of the author plus 50 years (the term at the time of writing under U.S. law) is economically rational since it gives the author control over his lifetime and also benefits his proximate descendants. The authors' general conclusion is that while the duration of the copyright term is optimal, fair use can serve to limit the copyright owner's control in high transactions costs/high consumer benefits situations.

One important question in the area of copyright protection pertains to protection for data and databases. This question parallels questions about copyright protection for unpublished works or works like letters or diaries that are designed for personal use. Landes (1992) develops a mathematical model of copyright protection for unpublished works and concludes that unpublished works should be protected differently under copyright law than published works. He presents three main findings: (1) unpublished works produced for purely private purposes (such as a letter or diary) should have relatively weak protection against reproductive uses (such as for scholarship); (2) fair use should not protect purely reproductive uses of unpublished works, that is, use that merely duplicate or copy the unpublished work without introducing value added; and (3) similar rules should apply for unpublished works prepared for publication as opposed to purely private uses. Landes' analysis has implications for the protection of databases, which involve the compilation of purely private, unpublished information. The copyright treatment of databases is described more fully below.

The analyses of Landes and Posner (1989) focus on the incentives copyright law provides to the creator to create new works and to control their distribution, reproduction and adaptation. However, copyright law technically prescribes rights to the copyright owner, who may in fact not be the creator. Copyright ownership will vest in someone other than the creator under the work-for-hire doctrine, which vests ownership of copyright in the employer rather than in the employee who actually creates the work. Hurt and Schuchman (1966) discuss this dichotomy in the context of the publishing industry and conclude that copyright law may, in many instances, strengthen monopoly power. However, the separation of ownership and creation is consistent with the economic analysis of copyright law. In most situations, the employer would be in a better position to negotiate control over the copyrighted work than the employee, and hence to lower the transactions costs of developing and reproducing the copyrighted work.

Nonetheless in some situations, such as with the visual or literary arts, denying control to the creator may result in reputational externalities not being internalized. Hansmann and Santilli (1997) address the issues of author's control
and reputation. The problem can be stated as simply as follows: if a work receives a bad reception from the public, who is to blame? If the author lacks control, then the author can be blamed for the poor quality and subsequent poor reception of the work. This possibility creates a reputational externality: the author might be held responsible for something he had no control over. Giving the author some control by recognizing his or her rights (also known as moral rights) can correct this externality problem. Recently, many jurisdictions have recognized authors’ rights either as sui generis statutes or as amendments to copyright legislation. Such statutes and amendments give the authors rights to control the integrity of their works from alteration or adaptation. The Canadian experience with authors’ rights is discussed below. The economic analysis would imply that such statutes are beneficial in solving a narrow problem linked to authorial reputation.

Copyright protection serves an economic function of coordinating ownership and reducing transactions costs in the exchange of copyrighted works. However, these benefits come at the expense of the monopoly grant. Granting the owner the right to control the distribution, reproduction and adaptation of a copyrighted work will have implications for the dissemination of that work. Because of these effects on dissemination, some authors have proposed limits on copyright protection. O’Hare (1985) considers the effects of copyright on distribution through different media (such as book publishing or painting or photocopying) and finds that monopolistic or oligopolistic market structures may not be the most appropriate for these different works. He concludes that the appropriate market structure depends upon such things as the market for subsidiary uses, the high fixed costs of copying and the market for copies. According to O’Hare (1982):

> Basic copyright protection is useful only for a subset of the intellectual property to which it now applies. The critical requirements are that the work be valuable in derivative forms, or that copying be expected at a rate of many copies per pirate and that the fixed costs of copying a particular work be low... It is not worthwhile for authors and publishers to pursue increased copyright protection for many kinds of media ... I am pessimistic, for example, about the likelihood that copyright for computer software publishers will suppress copying except by competing publishers.

O’Hare’s pessimistic assessment rests on the recognition that new technologies allow wide distribution and on the undesirability of allowing copyright law to suppress new technological developments. O’Hare seems to believe that attempts to suppress the technology would be futile.

Many of the issues raised by O’Hare can be addressed formally through mathematical models based on economic theory. Novos and Waldman (1984)
presented a model that considered the effects of copyright law both on the production of new works and on their dissemination. They address the argument that increased copyright protection would have two effects: increasing social welfare by stimulating the production of new works, and decreasing social welfare by limiting use and access. The authors attempt to assess which of these two effects is larger. Their model captures both the development of new works and their free reproduction by consumers. Consumers differ as regards the costs of reproduction: those with high costs buy the copyrighted good directly; those with low costs resort to copy. However, consumers are identical in how much they value the copyrighted work. The authors conclude that increasing the amount of copyright protection (as captured in the costs of reproduction) tends to increase social welfare by promoting production, but tends to have little negative effect on social welfare through underutilization. As a result, increased copyright protection has a positive effect on social welfare. The authors do point out that their results may be sensitive to their assumption that consumers do not differ in the value they attach to the copyrighted work.

Takeyama (1997) develops a sophisticated model of copyright protection that takes into account intertemporal substitution. In her model, a firm produces a copyrighted work over two periods. Consumer can copy the work at some cost, and the copies compete with the firm's output in the second period. Her model parallels Ronald Coase's famous model of the durable goods monopolist. In Coase's model, a monopolist selling a durable good faces two constraints on monopoly pricing. The first is the resale constraint: selling a durable good creates competition for the monopolist. The second is the time consistency constraint: commitments to limiting quantity and raising price cannot be credibly made by the monopolist because of future demand for the product. These two constraints, according to Coase, limit the ability of the durable goods monopolist to price above marginal cost. In fact, in the case where the durable good lasts forever, monopoly pricing would be forced down to marginal cost. In Takeyama's model, copying imposes similar constraints on the copyright owner's intertemporal pricing decision. The copyright owner still obtains rents, but they are smaller with copying than without. Consequently, consumers are better off intertemporally when copying is allowed than when it is prohibited. The conclusion supports weaker copyright protection and perhaps a larger scope for fair or permitted uses of copyrighted materials. Takeyama also examines ways in which the copyright owner can increase rents even in the face of copying, such as through versioning the product and giving away cheaper versions to some consumers. This strategy allows the copyright owner to price discriminate and to extract larger rents, avoiding the time consistency constraints and possibly reducing consumer welfare.
The case for relatively weak copyright protection is also made by Koboldt (1995) who develops a model of copyright that takes into consideration both the production of copyrighted works and their dissemination. The author finds that market mechanisms for production and dissemination based on strong copyright protection would lower consumer welfare. Her model is static and describes the market for a copyrighted work that can be supplied both by the copyright owner and copiers. Copyright protection serves as an incentive to create new works, but protection also limits copying. She finds that some intermediate level of copying would balance the goals of production and dissemination. The author concludes:

There may be mechanisms that render copyright protection obsolete or imply a reduction in the intensity of protection. Generally, these alternative institutional arrangements are important because a copyright system can never produce the first-best solution to the problem of information production and dissemination. Thus, there is room for other mechanisms to perform better than a system of copyright protection, backing up a market.

One possible institutional arrangement is copyright collectives, intermediary organizations that facilitate licensing of copyrighted works between owners and users. These collectives have been most active in licensing performance rights for music, such as CAPAC, PROCAN and SGDA in Canada. Hollander (1984) provides a careful analysis of copyright collectives with special focus on the Canadian case. He states the problems posed by these collectives as follows:

It has been argued that collectives increase welfare by allowing their members to appropriate at least some of the benefits intellectual works generate in certain markets, thereby strengthening the link between the social gain from creative works and private gains accruing to creators. On the other hand, the question has arisen whether such advantage might not be counterbalanced by anticompetitive behaviour on the part of a collective which occupies a dominant position in the market.”

Within a formal mathematical model, the author finds several positive welfare effects from copyright collectives: (1) an increase in the number of works produced and circulated; (2) an increase in creators’ revenues arising from improved bargaining power; and (3) a reduction in bargaining costs. While the author observes the possibility of anticompetitive conduct through denial of entry into the collective for new creators, he finds little evidence of this activity in practice. Instead, collectives guarantee “access without restriction and distribution of revenues to creators on the basis of performance.”

However, the case for weak copyright protection is not accepted by all economists. Adelstein and Peretz (1985) argue that fair use should be applied very narrowly. Expanding fair use would lower the incentives to produce creative
work and therefore would harm consumers. Furthermore, fair use prevents the creation of decentralized organizations (such as the copyright intermediaries) which resolve the problems of transactions costs in licensing and distribution of copyrighted materials. More importantly, fair use undercuts incentives for technological development as copyright holder shift their efforts to fighting technological development as opposed to embracing it.

The economic analysis of copyright law provides support for copyright protection, but the devil is in the details. How much protection is optimal is an open question. A central theme of the literature is that copyright protection should not be absolute and should be subject to fair and permitted uses. The economic analysis supports very broadly a system of copyright protection that is weaker than patent protection. This prescription may stem in part from the different industries and technologies affected by copyright, in part from the ease in which copyrighted works can be copied as opposed to patented inventions, and in part from copyright’s focus on protecting expression and the need to use copyrighted works as inputs for new expressions. Some economic analyses have suggested, based largely on anecdotal evidence, that copyright protection is not needed for innovation. Frank (1996) provides an example from the world of chess, where a system of chess problems and solutions was developed without copyright protection. Goff, Shughart, Tollison and Pociask (1987) find that copyright law has had some impact on the citation of older articles in the economics literature. Cohen (2000) argues that the economic model of copyright fails to quantify creativity, and that price discrimination as a means of rent extraction is impossible to achieve. Finally, in his examination of the debates over copyright reform in light of advances in communications technology, Berg (1971) criticizes the economic model of copyright and property rights for ignoring political battles over property rights definition. Despite these limitations, the economic analysis of copyright provides some helpful tools in assessing copyright law and its effect on social welfare, innovation and economic growth. However, much of this analysis must be applied to the information sector — the most important economic sector affected by copyright law. We broach issues specific to this sector in the next section.

COPYRIGHT LAW, COMPUTER SOFTWARE AND OTHER INFORMATION SYSTEMS

COPYRIGHT LAW'S INFLUENCE reaches across many industries from publishing to broadcasting to entertainment. Copyright’s role in the economy has been described as critical in a knowledge-based, information services-based economy. The policy and legal tensions are created by copyright’s roots in book publishing and print technology and its application to information systems and non-linear, digital technologies. These tensions have been addressed by isolating the key
features of the knowledge-based economy and the ways in which copyright must adapt to these challenges. I focus on three key problems: (1) network economies and standard setting, (2) software, and (3) broadcasting and performance rights.

**Network Economies and Standard Setting**

The foundation underlying the information economy is the network. Market systems could survive with one buyer and one seller. Adding buyers or sellers in traditional markets raises costs but does not necessarily add any benefit. Markets in information economies survive and expand through network effects. More buyers and sellers in information-based markets expand the benefits of the market through network effects. The classic example is the telephone. A market with only one telephone cannot survive, but add more users and the benefits of the market expand geometrically (of course with some additional costs). Because of network effects, the stakes are higher in markets in information economies. Dominant players in such markets earn extra-normal profits and can readily capture a large part of the market for a sustained period. The reason for such dramatic returns is that network effects can result in lock-in. Once a product reaches a critical mass in the marketplace, it may be very difficult for consumers to switch to a new product without giving up the network benefits. The example is provided by the gauge of a railway or the voltage for electric appliances. Another example is provided by the telephone network. Because of this lock-in effect, a dominant firm can have an advantage for a long time and set the standard for the industry. The dynamic of information markets is expansion through network effects, which results in lock-in and the establishment of a dominant standard.

Network effects have been controversial in the field of antitrust, especially because of their implications for monopolization. Margolis and Leibowitz (1999) have questioned the contention that lock-in leads to inefficiency. Their research provides useful empirical background for understanding the dynamics of network effects. The relevance for copyright is in addressing the question whether copyright protection should be granted to copyrightable material that may serve as a basis for a dominant standard in an industry. Two examples from the computer industry are protection for operating systems and for standardized interfaces. Consumers benefit from standardization in an operating system and in interfaces. As Besen and Raskind (1991) state:

> The greater the degree of standardization, the larger is the array of complementary inputs (software, repair services, and the like) available to users, and the easier it is to switch from one system to another. These forces also create a tendency for only a small number of standardized features of interfaces to exist at any one time, and make the introduction of new interfaces more costly and difficult."
Since there are benefits to consumers from standardization, the question is whether copyright protection should be granted in order to encourage innovation in the creation of standards.

Besen and Raskind summarize well the arguments for and against copyright protection in their discussion of screen displays and user interfaces:

Proponents of independent protection of screen displays have argued that substantial expenses are involved in developing interfaces and that without legal protection, too few resources will be devoted to that activity. In response, it has been argued that many standardized interfaces result from arbitrary choices among a number of equally good and widely-known alternatives or conversely there may be only a single way to accomplish a given objective. In either case, providing intellectual property protection would grant considerable market power to the owner of the right to control the standardized interface.

The authors cite proposals for thin or weak copyright protection for user interfaces (and potentially other standards). They suggest that patent law would better serve the purpose of protecting user interfaces (and possibly other standards) as patent law has a high threshold for protection. A higher threshold would ensure that trivial developments will not be protected. Whether patent law or copyright law should be used, the authors admonish against patent or copyright races in which potential intellectual property owners expend valuable resources that could be used for productive uses in trying to obtain patent or copyright protection. The incentives for patent races, the authors conclude, could be attenuated by providing weaker intellectual protection or through a system of compulsory licensing. Such licenses could be administered by private organizations, providing another role for copyright intermediaries.

Computer Software

The software industry exhibits network effects as discussed in the previous subsection, and much of the discussion about copyright’s role in the presence of network effects applies to computer software. But software raises other issues, most notably the relationship between patent law and copyright law. As discussed briefly above, courts were reluctant to grant patent protection to software in the 1970s. As a result, much of the pressure to protect software shifted to copyright and sui generis statutes. The support for sui generis protection for software waned since copyright, with its roots in control of information, seemed to serve the purpose of protection well. However, copyright law was amended in part to deal with the special issues raised by software, such as transient copies, backups and ROM (read-only memory). While all jurisdictions recognize software as copyrightable subject matter, the patentability of software continues to be an issue, with reversal of earlier positions against patentability. In addition,
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protection of databases also raises software-related issues, especially to the extent that licensing can serve to protect intellectual property.

Dam (1995) confronts many of the major challenges raised by software for copyright. He addresses the question of network effects and concludes that their existence would not preclude copyrightability since the denial of copyright protection “is bound to have an effect on the incentives for software R&D.” The author also suggests that issues of standardization and network effects can be addressed through contracts in the form of joint ventures and strategic alliances among firms. Competition over standards is also feasible but such competition requires strong intellectual property protection. As Dam concludes: “Competition among standards, with the resulting impetus for rapid improvements in leading products, is arguably much more important for users than any reduction in prices that might result from allowing copying of these leading products.” He finds that permissive copying would hurt incentives to innovate and therefore would narrow fair use in the context of computer software. The one exception to copying would apply to decompiling software for reverse-engineering purposes.

Dam also surveys the efficacy of patent protection and sui generis protection for software. Patent protection, he admonishes, may be too uncertain and leaves room for patenting of trivial or inconsequential software innovations. Sui generis protection is also lacking because of the administrative costs imposed by recreating foundation principles already present in copyright and patent law. The author reaches four conclusions. The first is that copyright and patent law provides “a sound basis for an economically efficient system of protection.” The second is that copyright with its relatively weak protection adequately deals with the problem of network effects without creating significant rent-seeking or monopolization concerns. According to Dam’s third conclusion, copyright also “provides a sound basis for preserving a balance between innovation today and innovation tomorrow.” Finally, uses that are transformative of rather than substitutive for copyrighted works should be deemed fair use under copyright.

Broadcasting

Copyright’s role in the information economy extends not only to the computer industry but also to radio and television broadcasting. The backbone of the information economy is communications, and the crucial communication sectors are in broadcasting. Copyright issues in broadcasting industries are very different than in the software industry. Part of the difference stems from the overlap between copyright law and communications regulations; another stems from differences in the underlying technology by which content is created and disseminated. A particularly exciting area not discussed here is copyright issues linked to the Internet, where issues raised by software and those raised by broadcasting merge in important and yet-to-be-determined ways. We leave the
discussion of the Internet for future research and focus instead on computer software and broadcasting separately.

There are three copyright issues facing broadcasting industries that have been the subject of economic analysis: (1) compulsory licensing, (2) home videotaping and (3) performance rights of copyright owners.

In the late 1960s, when cable television was developing as a competitor for advertising-funded broadcasting, U.S. courts held that there was no copyright liability for the importation of distant signals. In response, Congress implemented a system of compulsory licensing for broadcasting under which broadcasters would have to license signals and content to other providers under rates that were administered by a copyright tribunal. The compulsory licensing scheme was viewed as a compromise between strong IPRs for broadcast signals that would allow the owner to prevent any use of its signal, including rebroadcasting, and access rights for other broadcasters. From an economic perspective, compulsory licensing served as a way to lower transactions costs. Users could access the copyrighted material for a fee. While the owners could not deny access, they could still obtain payment for the use of the signal. Such an arrangement arguably has lower transactions costs than one in which users and owners would have to negotiate separately for each signal or content used or enter into a blanket licence.

Besen, Manning and Mitchell (1978) strongly criticized the compulsory licensing arrangement on three grounds. First, not imposing full copyright liability would result in free-riding. Through compulsory licensing, users are not paying the full value of the use and viewers are not paying the full value of the program. Free-riding leads to underproduction of broadcasting content. Second, while lowering negotiation costs, a compulsory licensing system also results in lower rates than those achieved through negotiated licences. Because of the improper pricing of use, some broadcasters may be forced out of business or choose not to enter the industry. Finally, the authors conclude that “since the distribution of royalty fees need bear little relation to the value of a particular program, the composition of programming will also be adversely affected.”

Another source of free-riding arises from home recording of broadcast signals through videotaping television programs or cassette-taping radio programs and compact disks. Unless deemed fair use, such copying would constitute copyright infringement. The copyright owner could sue for damages or demand a licensing arrangement. No rigorous effort has been made to measure the costs or benefits of such home copying, but recent legislative initiatives in the United States have provided some econometric measure of the value of home copying. In light of then proposed legislative restrictions on digital audio taping (many of which were enacted in the Audio Home Recording Act of 1993), Manering (1994) estimated the costs to the industry and the benefits to consumers from permissive home copying. Using a sample of 517 respondents to a survey conducted by the Office of Technology Assessment about choices of compact disc ownership,
usage and copying, the author estimated a logit model to explain choices over compact discs as a function of demographic and economic variables. He used the estimated model to predict behaviour if a ban was imposed on copying resulting in a decline of blank tape purchases. The predicted gain in revenues to the recording industry was $1.98 billion in the year of the ban, with a corresponding loss to the blank tape industry of $798.7 million, for a net gain of $1.18 billion. Consumer losses were measured by the value of the blank tapes that were not purchased, estimated to be $4.2 billion. The author concludes that a ban on copying would result in a net loss to society.

Transactions in broadcasting involve not only the broadcaster and the end user, but also the performer, in many cases a singer, but also actors, who may have a protected copyright interest in the performance. Copyright law provides special permitted uses for public performances of protected songs, videos and other broadcast contents. For example, section 110 of the U.S. Copyright Act permits broadcasting of video or music in educational settings, religious settings and functions of veterans' associations so long as the primary purpose is not commercial. Some uses are permitted even in commercial settings, such as the playing of a radio in an eating establishment or the playing of a compact disk to advertise the song in a record store. Without these special permissions, such uses would constitute infringement requiring compensation. The two major copyright intermediaries in the United States, BMI and ASCAP, caused quite a stir a few years ago when they challenged the use by the Girl Scouts of certain copyrighted songs in public performances. Should all performances require compensation paid to the copyright owner, and if not, when should there be an exemption?

Kobayashi and Yu (1995) address this question in a formalized model where broadcast content is described as a public good which is an output produced by the copyright owner and an input used by a producer as part of a public performance to be consumed by the end user. The authors describe the public performance as a modified public good and ask whether the copyright owner should be compensated for the modifications made by the end user. They conclude that the end user should not be charged but the producer should be. As they put it:

It would not be in the interest of the original copyright owner to demand payment from end users of the modified intellectual property as such a fee would reduce the total demand for the copyrighted material. Once again, the economic analysis suggests that it is in the interest of the copyright owner to charge one price to the producer of the modified public good, and not to charge a separate price to the users of the modified public good.

Kobayashi and Yu provide a useful economic approach to determining when performance rights should be protected.
First, they require a showing on the part of the copyright owner that a performance (such as singing *Happy Birthday* at a party) would result in actual damages. If there are damages, then there is a case for infringement. If there are no actual damages, then the focus shifts to the interdependence in demand between the challenged performance and the licensed or substitute performances. If there is interdependence, as measured by cross-price elasticity of demand, then there is also a case for infringement. For example, if a local bar uses a dish satellite to broadcast a game that is blacked out locally, the relevant inquiry for infringement of the performance rights is whether the cross-elasticity of demand for the broadcast in the bar with the price of a ticket to the stadium is negative. If so, then the copyright owner has a claim for against the bar for infringing the performance right.

Second, the authors would make a distinction between modified and unmodified public goods. If a copyrighted work is modified, then the right to control public performances should go to the producer of the modified work and not to the holder of the copyright in the material that is the input to the modified public good. For example, if a radio station broadcasts a song with permission from the owner of the copyright on the song, and the radio broadcast is rebroadcast by a commercial establishment for a fee, then, according to Kobayashi and Yu, the performance right should go to the radio station and not to the copyright holder. The authors argue that this would lower costs since the producer of the modified public good would have the proper incentives and would be in a position to maintain control over the modified work. In cases, where there is performance of an unmodified work, the right would, of course, vest in the copyright holder. Note that this analysis is consistent with the authors’ conclusions about payment for modified public goods. The efficient arrangement is for the copyright holder to charge the producer of the modified work for use of the copyrighted material and not charge end users separately. Accordingly, the producer of the modified work would have the exclusive right to prevent public performance of the modified public good by end users.

Towse (1999) complements nicely Kobayashi and Yu’s study by examining the royalty structure of performance rights as administered by copyright intermediaries, such as BMI. He presents a rich model of music publication and distribution that considers not only the incentives to innovate but also the issues of risk bearing and entrepreneurship raised by the publication, distribution and marketing of music. She finds that:

Despite high aggregate earnings from copyright in the music industry, the vast majority of musicians earn relatively little from specific copyright and performers’ rights. The large sums of royalty income that copyright law enables to be collected go mainly to publishers... and to a small minority of high earning performers and writers.
Although copyright provides an allocation of rights which permits market transactions, the actual market outcomes depend upon bargaining power and the allocation of resources in the industry.

The broadcasting industry raises compelling problems for copyright law with respect to the economic efficacy of compulsory licensing, home copying and performance rights. These issues will become more salient, especially in their interaction with computer software, as the Internet develops and matures.

Summary

In this section, we summarize the main challenges to copyright law presented by the information economy. This section and the previous one on the economics of copyright provide an overview of the economics literature addressing copyright law. It is against this background that we now examine the copyright system in Canada.

THE CANADIAN SYSTEM OF COPYRIGHT LAW

In this section, we provide an overview of the system of copyright protection in Canada with special consideration of computer software, databases, moral rights, and emerging international and constitutional issues.

Overview

Canadian copyright law has its roots in British law and it has been described as decidedly British in origins and content. Federal legislation was first enacted in 1875 and the first major Copyright Act was adopted in 1924, modeled on the 1911 British law. The next major change was a series of amendments brought in 1936, which created the Copyright Appeal Board. Then, there were no major changes until 1988, with the first phase of the copyright reform process that culminated in 1997, when copyright law was amended in response to 40 years of technological and market changes. The principal changes arose from the advent of digital technology and the information highway through fibre optics and cable. Such changes had profound implications for the creation, reproduction and dissemination of copyrighted works and created an interactive process for information retrieval and creation that turned passive consumers of information into authors and providers of information.

The primary impetus for copyright reform in Canada came from the 1984 White Paper tabled by the Trudeau government, and revived by the Mulroney government in 1985. The White Paper called for a reworking of copyright law to catch up with developments in information and communications technology. The first amendments, passed in 1988, contained the following provisions:

- explicit statutory protection for computer programs;
• a broadened definition of choreographic works and their inclusion as a separate category of copyrightable subject matter;
• expanded and strengthened moral rights for authors;
• the abolition of compulsory licensing provisions for sound recordings;
• statutory foundations for the collective exercise of copyright by licensing bodies with a distinct regulatory regime for their control;
• a restructuring of the Copyright Appeal Board into the Copyright Board of Canada;
• stiffer penalties for infringement;
• creation of a retransmission right as part of a broader telecommunication right (enacted in response to U.S. opposition to rebroadcasting of U.S. signals by Canadian stations).

Several other amendments were adopted in 1993 and 1994 to meet treaty obligations under NAFTA and in response to international pressures. They included: (1) the creation of a commercial rental right for computer programs and sound recordings; (2) guarantees of IPR protection for non-Canadian nationals in Canada, while ensuring that enforcement of IPRs does not become a barrier to trade; (3) a redefinition of publication and prescription of new copyright terms; (4) a narrowing of the gramophone exception that would apply to public performances in terms of radio receiving sets; (5) provision of limited protection to performers against unauthorized broadcasts and sound recordings of their live performances, with exceptions for fair dealing (analogous to fair use under U.S. law) for (a) private study, research, criticism or review, and (b) temporary audio-taping of a public lecture for newspaper reporting.

The 1997 amendments were the most important and, at the time of enactment, heralded as critical to maintaining a Canadian identity and sovereignty in an era when globalization and the information revolution are erasing national borders. Also influential to the passage of the amendments was the value added to the Canadian economy by cultural industries, which were said to inject $16 billion into the economy annually and play a key role in job creation. The main provisions of the amendments included:
• a levy on blank audio-recording material;
• exemptions for non-profit educational institutions, libraries, archives, museums, and people with perceptual difficulties permitting the reproduction, performance and communication for educational purposes under specified conditions and for limited archival purposes;
- the protection of exclusive book distributors against parallel book imports in Canada except for used books and books for personal use;
- the adoption of statutory damages and injunctive remedies against likely infringement of related works, whether copyrighted or not;
- the creation of three collective regimes for the private enforcement of copyright, responsible for (1) the collection of revenue from the levy on blank audiotapes, (2) the distribution of performance rights, and (3) the management of compulsory licences for the reproduction and public performance of news programs or other programs by an educational institution for educational purposes, and for the retransmission of distant signals;
- the enactment of neighbouring rights granted to recording artists and makers of sound recordings to protect against unauthorized public performances and broadcasts of sound recordings.

The copyright amendments enacted in the late 1980s and 1990s marked an important change in the regulation of cultural industries. Doern and Sharaput (2000) describe it as follows: “Cultural policymakers could no longer as easily protect Canadian culture using subsidies, and thus they turned, propelled again by international pressures, to the intellectual property realm as the next available policy tool.” The shift to legal protection from subsidies pitted several economic interests against each other. At the aggregate level, the tensions were between creators and users of cultural property. There were also industry-specific tensions. These tensions can be summarized as follows:

- creators opposed the exemptions for educational institutions, libraries and archives as being too broad;
- performers and record producers were critical of neighbouring rights that granted exclusive rights over performances and telecommunications, as opposed to the right to equitable remuneration for uses, which were extended to performances of sound recordings (but not of audio-visual media);
- broadcasters objected to the fact that the telecommunication right did not apply to cable and direct-to-home services;
- creators of software, sound recordings and films were concerned that the ban on parallel imports of books did not extend to other works;
user groups objected to the levy on blank audiotapes, some arguing that imposing this levy at the manufacturing and importation levels would simply lead to a grey market in audiotapes, others arguing that the levy was too broad and should not be imposed on those who make copies for legitimate purposes;

- educational institutions and libraries objected to the narrow scope of the exemptions, especially the lack of an exemption for distance learning and the need to license reprographic rights from copyright collectives.

The development of Canadian copyright law reflects the complex influence of copyright policy on the information economy and the interest groups affected by changes in information policy.

**Computer Software**

Computer software was recognized explicitly as copyrightable subject matter in the 1988 amendments, where it was categorized as a literary work. The Act and subsequent case law developed the following rules concerning copyright protection of software, as reported by Morrow and Limpert (1996):

- the Act exempts from infringement the making of a single copy of a computer program through adaptation, modification, conversion or translation of the program for the purposes of compatibility, for personal use, provided the reproduction is destroyed after the person ceases to be the copyright owner;
- the Act permits the making of a backup copy of legally purchased software;
- programs embedded in a silicon chip are protected by copyright;
- a programmer can be treated as in independent contractor and will be the owner of the copyright in the program if the programmer does not integrate himself in the business for which the program was written.

An important and continuing debate involves the legality of reverse engineering under copyright law. This issue is discussed in detail in the next section on case studies of copyright law.
Databases

Copyright protection of databases under Canadian law is limited to protecting the selection and arrangement of the data and not the data itself. A database is protected as a *compilation*. Howell (1998) isolates the following key legal issues surrounding the protection of databases:

- sweat of the brow, or industriousness, is not sufficient for copyright protection. The copyright owner must demonstrate creativity or some qualitative factor in order to receive protection;
- by contrast with the United States, where the sweat of the brow doctrine was rejected in order to comply with the Constitution, there is no similar limitation under Canadian law;
- rejection of the sweat of the brow doctrine in Canada can be traced to British roots and to several opinions of the House of Lords, but the rejection is not unambiguous;
- fair dealing with respect to databases has not been addressed by the Canadian courts, but the statutory basis for fair dealing is narrower than that for fair use in the United States.

Database protection is an evolving area that raises the most important questions for copyright protection and regulation in the information economy.

Moral Rights

As discussed above, moral rights protect the rights of the creator in maintaining the integrity of the copyrighted work. They protect the reputational externalities that arise in the market for information, especially when the creator and owner of the copyright are different persons. Moral rights comprise four separate categories of rights: rights of paternity, of integrity, of disclosure and of withdrawal. Paternity rights protect the attribution of the work; integrity rights protect adaptations and changes to the work; disclosure rights protect the publication of the work; and withdrawal rights protect the distribution of the work. Canada adopted moral rights provisions as part of the 1988 amendment process under sections 14.1-14.2 of the *Copyright Act*, which provide for rights of paternity and integrity, but not disclosure and withdrawal rights.

Moral rights have been criticized for granting the author too much control over his work at the expense of commerce and users’ rights. The Canadian system addresses these concerns by not recognizing disclosure and withdrawal rights. Rushton (1998) offers a rigorous assessment of moral rights and bases his case for a limited recognition of moral rights on the need to protect the creator’s
incentive to create and control his work. He adopts a personality theory of authorship, but is concerned about the effect of a broad protection of moral rights on users. The author concludes: “There are monetary aspects to artists being able to protect their reputation... but there are non-monetary welfare aspects as well... [A]s new technologies force the monetary aspects of copyright to evolve, so too will moral rights.”

Rushton (1997) concludes that the provisions of the 1997 amendments were driven by concerns for protecting moral rights rather than the economic rights of copyright owners. He states:

The law-and-economics method seeks a regime which maximizes social wealth. Where studies in this mode were carried out in Canada, they were generally sceptical of provisions which appear in [the amendments]: neighbouring rights, the levy on tapes, and prohibition on parallel importation. The reason is that, in general, strengthening creators’ rights in copyright increases social welfare only if it will translate into more works being created (and even then the increased protection is not necessarily justified). But no analysis has yet demonstrated that any provisions [in the amendments] will lead to the creation of more works.

The author is also sceptical of the effect of the amendments on bolstering Canadian cultural industries, even at a net monetary loss to society. He strongly recommends that the economic effects of copyright law be taken into consideration as part of the next round of copyright amendments in Canada, those dealing with regulation of the Internet.

Emerging International and Constitutional Issues

International law and constitutional law both impose important constraints on Canadian copyright law and need to be considered in depth.

Handa (1997) surveys the developments in Canadian copyright law influenced by international developments. He finds that “Canadian intellectual property policy is being increasingly dictated by external pressures from trading partners.” Such pressures are consistent with Canada’s interest “to ensure that informational products receive universal protection” especially as Canada develops strong export markets for such products. He argues that international pressures may cause Canada to lose some degree of control over its copyright law, but also advises that control can be maintained through effective trade negotiations to achieve concessions in the development of copyright law. Finally, the author concludes that as harmonization of law proceeds, the tension between copyright law and competition policy will be brought to the forefront.

Fewer (1997) discusses the constraints placed on copyright law by the Canadian Charter of Rights, particularly the protections given to freedom of expression. The author sees some conflict between the two bodies of law,
especially with respect to control over the creation of transformative uses and fair uses (or fair dealing in the use of) copyrighted works. He predicts that freedom of expression will play a more active role in copyright law enforcement, but this role does not inevitably lead to reduced protection for copyrighted works. Copyright law and freedom of expression are not in conflict:

The Copyright Act, properly construed, should be an engine of freedom of expression; the integrity of the incentive structure built into the Act is crucial to maximizing the flow of information and dissemination of knowledge... Interpreting more rigorously the fair dealing defence, widening the public interest defence, and generally interpreting the Copyright Act in a fashion that accommodates both the proprietary interests of copyright owners... and the expressive interests of users of copyright materials... will go far in constitutionalizing copyright.

The constitutional dimensions of copyright will become more apparent as the next stage of the copyright amendment process dealing with regulation of the Internet unfolds. The author points out that a section of the final report on copyright issues and the Internet claimed that “the act of browsing in digital environments constituted a reproduction for the purposes of the Copyright Act.” Since freedom of expression would include rights of access and reading under the Canadian Charter, he predicts that copyright amendments pertaining to the Internet “should attract considerable constitutional scrutiny.”

Summary
This section gave an overview of the complexity of Canadian copyright law, highlighting the important developments in the law and the ongoing controversies. The debates in Canada over copyright law mirror the debates in the economics literature on access to and control over information through copyright law. However, Canadian copyright law is far from the ideal prescribed by economic analysis. Instead, the copyright system is a mix of economic and moral rights principles resulting from a compromise between creators and users, subject to international and constitutional pressures. The impact of legal developments on economic performance is examined in the next section.

STUDIES ON COPYRIGHT LAW, INNOVATION AND ECONOMIC GROWTH
There are few comprehensive economic studies of the Canadian copyright system. However, there are individual studies that address specific provisions or industries. Here, we look at the most important of these studies and draw inferences about the economic efficacy of Canadian copyright law.
Evaluation of Copyright Amendments

The amendment process, whether of copyright law or some other legislation, serves as a natural experiment to test the effects of copyright rules on economic behaviour. Smith (1988) offers such an assessment and reaches the following conclusions, based on the impact of changes on social welfare:

- the recognition of reciprocity as required for compliance with international treaty obligations fails to deal adequately with Canada’s position as a net importer of information goods;

- it is not in Canada’s interest to reduce the extent of copyright protection because of possible retaliation, and given the small size of copyright payments, the potential costs of retaliation in other areas exceed the potential gains of a reciprocal approach to copyright protection;

- the performance right granted to performers will either decrease or leave unaffected the total number of performances produced because the proposed revenue distribution scheme (administered by a private copyright intermediary) separates the reward from the intended result, reducing the incentive for creating performances;

- a direct subsidy program for performances would be more effective in increasing performers’ revenues than the proposed royalty scheme;

- recognizing a performance right for sound recordings would have limited economic benefits and substantial costs as it would result in an outflow of royalties to the United States, where master tapes are held. Canadian content requirements would only slightly reduce this outflow;

- the expansion of copyright collectives is not justified and may raise the administrative costs of enforcing copyright.

The author concludes that the purpose of copyright revisions is not to increase the output of copyrighted works and increase the well-being of all Canadians, but to “provide subsidies to Canadian creators outside the established funding programs that now exist.”
Software and Reverse Engineering

This topic is perhaps the single most important for the software industry and copyright policy. Its importance goes beyond software, with broader implications for the Internet and digital technologies.

Handa (1995) addresses both the economic and legal treatment of reverse engineering of software. She argues that because some aspects of computer software are non-rival and non-excludable, like most information goods, absolute privatization of rights in software is not the appropriate approach. Furthermore, because of network effects and the issues raised by standardization and compatibility, reverse engineering of software is desirable in order to develop products that would be compatible with a dominant standard. After surveying other common law jurisdictions that have provided limited protection for reverse engineering from copyright law, the author urges Canada to adopt specific legislation to protect reverse engineering or to recognize reverse-engineered products as protected under the fair dealing principle. As discussed above, the 1997 amendments to the Copyright Act reflect the first approach, with specific statutory provisions permitting copy for the purposes of reverse engineering.

Broadcasting

Copyright amendments recognizing performance rights and imposing licensing requirements on Canadian broadcasters have been the subject of research with mixed conclusions about the benefits of such reforms.

Faber (1998) contends that the amendments would adversely affect the fledgling private radio industry in Canada. His focus is on the neighbouring rights provisions intended to strengthen the performance rights of performers and creators of sound recordings. Such rights “may actually hamper cultural development by imposing increased copyright fees on Canadian radio, a medium that has played a crucial role in promoting Canadian culture.” The author concludes that “in addition to imposing economic hardship on struggling radio stations, the neighbouring rights provisions will fail to help the artists they were intended to benefit... Only the most successful Canadian artists will earn extra income from the performers’ rights provisions.” He estimates that as a result of the amendments, each member of a performing rights association would earn less than $10,000 annually.

Globerman and Rothman (1982) provided an early study on the effects of granting copyright protection to performers. They concluded, more than 15 years before the enactment of related amendments that there was “no compelling evidence of significant social benefits from implementation of a performer’s right. Indeed, its institution would likely reduce the quantity of original performances in Canada, and accentuate income differences between
full and part-time performers.” Their conclusion rests on the effect of the royalty provisions on the demand for Canadian performances. Creating a copyright would decrease the demand for Canadian performances since there would be an increase in fees on the re-use market. Without an increased supply of performers, the returns to performances as measured by the price paid would fall, as would the number of Canadian performances. This negative effect on quantity could be offset by an increase in supply resulting from the creation of a copyright. As the number of individual performers increases, because of the creation of a copyright, wages would fall, resulting in a lower cost for performances and an increase in their supply. The actual effects would depend upon the elasticity of supply. Since the supply of performances is estimated to be relatively inelastic, the authors predict that the number of performances will decrease because of the creation of the copyright. Furthermore, they contend that “considerations of fairness and equity in the distribution of income offer no compelling arguments for imposing a performers’ copyright.”

Copyright and Competition Policy

The effect of copyright protection on market competition is increasingly gaining the attention of policy-makers. However, there has been little systematic study of copyright regimes and competition policy. We briefly discuss two studies here.

Wiegand (1996) considers the compulsory licensing regime for cable under the U.S. Copyright Act of 1976 and finds that it creates barriers to entry in the market for superstations and alternative broadcast delivery systems. According to the author, the compulsory licensing scheme has resulted in higher royalty fees than would be established through market forces. Copyright law should assign the rights over distant broadcast signals to either the program supplier or the receivers of the signal. This would permit effective competition in the market for superstations and alternative broadcast delivery systems that “would both place competing technologies on an equal footing and increase competition among superstations.”

Walther (1975) treats the relationship between copyright law and competition policy more broadly and proposes that as copyright law becomes globalized in a context of free trade, the interest in competition policy will increase.

Conclusions on Copyright Law

Like Patent Law, Copyright Law is designed to provide rewards for innovation by giving the copyright owner the exclusive right to exploit the copyrighted work. However, as it protects expression rather than invention, copyright law strikes a different balance between private rights of exclusion and public rights of access. Furthermore, since copyright law focuses on expression, it serves as an important regulatory tool in the information economy, one that
affects many interests in distinct and diverging industries. The survey of copyright law invites consideration of the following research topics:

- copyright protection and R&D expenditures;
- information sharing and copyright norms;
- reverse engineering practices and copyright’s role in second generation innovation;
- performance rights and the distribution of royalties;
- the benefits and costs of moral rights protection.

Copyright’s role and the answers to these research questions will become more crucial as copyright reform moves on to the next stage in Canada with the regulation of the Internet.

SUMMARY AND CONCLUSION

THE FUNDAMENTAL IMPORTANCE of the intellectual property institution for economic performance, through its impact on innovation and technological change, has long been recognized by Schumpeter (1934), Arrow (1962) and others. There is a large body of theoretical literature focusing on the effects of intellectual property regimes on economic performance. Although this literature has yielded many important insights, the resulting impact is generally ambiguous and depends on circumstances. Therefore, the impact of an intellectual property regime on economic performance is an empirical issue. However, the empirical literature on the issue is notoriously limited. As a result, our understanding of the impact of the intellectual property institution on most measures of economic performance is still far from satisfactory.

The intellectual property institution in Canada has a long history and patents have historically been viewed as the strongest possible form of intellectual property protection. Canada was created as a federation in 1867 and its first Patent Act dates from 1869. Since its inception, the Patent Act was amended several times over the last century. Extensive amendments were also made recently. On October 1, 1989, Canada abandoned its first-to-invent patent system in favour of a first-to-file system. Among the numerous amendments to the Patent Act, provisions relating to the novelty and non-obviousness requirements, the duration of a patent, and the requirement to publicly disclose patents have been modified. These changes are in place, but very little is known about whether the special features of the Canadian patent system and the changes made to the legislation in 1989 had any impact on Canada’s economic performance. The assessment of the intellectual property reforms of the 1980s
is an empirical question, given that more than a decade has passed since most of the changes were introduced, and there should now be adequate data to test whether a structural change in innovative activity has occurred.

The main thrust of this study is to assess whether the protection of IPRs enhances economic performance by fostering both the creation and diffusion of technological innovations. The study had three principal objectives: (i) to review the literature, both theoretical and empirical, dealing with the economic implications of IPRs; (ii) to understand how and whether intellectual property regimes affect technological innovations, and thus productivity, growth, international trade, FDI, licensing, human capital development and the innovative capability of small and medium-size enterprises; and (iii) to assess the implications of the Canadian patent regime, particularly the 1989 reform of the Patent Act, for promoting the creation and diffusion of innovations and thus for Canada’s economic performance. Studies of these implications would have immediate policy relevance.

The issue of IPRs has received growing attention in the arena of international trade and investment policy. This is clearly seen in the inclusion of negotiations on TRIPs within the context of bilateral or multilateral trade policy. The implicit policy assumption behind these negotiations is that differences in IPRs across nations affect international trade and investment flows.

Intellectual property in the form of patents, trade-marks and copyright is a firm-specific asset whose exploitation by the firm is enhanced through its global marketing strategy. There are three ways by which intellectual property may be traded. It may take the form of exporting goods embodying a creative component, of FDI, or of licensing the asset to an overseas competitor. National differences in IPRs affect each of these channels of intellectual property trade. An important question is whether trade in Canadian intellectual property is sensitive to the strength of IPRs in the receiving countries.

This study has surveyed what we know and what we need to know about IPRs and their influence on economic performance. We hope that the research collected and summarized will serve as a roadmap for future work toward understanding the key role of intellectual property as a tool of economic policy.
APPENDIX

**TABLE A-1**


<table>
<thead>
<tr>
<th>OLD ACT</th>
<th>NEW ACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 First to invent.</td>
<td>First to file.</td>
</tr>
<tr>
<td>2 Must file within 2 years from the first printed publication or Canadian sale or use.</td>
<td>One-year grace period after publication/making known by applicant or, in all other cases, absolute novelty.</td>
</tr>
<tr>
<td>3 No government publication of patent application until the patent issues.</td>
<td>Publication of all patent applications no later than 18 months after the priority date.</td>
</tr>
<tr>
<td>4 Examination of the application by the Patent Office is automatic. No request necessary.</td>
<td>Examination must be requested. Request must be made within 7 years of filing the application.</td>
</tr>
<tr>
<td>5 Term of exclusivity is 17 years from the date of issue.</td>
<td>Term of exclusivity is 20 years from the date of application.</td>
</tr>
<tr>
<td>6 No maintenance fees or renewal fees are payable.</td>
<td>Maintenance and renewal fees are payable.</td>
</tr>
<tr>
<td>7 Impeachment proceedings in the Federal Court of Canada.</td>
<td>Also provides for re-examination by the Patent Office.</td>
</tr>
<tr>
<td>8 Marking is required.</td>
<td>Marking is not required (but still recommended).</td>
</tr>
<tr>
<td>9 Supplementary disclosure is possible.</td>
<td>No supplementary disclosure.</td>
</tr>
</tbody>
</table>
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INTRODUCTION

THE ORGANISATION FOR ECONOMIC CO-OPERATION AND DEVELOPMENT (OECD) estimates that between 1970 and 1995, more than half of the total growth in output of the developed world resulted from innovation, and the proportion is increasing as the economy becomes ever more knowledge intensive (European Commission, 2001). Protection of intellectual property (IP) is the oldest and one of the principal instruments of innovation policy. The objective of this study is to determine how the utilization of intellectual property rights (IPRs) by Canadian manufacturing firms is related to their characteristics, activities, competitive strategies and the industry sector in which they operate. One related question also addressed is the extent to which Canadian firms patent in Canada and abroad, especially in the United States.

Patents and other IPRs were once believed to provide an effective protection for inventions and innovations against imitation and thus to offer strong incentives for innovative activity. A path-breaking study on the appropriation of benefits from innovation in U.S. manufacturing industries by Levin, Klevorick, Nelson and Winter (1987) has shown that, in fact, industry experts rarely consider patents and other IPRs as effective means of protecting intellectual property. Other strategies, such as being first on the market, are often a more effective means of appropriating the benefits from innovation. Since the protection of intellectual property is one of the cornerstones of innovation policy in all industrial countries, questions regarding the use of intellectual property and its effectiveness are now routinely included in innovation surveys conducted by statistical agencies.
The concept of innovation used in these surveys covers a broad range of innovations, from the introduction of major, original, path-breaking new products or production processes to incremental improvements and introduction of new products and processes new to the firm but already in existence in Canada or abroad. These surveys are based on a common methodology and typically ask firms: “Did your firm offer new or significantly improved products (goods or services), or did your firm introduce a new or significantly improved production/manufacturing process?”

This broad definition of innovation not subject to strict objective criteria and relying on the self-evaluation of surveyed firms may lead to inflated statistics on the incidence and originality of innovation. On the other hand, it has the advantage of recognizing that even though research and development (R&D) activity is one of the most important input to the innovation process, it is not the necessary nor the sufficient condition for innovation to take place. Thus, for example, almost one third of manufacturing firms that introduced an innovation in Canada during the 1997-99 period did so without conducting any form of R&D. On the other hand, over 7 percent of firms that conducted R&D did not introduce any innovation. The realization that innovation is far from being synonymous with R&D is one of the reasons behind the recent interest in innovation surveys as a means of better understanding how firms innovate, the information sources and strategies they use, and the impact innovation has on their activities.

The main source of information used in the present study is the most recent Statistics Canada Survey of Innovation (1999), which included several questions on the protection of IP. Complementary information comes from the earlier Statistics Canada Survey of Innovation and Advanced Technology (1993). Since the two surveys were addressed to different target populations and were different in several other important respects, we present a brief methodological overview in note 11 to help the reader interpret correctly the findings of both surveys.

ELEMENTS OF THE CONCEPTUAL FRAMEWORK USED IN THE PRESENT STUDY

THE ECONOMIC THEORY OF INNOVATION and intellectual property and earlier empirical studies suggest a conceptual framework that is used for the descriptive analysis of the 1999 Survey of Innovation. The following notes summarize the principal relationships that will be examined.

*Relationship between the use of IPRs and innovation status.* The use of patents and other statutory instruments of IP protection by manufacturing firms is closely but not exclusively related to their innovation status. Innovating firms create new knowledge and IP and, in order to appropriate the benefits
from innovation, they are more likely to protect it by various IPRs and other strategies than firms that do not innovate. The overwhelming majority (about 80 percent) of chief executive officers (CEO) and head-office officials surveyed in 1999 declared that their firm had introduced an innovation in the preceding three years. The present study contrasts the use of IPRs by firms that introduced an innovation in the 1997-99 period, with those that attempted but did not succeed, and those that were not involved in innovation.

**Type of innovation.** Patents usually protect more efficiently product inventions than process inventions. New or improved production processes are often better protected by trade secrets. Firms typically use a combination of IPRs. Their composition varies with the stage of the innovation process and the combination of protectable elements in the innovation (Cohen, Nelson and Walsh, 2000). To illustrate the ways Canadian manufacturing firms protect their IP, the use of IPRs is broken down by type and originality of innovation.

**Originality of innovation.** The value of IP is, to an important extent, a function of its originality. By definition, patents are granted only to authors of original, world-first inventions. Firms that introduce a world-first innovation are therefore more likely to use a patent than firms that realize a Canadian-first or those that imitate a new process or product already existing in Canada. Firms that introduce the two less original types of innovation may, however, acquire or licence patents or other IPRs as part of a technology transfer, and thus also report using IPRs. The type of innovation and its originality are therefore potentially important determinants of the use of IPRs. The results of the survey are presented so as to contrast them by type and originality of innovation.

**Use of IPRs and firm size.** The need to protect IP varies according to the size of the firm for at least two reasons. One is related to the innovative activity, the other to financial constraints. Small firms are less likely to innovate than larger ones. When they innovate, small firms introduce less frequently than larger firms original innovations that contain most of the IP worth protecting. It is thus likely that the use of IP protection instruments is positively related to firm size. The cost aspects of IP protection are also biased in favour of large firms. The costs of IP protection — including the cost of learning and the administrative costs involved in obtaining and maintaining statutory IPRs — impose, in relative terms, a heavier burden on small- and medium-size enterprises (SMEs) than on large firms. SMEs face another disadvantage when it comes to the enforcement of their IPRs. Since a patent is no more than a licence to litigate,
the cost of monitoring whether infringement takes place and the prospective cost of litigation can be too high for SMEs in terms of both time and money (European Commission, 2001). For all these reasons, it is expected that the use of IPRs will be closely related to firm size. This pattern has been observed in Canadian manufacturing over the 1989-91 period, and it is also reported in Europe (European Commission, 2001). To find out whether the use of IPRs remains closely related to firm size in the most recent 1997-99 period, we show the use of IPRs by firm size.

The use of IPRs varies among industries. Firms operating in different manufacturing industries create different types of innovation and rely on a different mix of IPRs. These differences are related to (1) industry differences in technological opportunity and (2) to industry differences in the use of statutory IPRs. Technological opportunity, a term designating the potential contribution of advances in science and technology to innovation, varies from industry to industry, as do the competitive conditions. These differences explain to a large extent the significant interindustry differences in innovation performance which impact on the use of IPRs. The second source of industry differences — that observed in the use of IPRs — is directly related to each specific IPR.

Levin et al. (1987) found that in the chemical and pharmaceutical industries, patents are considered a more effective means of appropriating innovation benefits and are used more frequently than in other industries. According to Cohen, Nelson and Walsh (2000) the reasons for patenting differ between industries that usually introduce discrete products (a new substance developed by a chemical or pharmaceutical firm) and those that introduce complex product innovations (electronic or telecommunication products typically comprising a large number of patentable elements). That study shows that the reasons for patenting in general and for protecting discrete or complex innovations in particular also include other motives than preventing copy (negotiations, cross-licensing, generating licensing revenues, preventing lawsuits, enhancing reputation, etc.).

Technology sectors. A comprehensive study of innovation in the United Kingdom by Robson, Townsend and Pavitt (1988) found that different groups of industries play different roles in the innovation process. Based on observed patterns of sources and use of innovation in manufacturing industries, the authors established a taxonomy encompassing three technology sectors (core, secondary and other). The core sector (chemicals, electronics, machinery and instruments) includes industries at the forefront of technological change whose product innovations are used in the secondary and other sectors and in the rest of the economy. The secondary
The sector (metal industries, metal products, rubber and plastics, non-metallic minerals, transport equipment) is a user of product innovations from the core sector, and at the same time source of innovations used in the other sector and the rest of the economy. Consumer product industries and some bulk material industries that use innovations introduced by the two upstream sectors are included in the other sector (the food, beverages and tobacco; textiles, clothing, leather and footwear; and wood and paper industries belong to this sector). The usefulness of Robson, Townsend and Pavitt’s taxonomy to synthesize the interindustry patterns of innovation and the use of IPRs is demonstrated in Baldwin and Hanel (2003). It is used in the present study to point out the main differences in the use of IPRs among the three technology sectors.

Firms often use a combination of IPRs. Trade secret may supplement a patent or it may be used as a substitute for patent protection. Inventors choose trade secret when they believe that patent protection is too costly relative to the value of their invention, or that it will give them a reward substantially less than the benefits of their invention (as reflected, in part, in the length of time before anyone else could copy it), either because the invention is not patentable or because the length (or other conditions) of patent protection is insufficient (Friedman, Landes and Posner, 1991). Trade-marks are often used along with trade secrets and/or patents and industrial designs. Trade-marks are used to a certain extent by all industries but more intensively by those producing consumer goods such as leather and clothing, or beverages and drugs.

Other IPRs such as copyright are used frequently in industries concerned with protecting printed material, recordings and software.

Structure of the Study

The study proceeds with an overview of the main results of other major surveys on the use of IPRs in Canada. The most complete of these is Statistics Canada 1993 Survey of Innovation and Advanced Technology, which included an extensive section on IPR. As that survey included questions not asked in the 1999 Survey of Innovation, the relevant results are reported with some detail here. The second part of the study presents a descriptive statistical analysis of the main findings of the 1999 survey. It is based on the conceptual framework introduced above. In order not to overburden the text, a series of tables has been relegated to Appendices A and B. The use of IPRs is to a large extent correlated with basic economic characteristics of firms, their activities and the industry environment in which they operate. To draw in a concise way as much information as possible from the rich survey data, a series of multivariate models
that identify the determinants of the use of IPRs and their statistical association with the occurrence of innovation is presented in the third part of the study, followed by conclusions and policy suggestions.

**REVIEW OF THE PRINCIPAL FINDINGS OF PREVIOUS SURVEYS**

To put the Statistics Canada 1999 Survey of Innovation in a proper perspective, we review in some detail the findings of other major Canadian surveys of IP use conducted in the last 20 years.

The Economic Council of Canada (ECC) survey (De Melto, McMullen and Wills, 1980) looked at innovation and patenting in five Canadian manufacturing industries and concluded that most of the 283 major innovations introduced in Canada in the preceding 20 years were not patented. The ECC survey included only innovations considered major by the firms that introduced them. Over the 20-year period covered by the ECC survey, only 32 percent of reported major innovations were patented. The study covered five industries and revealed important interindustry differences in the propensity to patent. These were related to structural characteristics of industries. The survey reported that: (1) The propensity to patent innovations was monotonically increasing with the size of the innovating firm. (2) Foreign controlled firms (and even more so those under U.S. control) patented significantly more (39 percent) than their domestically controlled counterparts (23 percent). (3) Innovations based on imported technology were more often patented in Canada than innovations based on technology developed in-house. (4) There was a clear positive link between the cost of an innovation and patenting; the more costly innovations were more likely to be patented.

The long-term coverage of the survey shows that except in the telecommunications industry, the rate of patenting declined over time, especially in the second half of the 70s. The tendency of firms to rely progressively less on the patent system to protect their major innovations was noted also in the United States and motivated the influential study by Levin et al. (1987).

A report commissioned by Industry, Science and Technology Canada, Consumer and Corporate Affairs Canada, and the Science Council of Canada (Industry, Science and Technology Canada, 1989) examined the attitudes, practices and interests of Canadian industry with respect to IPRs. It found that even though the majority of respondents were satisfied with Canadian IPRs, there was an important variance by industry sector and firm size. Smaller firms and firms operating in new economy sectors, such as software development and biotechnology, expressed the most dissatisfaction with Canadian IPRs.
The second major finding of the study was the high reported degree of infringement and counterfeiting. Between 32 percent and 40 percent of firms in the four groups indicated that their IPRs had been violated in the four years preceding the study. A large proportion of firms complained that litigation was too expensive, especially for smaller firms, and the penalties insufficient to prevent infringement. A significant number of firms stated that they had insufficient knowledge or expertise with respect to IPRs. Finally, with the exception of copyright users, firms from all other sectors expressed that they had difficulties in terms of the time and cost involved in registering and obtaining IPRs.

**THE 1993 SURVEY OF INNOVATION AND ADVANCED TECHNOLOGY**

The study based on the 1993 survey found that there are substantial differences in the use of trade-marks, patents, trade secrets, industrial designs and copyright between firms that had innovated in the preceding three years and those that had not. Trade-marks were the most popular form of protection, followed by patents and trade secrets, industrial designs and copyright (Baldwin, 1997). The survey found that firms with gross business income over $250,000 and employing more than 20 persons used IPRs as shown in Table 1.

Baldwin’s study corroborated earlier findings by showing that:

1. The use of IPRs increases with firm size. As in the 1960-80 period surveyed by De Melto, McMullen and Wills (1980), the larger the firm size category, the larger the percentage of firms using IPRs. Almost two thirds of firms employing more than 500 persons used at least one statutory form of IPR in the 1997-99 period. The ratio was less than one in five among the smallest firms.

**Table 1**

<table>
<thead>
<tr>
<th>INTELLECTUAL PROPERTY BY INNOVATORS AND ALL MANUFACTURING FIRMS, 1989-91 (PERCENTAGE OF FIRMS*)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INTELLECTUAL PROPERTY RIGHTS</strong></td>
</tr>
<tr>
<td><strong>PATENT TRADE- MARK COPYRIGHT TRADE SECRET INTEGRATED CIRCUIT DESIGN INDUSTR. DESIGN PLANT BREEDER’S RIGHT OTHER</strong></td>
</tr>
<tr>
<td>Innovators</td>
</tr>
<tr>
<td>All</td>
</tr>
</tbody>
</table>

Source: Special tabulation from Statistics Canada 1993 Survey of Innovation and Advanced Technology.

Note: * This special tabulation is representative of firms included in the Business Register. In contrast to this tabulation of IPR use by the group called “larger” firms, Baldwin’s (1997) results are representative of firms of all sizes, i.e. his sample includes also the smallest firms, and thus his results are different.
2. The use of IP protection varies significantly between industries. The interindustry differences in the use of IPRs are determined at least in part by the technology sector (Robson, Townsend and Pavitt, 1988), the nature of the products, their stage in the life cycle and competitive conditions. Thus, patenting is most widespread in core sector industries feeding innovations to the rest of the economy, specifically in the chemical and machinery industries. In contrast, food and beverages, wood, clothing and textile firms rarely patent their products, but they frequently protect them by trademarks and/or trade secrets.

3. Product innovations (with or without a change in production process) were more than twice as likely as pure process innovations to be patented. Process innovations lend themselves better to protection through secrecy.

4. Large firms are more likely than small ones to introduce a world-first innovation. Some 15 percent of innovations of large firms are world-firsts. Firms that introduced world-first innovations made in general much greater use of IPRs than for less original innovations. About 80 percent of world-first innovators used at least one form of statutory protection either in Canada or abroad.

5. Foreign-owned firms, irrespective of their size, industry or type of innovation, had more often recourse to IP protection instruments than Canadian-owned firms.

Effectiveness of IP Protection

The results of the 1993 Survey of Innovation and Advanced Technology (Baldwin, 1997) show that the findings by Levin et al. (1987) suggesting that U.S. firms tend to value alternate strategies more highly than the statutory forms of IP protection also apply to Canada. Moreover, manufacturing firms as a whole rank such strategies as patent protection as less than effective. However, these rankings depend very much on the characteristics of the firm. If a firm is innovative, large, foreign-owned, and operates in an industry that tends to produce more innovations, the score given to statutory forms of protection like patents increases greatly. On average, users of patents find them effective; so too do large foreign firms.
The IP protection section of the 1993 survey asked the firm’s IP expert to rank the seven forms of IP protection on a scale of 1 to 5, where 1 is “not very effective”, 2 is “somewhat effective”, 3 is “effective”, 4 is “very effective”, and 5 is “extremely effective”. The average scores given to copyright, patent, industrial design, trade secret, trade-mark, integrated circuit design, and plant breeders’ right are shown in column 1 of Table 2. None of the statutory IPRs was considered to provide an effective protection. It is thus not surprising that many firms use alternate strategies to appropriate the benefits from their innovations. “Complexity of product design” and, even more, “Being first in the market” received the highest average scores — 2.6 and 3.2, respectively (last three lines of Table 2). They are considered more effective for reaping the benefits of innovation than statutory IPRs.

When the sample was restricted to firms using the forms of IP protection considered (specific users), the scores increased notably (column 2). There is a difference between those who used a particular form of protection and those who did not in almost all categories. Innovators who use IP protection ranked this protection well above those who do not use it. This shows that the low average score given by the population of manufacturing firms to the effectiveness of IPRs was due to the large number of non-users that did not regard them as effective.

| Table 2 |
| Effectiveness of Intellectual Property Protection |
|---|---|---|---|
| IPRs and Other Strategies | All Firms | Users of Specific Statutory Right | Non-users of Specific Statutory Right |
| Statutory Rights | | | |
| Copyright | 1.6 | 2.8 | 1.4 |
| Patent | 1.9 | 3.0 | 1.5 |
| Industrial Design | 1.6 | 2.5 | 1.4 |
| Trade Secret | 2.1 | 3.2 | 1.6 |
| Trade-mark | 2.0 | 3.1 | 1.5 |
| Integrated Circuit Design | 1.3 | 3.2 | 1.2 |
| Plant Breeders’ Right | 1.2 | 2.3 | 1.2 |
| Other | 1.4 | 3.3 | 1.3 |
| Other Strategies | | | |
| Complexity of Product Design | 2.6 | | |
| Being First in the Market | 3.2 | | |
| Other | 2.3 | | |

Source: Baldwin, 1997.

Note: * Scored by firm’s IP experts as 1: not at all effective; 2: somewhat effective; 3: effective; 4: very effective; 5: extremely effective.
Invariably, users of IP instruments were more positive in their opinion on the effectiveness of various forms of protection. These consistent differences suggest that the use of IPRs — like any other strategy — involves acquired skills that only develop with practice. As firms innovate, they learn which strategies can best protect their knowledge assets. The study also suggests that these skills, as they are associated with size, are part of the growth experience and tend to increase as a firm successfully masters a range of strategies and expands.

USE OF INTELLECTUAL PROPERTY RIGHTS AND INNOVATION – RESULTS OF THE 1999 SURVEY

THE MOST RECENT SURVEY OF INNOVATION in Canadian manufacturing was conducted by Statistics Canada in 1999. It asked CEOs or their representative two questions on the use of IPRs. The objective of this section is to provide a descriptive analysis of the key results of that survey on the use of IPRs.

In response to the first question: “… which of the following methods have been used by your firm to protect its IP (patents, trade-marks, copyrights, confidentiality agreements, trade secrets, and other) during the past three years (1997 to 1999)”, about two thirds of manufacturing firms (66.1 percent) responded that they used at least one form of IPR listed above. The question was addressed at all firms since even those not involved in innovation or those that did not succeed in introducing an innovation during the three-year period could well have used IPRs to protect innovations introduced earlier or other intangible assets not directly related to a recent innovation. Thus, the first interesting information is the overall pattern of IPR use by firms, broken down into three categories according to their innovation status:

1. Firms that innovated successfully (i.e. firms that introduced a significantly improved or new product and/or significantly improved or new production/manufacturing process.
2. Firms that attempted to innovate but were not successful or have not completed the innovation.
3. Firms that were not involved in innovation over the 1997-99 period.

Use of IPRs by All Manufacturing Firms

As indicated in the last column of Table 3, successful innovators used IPRs more often than unsuccessful ones, and these still more frequently than firms that did not attempt to innovate in the three-year period. Even though firms have a choice of several statutory IPRs, confidentiality agreements are the
most frequently reported way of protecting a firm’s knowledge assets. Such agreements signed by employees of the firm and its business partners are reported by almost half of all manufacturing firms (43.2 percent).

In comparison with the earlier 1989-91 period, successful innovators appear to now use all IPRs more frequently. For example, according to the 1999 survey, 29.6 percent of successful innovators reported using patents, whereas about one quarter of innovators (24.7 percent) used patents according to the 1993 survey (Table 1). However, part of this difference in IPR use reflects methodological differences between the two surveys.\textsuperscript{11}

Statutory instruments of IP protection involve administrative procedures of various complexity and monetary costs. They are thus used less than trade secrets and confidentiality agreements. The choice of an instrument of IP protection depends on the originality and type of innovation, the characteristics of the firm and the industry. Trade-marks are the most frequently reported statutory IPR, as it is used by more than a third of all manufacturing firms.

Only some products and processes satisfy the patenting criteria of novelty, usefulness and non-obvious improvement. About one quarter of all manufacturing firms used patents to protect their inventions. When a firm patents an invention, it reveals the substance of the invention in exchange of a statutory temporary monopoly. Since, as indicated above, the efficacy of patent protection is far from perfect, some inventions, particularly new and improved production processes, are often better protected by secrecy.\textsuperscript{12} Trade secrets were used about as frequently as patents (24.7 percent). Copyright is mainly used to protect works of art and software, as well as other types of expressions possibly relevant to a firm. The use of copyright is therefore distributed rather unevenly among industries. On average, only 12 percent of manufacturing firms reported using copyright.

\begin{table}
\begin{center}
\begin{tabular}{|l|c|c|c|c|c|c|c|c|}
\hline
\textbf{STATUS} & \textbf{SHARE OF POPULATION} & \textbf{PATENT} & \textbf{TRADE-MARK} & \textbf{COPYRIGHT} & \textbf{TRADE SECRET} & \textbf{CONFIDENTIALITY} & \textbf{OTHER} & \textbf{ANY IPR} \\
\hline
Innovation & 80.7 & 29.3 & 39.8 & 13.6 & 28.4 & 48.4 & 2.7 & 72.6 \\
Unsuccessful & 7.2 & 14.1 & 25.3 & 6.4 & 14.4 & 32.6 & 1.8 & 49.7 \\
Not Involved & 12.1 & 8.3 & 19.1 & 4.5 & 7.5 & 16.9 & 2.3 & 35.9 \\
All & 100.0 & 25.7 & 36.0 & 12.0 & 24.7 & 43.2 & 2.5 & 66.1 \\
\hline
\end{tabular}
\end{center}
\caption{Use of Intellectual Property Rights by Innovation Status (Percentage of all Manufacturing Firms)}
\end{table}


Note: The statistics from the 1999 survey presented in this and all other tables and figures are weighted by the gross business income and are representative of the population of Canadian manufacturing "provincial enterprises".
Use of IPRs by Innovating Firms

About 80 percent of firms innovated in the last three years. Firms involved in an innovation process protected their IP more frequently than the overall population of manufacturing firms; almost three quarters (72.6 percent) of successful innovating firms reported having used at least one IPR instrument. About one half of firms that attempted unsuccessfully to introduce an innovation during the three-year period under study reported to have used IPRs. The lowest proportion (35.9 percent) of users of any IPR is found among firms that were not involved in innovation between 1997 and 1999 (last column of Table 3). A roughly similar pattern is observed for each specific IPR.

Use of IPRs and Type of Innovation

As indicated in the introduction, the choice of the IPR instrument depends on the type of invention and innovation. Patents are considered to be more suitable for protecting product inventions and innovations, while secrecy is found to be a more effective way of appropriating innovation benefits from process inventions and innovations. However, one should not read too much into the difference between product and process innovations in the 1999 survey because two thirds (66.8 percent) of firms reported introducing a combination of one or more product and process innovations. Firms that introduced a combination of innovations used IPRs more frequently than those that produced product- or process-only innovations. The largest difference between product and process innovators concerns patent protection. Product innovators are three times as likely to protect their new or improved products by patents as process innovators.

Our results do not support an earlier finding by Baldwin (1997) and other studies that process innovations are more likely to be protected by trade secrets than product innovations. The results of our survey show that if there is any difference between the two groups, it is that trade secrets are used more frequently by firms introducing pure product innovation rather than the other way around. The most frequent users of trade secrets are firms that introduced a combination of both types of innovation. (See Table 4.)
CURRENT INTELLECTUAL PROPERTY PROTECTION PRACTICES

TABLE 4
USE OF IPRs BY TYPE OF INNOVATION (PERCENTAGE OF INNOVATING FIRMS)

<table>
<thead>
<tr>
<th>TYPE OF INNOVATION</th>
<th>PERCENTAGE OF ALL INNOVATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BOTH</td>
</tr>
<tr>
<td>IPR</td>
<td></td>
</tr>
<tr>
<td>Patent</td>
<td>32.7</td>
</tr>
<tr>
<td>Trade-mark</td>
<td>43.4</td>
</tr>
<tr>
<td>Copyright</td>
<td>15.0</td>
</tr>
<tr>
<td>Trade Secret</td>
<td>32.1</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>52.6</td>
</tr>
<tr>
<td>Other</td>
<td>2.9</td>
</tr>
<tr>
<td>At Least One</td>
<td>77.0</td>
</tr>
</tbody>
</table>

Source: Author’s tabulation based on Statistics Canada 1999 Survey of Innovation.

USE OF IPRs BY ORIGINALITY OF INNOVATION

THE DEFINITION OF INNOVATION includes contributions of very different importance and originality. Firms were asked to classify their most important innovation into three categories according to their originality: world-first, Canada-first, and innovation previously existing in Canada but new to the firm. A majority of innovators (88.3 percent) described their most important innovation so we have information on the novelty of innovation for this subset of innovators. A small proportion of firms (about 3 percent) responded that they were not able (or perhaps not willing) to classify their innovation.

A minority (14.5 percent) of innovators that gave information on the novelty of their most important innovation introduced a world-first innovation. The proportion of firms that were first to introduce an innovation from abroad in Canada is almost twice as important (24.5 percent). The largest proportion of firms (61 percent) introduced improved or new products or processes already used elsewhere in Canada (firm-first; see the first line of Table 5).

As expected, firms that introduced a world-first innovation use all instruments of IPR more frequently than those that introduced an innovation in Canada. Firms that introduced an innovation already used elsewhere in Canada obviously did not have to fear imitation and they used all forms of IPR protection less than the first two groups. The use of each IPR within each originality class is shown in the lower section of Table 5. Even though this pattern applies to all IPR instruments, it is most pronounced for patents. Almost two thirds of firms that introduced a world-first innovation in the three-year period used patents. About 40 percent of firms that introduced innovations from abroad in Canada used patents. In contrast, only one in five firms that introduced a
new product or process already known elsewhere in Canada used patents. In this case, it is likely that the reporting firm licensed the use of patents as a part of a technology transfer. Unfortunately, the survey did not ask respondents whether they used a particular IPR to protect their most profitable innovation; the information on IPR use is describing the firm’s general behaviour with respect to IPRs. The cross-tabulation then shows the use of IPRs by innovators according to the originality of their most profitable innovation.

The novelty-related differences in the use of other instruments than patents are less pronounced but the pattern is similar. Less original innovators have less IP to protect and therefore use all instruments of IPR protection less often than world-first innovators. This confirms Baldwin’s (1997) results for Canada and is consistent with what is expected.

**DO LARGE FIRMS USE IPRs MORE FREQUENTLY THAN SMALL FIRMS?**

Indeed, they do for two reasons. Small firms are less likely to innovate than large ones and when they do, they are less likely to introduce the most original innovations, which are most frequently protected by IPRs. The cost of IP protection also imposes a larger burden on SMEs. Small firms are thus less
likely to use IPRs than large firms. Data from the 1999 survey confirm this pattern for Canada.

The data presented in Table 6 show that the use of IPRs is positively correlated with firm size. The use of at least one IPR is increasing monotonically with firm size, going from 65.2 percent in the smallest firm category to 87.3 percent in the largest category. This pattern is replicated for each IPR and, with some minor exceptions, for each type of innovation (product, process and both). Larger firms are more likely to use each IPR instrument than smaller ones, and innovating firms use them proportionally more than all manufacturing firms within each size category. The use of IPRs by unsuccessful innovators, by non-innovating firms and by all manufacturing firms follows a similar pattern within each size category (see Table B-1 of Appendix B).

**SECTORAL DIFFERENCES**

As expected, firms in the core sector with high technological opportunity feeding innovations to other manufacturing firms, and for that matter to the rest of economy, have generally more knowledge assets at stake than firms in technologically less progressive industries. When firms are grouped according to the three-technology sectors taxonomy\(^\text{14}\) of Robson, Townsend and Pavitt (1988) — core, secondary and other — the frequency of use of all IPRs is unequivocally descending from the former to the latter group except for trademarks, which are used least frequently in the secondary sector (Figure 1). Again, successful innovators are using each IPR more frequently than non-successful ones, and the latter more frequently than non-innovators (see Table B-2 of Appendix B).

**Table 6**

<table>
<thead>
<tr>
<th>IPRs / Size</th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patent</td>
<td>21.2</td>
<td>25.7</td>
<td>36.8</td>
<td>50.6</td>
</tr>
<tr>
<td>Trade-mark</td>
<td>32.8</td>
<td>35.5</td>
<td>47.8</td>
<td>52.4</td>
</tr>
<tr>
<td>Copyright</td>
<td>9.9</td>
<td>11.4</td>
<td>17.1</td>
<td>24.2</td>
</tr>
<tr>
<td>Trade Secret</td>
<td>25.2</td>
<td>26.5</td>
<td>31.2</td>
<td>39.8</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>39.5</td>
<td>44.3</td>
<td>58.3</td>
<td>67.0</td>
</tr>
<tr>
<td>At Least One</td>
<td>65.2</td>
<td>69.2</td>
<td>80.4</td>
<td>87.3</td>
</tr>
</tbody>
</table>

Source: Author’s tabulation based on Statistics Canada 1999 Survey of Innovation.
FIGURE 1

USE OF IPRs BY INNOVATION STATUS AND BY SECTOR

Source: Author’s tabulation based on Statistics Canada 1999 Survey of Innovation.
Technological competition is most intense in core sector industries. Core sector firms, especially those that introduced world-first innovations, seek patent protection more often than firms in the secondary sector, and the latter more than firms in the other sector. They also use more often all other statutory instruments of IPR protection than firms in the technologically less competitive secondary and other sectors.

Within each technology sector the use of any instrument of IPRs is increasing with firm size and more original innovators use them more frequently (see Table B-3 of Appendix B). Large firms presumably generate a sufficient volume of innovation sales to justify the allocation of adequate resources to development of specific competencies in the field of IPR protection and to their defence by litigation. All firms employing more than 500 persons that introduced a world-first innovation used at least one instrument of IPRs. More than 80 percent of them used patents, compared to only about 55 percent for small firms (20 to 100 employees).

**INTERINDUSTRY DIFFERENCES IN THE USE OF IPRs BY INNOVATING FIRMS**

Even though the IPR strategies of firms belonging to the same technology sector are fairly similar, there are still significant interindustry differences within each sector. These differences are mainly due to interindustry differences in the perceived effectiveness of various IPRs (Cohen, Nelson and Walsh, 2000). As the description of the interindustry pattern would be too fastidious, we only report highlights from Table B-4 of Appendix B. As in other countries, pharmaceutical firms in Canada protect their IP most intensively. Almost 19 out of 20 (94.2 percent) pharmaceutical firms used at least one IPR, most frequently confidentiality agreements, trade-marks and patents.

The use of patents varies significantly from one industry to another. The top users of patents are somewhat surprisingly not pharmaceutical and chemical industries, which perceived patents as the most effective means of appropriation (Levin et al., 1987; and Cohen, Nelson and Walsh, 2000) and which indeed were the most frequent users of patents in Canada according to the 1993 survey (Baldwin, 1997). According to the 1999 survey, the highest proportion of innovating firms using patents was found in agricultural, construction and mining machinery and equipment (72.3 percent of innovating firms using any IPR), and electrical equipment, appliances and components manufacturing (66.1 percent), followed by pharmaceuticals (59.4 percent).

In the computer and peripheral equipment industry, almost all innovating IPR users (94.9 percent) protect their IP by confidentiality agreements, but only less than half of them use patents and/or trade secrets. Among the reasons for the relatively low use of patents may be that Canadian firms in this field are not at the forefront of technological change (Trajtenberg, 2000) and introduce
primarily less original innovations that are less likely to require the use of IPRs than world-first innovations. Another and perhaps more plausible explanation is that the rate of technological change in computer and peripheral equipment manufacturing is so fast that the conventional statutory IPRs are considered relatively less efficient than alternative strategies (Levin et al., 1987). The recent U.S. survey of the effectiveness of IPRs in the computer industry ranks patents well behind the effectiveness of being first in the market (Cohen, Nelson and Walsh, 2000). Since software is often an integral part of computer and peripheral equipment and can be protected by copyright, the computer industry is the most frequent user of copyright (47.7 percent of innovating IPR users).

The top users of trade secrets are producers of semiconductors and other electronic equipment manufacturers, followed by petroleum, chemical, and pharmaceutical firms in the core sector, and beverages and tobacco producers.

At the low end of the spectrum are firms belonging to the other sector, most notably those transforming and fabricating wood products. This industry produces mainly standard industrial materials and components for further transformation in downstream industries and services (construction), which are relying more on price competition than on product differentiation and technological characteristics. Less than half of firms use any IPR. When they do, they rely on trade-marks, trade secrets and, to a lesser extent, on patents.

R&D ACTIVITY AND USE OF IPRS

INNOVATIVE IDEAS AND SOLUTIONS come from various sources, both from within the firm and from outside. Even though R&D is not always the most important source of innovative ideas, the majority of innovative firms that protected their IP acknowledged that R&D played an important role in their innovation process. An overview of all firms (innovators and non-innovators) shows that, indeed, firms carrying out R&D use all IP protection instruments more often than firms that do not carry out R&D. To illustrate this, we show the relationship between the use of IPRs for the sub-population of innovating firms, separately for those that carry out R&D and those that do not (Figure 2). This pattern remains true for each firm-size category and each technology sector. Thus, it appears that firms that pursue active innovative strategies based on R&D need to protect their IP and develop the competency to do so. This is particularly notable for firms that collaborate often with universities and colleges. These firms use IPRs, especially patents, more often than other firms.
R&D activity is, however, not a necessary condition for innovation. Less than two thirds (about 59 percent) of all manufacturing firms carried out R&D activities. Almost two thirds of firms that did not carry out R&D nonetheless innovated successfully. As innovation surveys show, R&D is only one of the main sources of innovative ideas and technical solutions. Firms frequently use ideas coming from management and the production department, from customers, suppliers, affiliated firms and competitors, and from institutions of the technological infrastructure. (See Table 7.)

| TABLE 7 |
| RELATIONSHIP BETWEEN INNOVATION AND R&D |

<table>
<thead>
<tr>
<th></th>
<th>R&amp;D</th>
<th></th>
<th></th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NO</td>
<td>YES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INNOVATION</td>
<td>%</td>
<td>%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>14.8  (76.9)</td>
<td>4.5  (23.1)</td>
<td>19.3  (100.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(36.6)</td>
<td>(7.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25.7  (31.8)</td>
<td>55.0  (68.16)</td>
<td>80.7  (100.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(63.4)</td>
<td>(92.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>40.6  (100.0)</td>
<td>59.4  (100.0)</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Source: Author's tabulation based on Statistics Canada 1999 Survey of Innovation.

Note: The chi-square tests reject the hypothesis of independence between R&D and the use of all IPRs beyond the 0.001 level of significance.
Firms that did not carry out R&D activities had much less use for all forms of IP protection. This suggests that innovators that did not carry out R&D introduced mostly incremental, imitative innovations with lower IP value. This is illustrated in Figure 2, where the use of IPRs is contrasted for firms that perform R&D and those that do not. Since the most original innovations depend on R&D more than imitative ones, the difference in the use of IPRs between performers and non-performers of R&D is most notable — three to one — in the case of patents.

**THE EXTENT OF PATENTING**

The temporary monopoly protection granted by a patent may encourage firms to apply for as many patents as possible. The accelerating pace of technological change and innovation, as well as the recent introduction in Canada of a *first-to-file* patent system has increased the propensity to file patent applications (Rafiquzzaman and Whewell, 1998). Firms adopt various patenting strategies and the number of patentable innovations varies significantly from firm to firm. Given the high degree of economic integration between Canada and the United States, many firms patent their inventions in both countries. Some apply for patents in the United States only and a small minority files patent applications in other foreign countries.

In addition to the question about the use of IPRs, firms were also asked to provide information on (1) the extent and geographical pattern of their patent applications and (2) the number of patent applications they filed in Canada and the United States.

**Extent and Geographical Pattern of Patenting**

As far as the extent of patenting is concerned, almost one in five manufacturing firms (19 percent) applied for at least one patent during the 1997-99 period (first column of Table 8). As can be expected, the proportion of firms that applied for patents is larger in the group of innovating manufacturers (22.4 percent). The rest of the table shows the geographical pattern of patenting. It indicates convincingly that even though two thirds of Canadian firms applied for patents both in Canada and the United States, the majority (85 percent) filed patents in Canada and about 20 percent filed in Canada only. Only about 10 percent of firms that applied for a patent did not bother to file an application in Canada and applied only in the United States. One would expect that these are mainly U.S. affiliates. A small group of firms (5 percent) applied in other countries than Canada or United States.

The percentages of all manufacturing firms and of successful innovators that applied for patents in Canada and elsewhere (comparing the two lines of Table 8) seem implausibly similar. An industry-by-industry comparison shows,
however, that these average percentages for the manufacturing sector are often hiding significant interindustry differences which tend to cancel out. The similarity of the results in the two lines is also due to the high proportion of manufacturing firms that innovate, rather than to an error.22

**How Many Patent Applications Are Filed?**

Firms were asked to indicate not only whether they applied for a patent in Canada and/or the United States, but to indicate the number of applications in each country. There are significant interindustry differences in the propensity to patent. The largest proportion of firms that applied for at least one patent over the 1997-99 period is found in the agricultural, construction and mining machinery group of industries (54.1 percent). The pre-eminence of patenting among natural resource-oriented equipment producers appears to be an extension of Canada's comparative advantage in this area. In second place, we find the communication equipment industry (48.2 percent), followed by the semiconductor and other electronic equipment industry (about 40 percent). Pharmaceutical firms, which in other countries usually lead the patent application ranking, are behind; only 30 percent applied for a patent. This suggests that much of the pharmaceutical research done in Canada does not lead to the introduction of original products and processes. The lowest proportion of firms that applied for at least one patent is in clothing and wood product industries. The ranking of industries is similar to that revealed by the responses to the question on the use of patents. Detailed statistics on the distribution of patent applications by industry are presented in Table B-6 of Appendix B.

Most firms applied for one patent only (41.6 percent in Canada and 34.4 percent in the United States) (see Table 9). These proportions were again

---

**Table 8**

APPLICATIONS FOR PATENTS IN CANADA AND THE UNITED STATES, 1997-99

<table>
<thead>
<tr>
<th>Industry</th>
<th>Applied for at least one patent</th>
<th>Both</th>
<th>Canada</th>
<th>United States</th>
<th>Neither Canada nor United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Firms</td>
<td>19.0</td>
<td>85.1</td>
<td>75.6</td>
<td>65.8</td>
<td>19.3</td>
</tr>
<tr>
<td>Innovators</td>
<td>22.4</td>
<td>85.2</td>
<td>75.4</td>
<td>65.8</td>
<td>19.5</td>
</tr>
</tbody>
</table>

rather similar for innovating firms (40.3 percent in Canada and 32.9 percent in the United States). The percentage of firms that applied for more than one patent declines rapidly with the number of applications. Firms, mainly larger, that patent most frequently, apply for patents more in the United States than in Canada. For instance, a larger proportion of firms that applied for more than ten patents did so in the United States (13.4 percent) rather than in Canada (9.6 percent).

Further analysis of the propensity to patent in Canada and the United States shows that firms that were found in the preceding sections to be more likely to use patents (large firms performing R&D, active in the core sector and having introduced original innovations) also tend to apply for more than one patent. Detailed tables and figures are available on request and we present here only the main conclusions.

The number of patent applications filed by firms is increasing from the other sector to the secondary sector and to the core sector.

1. The frequency distribution of the number of patent applications in Canada and the United States by firm size shows that, in each size category, firms that rarely patent (say less than three patents) tend to patent more often in Canada than in the United States. However, firms that apply for a larger number of patents do so more frequently

| TABLE 9 |
| NUMBER OF PATENT APPLICATIONS IN CANADA AND THE UNITED STATES, 1997-99 |

<table>
<thead>
<tr>
<th>Of These, Number of Patents Applied for</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5 TO 9 PATENTS</th>
<th>UN-KNOWN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Manufacturing Firms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Applied for at Least One Patent</td>
<td>19.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of These, Percentage that Applied</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>for Patents in:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>85.1</td>
<td>41.6</td>
<td>17.7</td>
<td>11.3</td>
<td>4.2</td>
<td>9.4</td>
</tr>
<tr>
<td>United States</td>
<td>75.6</td>
<td>34.4</td>
<td>15.7</td>
<td>13.4</td>
<td>3.7</td>
<td>11.8</td>
</tr>
<tr>
<td>Innovators in Manufacturing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Applied for at Least One Patent</td>
<td>22.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of These, Percentage that Applied</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>for Patents in:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>85.2</td>
<td>40.3</td>
<td>18.1</td>
<td>11.8</td>
<td>4.4</td>
<td>9.6</td>
</tr>
<tr>
<td>United States</td>
<td>75.4</td>
<td>32.9</td>
<td>16.1</td>
<td>13.7</td>
<td>3.9</td>
<td>12.0</td>
</tr>
</tbody>
</table>

CURRENT INTELLECTUAL PROPERTY PROTECTION PRACTICES

in the United States than in Canada. This trend is most notable for the largest firms that apply for a large number of patents. Forty percent of these firms applied for more than ten patents in the United States but only 31 percent in Canada.

2. The preference for patent applications in the United States is most notable among firms that apply for a large number of patents in the technologically most progressive core sector. The observed pattern suggests that leading-edge firms that patent most frequently apply for patents in both countries — but in the United States more often than in Canada. The tendency of the most active patentees in the core sector to file more often in the United States than in Canada may reflect the more extensive protection of new technologies and the more inventor-friendly treatment provided in the former (see the study by Maskus in this series).

In the next section of the study, the geographical pattern of patent filing is further explored in three multivariate probability models.

RELATIONSHIP BETWEEN THE PROTECTION OF INTELLECTUAL PROPERTY AND THE PROFITABILITY OF INNOVATION

Firms use IPRs presumably to appropriate the benefits from their innovations. If this hypothesis is true, innovators who protect their IP are expected to be more profitable than those who do not. This hypothesis can be tested using survey information on the impact of innovation and on the use of IPRs. Respondents scored on a scale from 1 to 5 their strong disagreement (1) or strong agreement (5) with a series of statements regarding the impact of new or improved products or production processes they introduced during the 1997-99 period. They could select two outcomes concerning innovations' impact on profits. The first states that the innovation allowed the firm to maintain its profit margin, the second that innovation increased the firm's profitability. Responses scored 1 and 2 were considered as an indication that the innovation activity did not contribute to profitability, and those scored 4 and 5 as evidence of a positive contribution to profitability.

Both answers were tabulated in a series of two-way contingency tables classifying firms according to the impact of innovation on profitability, and between users and non-users of each IPR. For every IPR, the chi-square statistics reject the test of homogeneity (i.e. the hypothesis that either impact of innovation on profitability is independent of the use of the particular IPR). The statistical tests show that IPR users reported more often than non-users that their innovation allowed them to maintain or to increase profitability. This positive relationship is not very strong, but it is statistically very significant. It holds for
all innovating firms, although there are some sectoral differences. The positive relationship between the use of patents and profitability obtains for the core and secondary sector but not for the other sector. By way of contrast, firms that found innovation profitable in the other sector are more frequently using trade secrets and confidentiality agreements. Trade-mark users report maintained or increased profitability more frequently than non-users in all three sectors (for details, see Table B-7 of Appendix B).

Overall, these results provide statistically significant evidence that innovators who protected their IP found their innovations contributing to the profitability of the firm.

**Probability Models of Innovation and Intellectual Property Use**

The statistical description presented in the previous sections is of limited use when we are interested in considering the possible interactions between the characteristics, strategies and activities of firms and their use of IPRs. This task is better fulfilled by multivariate probability regression models. These models relate the probability that a particular event takes place — say, the probability that a firm uses a patent — to a series of explanatory variables.

We first present briefly the theoretical formulation of these models. This is followed by the specification of the dependent and explanatory variables used for estimating several multivariate logit models. In the first set of models, we estimate the probability that a firm uses a particular IPR. The second set of models explores the variables associated with the probability that a firm innovates. These models also show whether the use of IPRs affects the probability that a firm innovate. Since these two sets of decisions are not entirely independent, a single-equation approach may produce biased results. We thus used both a single equation and a simultaneous two-equation method of estimation. The latter takes into account the possible interdependent nature of the decision to innovate and leads to unbiased estimates. Finally, we present three models that seek to determine which firm and industry characteristics are likely to be associated with a particular geographical pattern of patenting.

**The Logit Model**

Firms innovate in the expectation that the new or improved product or process will increase their profits. Even though successful completion of the innovation process is a necessary condition, it is not sufficient to ensure that the firm will benefit from it. To reap the expected benefits from an innovation, the firm has to be able to appropriate them, i.e. to prevent its competitors from imitating the innovation. To appropriate the benefits from innovation, firms
may use various IPRs. Thus, the decision to innovate may be related to the decision about how to best appropriate its expected benefits. Even though these two decisions may not be made at the same time, they are probably not independent.

The expected post-innovation return to innovation activity, $r_i^*$, for firm $i$ is taken to be a function of a set of firm-specific and industry-specific $k$ exogenous variables, $x_i$. This may be formally written as:

$$r_i^* = bx_i + u_i.$$  

While $r_i^*$ is not directly observable, we know whether firm $i$ innovated. We assume that when the expected return from innovation is positive, firms successfully innovate ($I_i=1$). The observable binary variable $I_i$ takes the value 1 when the firm is an innovator and the value 0 otherwise. Thus, we can write

$$I_i = 1 \text{ if } r_i^* > 0$$
$$I_i = 0 \text{ otherwise.}$$

The formal reasoning concerning the use of an appropriability strategy is similar. When we observe that a firm has used a set of IPR instruments, we can conclude that it is because the firm expected that they would have a positive effect on its profitability. In this case,

$$IPR_i = 1 \text{ if } r_i^* > 0$$
$$IPR_i = 0 \text{ otherwise.}$$

Thus, we have two sets of relationships, one for the innovation $I_i$ and the second for the use of $IPR_i$.

$$E(r_i^* | x_i) \text{ gives us } Prob(I_i = 1) = F(b'x_i)$$

$$E(r_i^* | z_i) \text{ gives us } Prob(IPR_i = 1) = G(c'z_i),$$

where $F$ and $G$ are the cumulative distributions of a logistic variable.

According to economic theory, the profitability of an innovation is a function of the size of the firm, its activities and strategies, as well as the competitive environment, technological opportunities and demand conditions it faces. Most of these variables are also expected to influence the choice of an appropriation strategy, i.e. the use of IPRs and other means to protect the firm’s IP.
DEPENDENT VARIABLES

Innovation Variables

Innovation is measured in three different ways for the purpose of this analysis. First, the incidence of innovation is captured by a dichotomous variable that measures whether a firm has introduced an innovation of any type in the three years prior to the survey date of 1999. The binary variable takes the value 1 for innovative firms and the value 0 for non-innovative firms. Second, a set of binary variables is constructed to capture novelty effects — world-first innovators versus all other innovating and non-innovating firms; Canada-first innovators versus other innovating and non-innovating firms; and firm-first innovators versus non-innovators and other innovators. The novelty of an innovation is likely to affect the use of IP.

Third, the type of innovation introduced by a firm is captured by a set of three binary variables. The first variable identifies cases where a firm develops only product innovations. It takes the value 1 in this case, and the value 0 otherwise. The second binary variable identifies process-only innovators, while the third contrasts firms that introduced both product and process innovations against the rest.

Appropriability and IPRs

To protect their innovations from being copied by competitors, innovators use IPRs and other strategies.

A set of binary variables have been constructed to estimate the determinants of use of IPRs and their effects on innovation. The variables are based on whether a firm uses patents, trade secrets or any other IPR (trade-marks, copyright or confidentiality agreements) to protect its innovations. Each variable takes the value 1 if the property right is used and the value 0 if it is not.

The IPR variables appear among explanatory variables in the innovation equation and innovation variables are among explanatory variables in the IPR equations.

EXPLANATORY VARIABLES

Innovation is highly firm-specific. Some of the differences in innovative capabilities will be related to differences in industry environment. But within industries, there are considerable differences in the innovative tendencies of firms. Therefore, innovation is assumed to be a function of both firm-specific and industry-specific variables. Firm-specific variables include characteristics of the firm such as firm size and country of ownership (unfortunately, no information on firm ownership is available in the 1999 survey); firm activity variables
such as R&D and use of IPRs; and firm perceptions with regard to the competitive environment and success factors (strategies). Industry-specific variables include proxies for technological opportunity and industry dummy variables.

**Firm Characteristics**

**Firm Size**

The contingency tables in the first part of the study show a clear relationship between innovation and firm size on the one hand, and firm size and the propensity to use various IPR instruments on the other. A measure of firm size is included to test whether there are inherent advantages associated with size that are independent of other variables. A large size will matter if the Schumpetarian hypothesis that large firms have inherent scale advantages is true. It is often argued that large firms tend to be more innovative than their smaller counterparts. Reasons for this include the scale advantages of large firms, a greater likelihood to engage in risky projects, and economies of scope (Cohen and Klepper, 1996). Larger firms have easier access to financing, can spread the fixed costs of innovation over a larger volume of sales and may benefit from economies of scope and complementary relations between R&D and other manufacturing activities. However, other views exist to suggest that as firms grow, their R&D becomes less efficient. Levin and Reiss (1984) reviewed the empirical evidence on the relationship between innovation and firm size and found it inconclusive. Economies of scale and scope may exist, but they may be exhausted only in medium-size firms.

Size is measured by the total number of employees in the firm. Firms are classified in one of four categories: 20 to 49 employees, 50 to 99 employees, 100 to 499 employees, and 500 employees or more. Based on this, four binary variables have been constructed to capture size effects.

**Firm Perceptions**

**Competitive Conditions**

In contrast to earlier studies, which considered the market structure of an industry as one of the major exogenous determinants of innovation, more recent theoretical (Dasgupta and Stiglitz, 1980) and empirical work (Levin and Reiss, 1984, 1988; and Cohen and Levinthal, 1989) suggest that it is more likely to be an endogenous outcome of the dynamic growth of innovating firms.

The concept we want to measure is the degree of competition faced by a firm. The firm’s representatives were asked to score their agreement with several statements describing the degree of competition faced by the firm. The competition variables take the value 1 when the respondent agrees or strongly
agrees with the statements identifying a high level of competition (variable COMPET) as being important or very important. Another proxy variable for the competitive challenge is identified as a threat of rapidly changing production or office technology, TECHCH. Otherwise, the variable takes the value 0. Firms in rapidly evolving fields often have difficulties hiring and retaining qualified staff. The variable STAFF takes the value 1 when a firm indicates that this problem is important or very important, and the value 0 otherwise.

Competitive Strategies and Success Factors

In response to questions on success factors, firm representatives revealed what they considered to be successful competitive strategies. Responses to questions related to the firm’s success were used to construct three variables. The first, NEWMT, captures responses that give a high score to the importance of new markets and new products to the success of the firm. The next, EXPMT, identifies firms that draw their success from export markets. A more general strategy is promotion of the firm or the reputation of the product. This variable, REPUT, identifies firms adopting a strategy that may be associated with the use of trade-marks.

Firm Activities

Research and Development

Even though firms not involved in R&D activities introduced 32 percent of innovations, every study of innovation confirms that R&D is the primary input to innovative activity. Firms that have an effective R&D program are more likely to innovate for several reasons. First, R&D directly produces new products and processes. Second, firms that perform R&D are also more receptive to technological advances made by others and able to absorb and adapt spillovers to their advantage (Cohen and Levinthal, 1989). A binary variable takes the value 1 if the firm carries out R&D and the value 0 otherwise.

The way firms organize their R&D activities — establishing a separate R&D unit and/or contracting out R&D — is likely to influence their innovation performance and need for protecting IP. The presence or absence of a particular organizational form is, again, identified by a set of binary variables.

Government Support Programs

Government programs in support of innovation and R&D activities subsidize their cost, either directly through subsidies, or indirectly through tax credits. Other government assistance programs such as information and Internet services are also designed to enhance private innovation activities. We create a
series of binary variables that identify cases where a firm uses a particular government assistance program by the value 1; otherwise, the variable takes the value 0.

**Industry Effects**

Technological opportunities differ across industries when the scientific environment provides more fertile ground for advances in some industries than others. Progress in science reduces the cost of technological advance generated per unit of R&D expenditures. The classification of a firm in one of the three technology sectors (core, secondary and other) provides a proxy for technological opportunity.

**Industry-specific Effects**

Industries vary widely not only with respect to technological opportunity and their position in the technology life cycle, but also with respect to the degree of exposure to external competition, the availability and cost of factors such as specialized labour, natural resources, etc. Thus, relying on a simple three technology typology (core, secondary and other) may not capture other industry-specific conditions that may have a bearing on innovation and the use of IP protection. A set of industry dummy variables identifies the 24 major manufacturing industry groups.

**Province-specific Effects**

Innovation is a social activity. As such, it depends not only on incentives, motivations, resources and a thriving private sector, but also on the institutional environment in which firms operate. Recognition of the importance of the complex relationships between the private sector and its institutional environment led to the concepts of national and regional systems of innovation. Many aspects of education and science, technology, industrial and fiscal policies come under provincial jurisdiction and are likely to affect the innovation performance of resident firms. For example, owing to provincial R&D tax credit programs, the real cost of conducting R&D varies from one province to another (Warda, 1997). To see whether the province of residence of a firm affects its innovation performance and its use of IP protection, a set of dummy variables identifies the province of residence of the firm. The list of variables is presented in Table 10.
### Table 10

**Summary of Dependent and Explanatory Variables**

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>EXPLANATION</th>
<th>VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEPENDENT VARIABLES</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INNO</td>
<td>Firm introduced successfully an innovation</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>W-FIRST, C-FIRST AND F-FIRST</td>
<td>World-first, Canada-first and firm-first innovation</td>
<td></td>
</tr>
<tr>
<td>PRODUCT, PROCESS AND BOTH</td>
<td>Product, process or both</td>
<td></td>
</tr>
<tr>
<td>Use of IPRs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PATENT</td>
<td>Firm used patents</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>TRADEMARK</td>
<td>Firm used trade-marks</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>COPYRIGHT</td>
<td>Firm used copyright</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>TRADE SECRET</td>
<td>Firm used trade secrets</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>CONFIDENTIALITY</td>
<td>Firm used confidentiality agreements</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td><strong>EXPLANATORY VARIABLES</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Firm Characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>Employment Size</td>
<td></td>
</tr>
<tr>
<td>SIZE-A</td>
<td>20 to 49 employees</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>SIZE-B</td>
<td>50 to 99 employees</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>SIZE-C</td>
<td>100 to 499 employees</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>SIZE-D</td>
<td>More than 500 employees</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>2. Firm Perceptions of Competitive Conditions</td>
<td>High competition in the product market</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>COMPET</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TECHCH</td>
<td>Production and office technology change rapidly</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>STAFF</td>
<td>Difficult to hire and/or retain qualified staff</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>3. Success Strategies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEWMT</td>
<td>Seeking new and/or developing special. markets</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>EXPMT</td>
<td>Developing export markets</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>REPUT</td>
<td>Promoting firm or product reputation</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>4. Firm Activities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D Activity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERFORMS R&amp;D</td>
<td>Performs R&amp;D activity</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>SEPARATE UNIT</td>
<td>Performs R&amp;D in a separate R&amp;D unit</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>CONTRACTS OUT</td>
<td>Contracts out R&amp;D</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>5. Government Support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D-SUBSIDY</td>
<td>Uses government R&amp;D subsidies</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>R&amp;D-TAX CREDIT</td>
<td>Uses government R&amp;D tax credits</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>GVMNT-INTERNET</td>
<td>Uses govt. information and Internet services</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>6. Industry Characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology Sector</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE</td>
<td>Firm belongs to 'Core' sector</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>SECONDARY</td>
<td>Firm belongs to 'Secondary' sector</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>OTHER</td>
<td>Firm belongs to 'Other' sector</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>7. Province</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALBERTA</td>
<td>Firm located in Alberta</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>ONTARIO</td>
<td>Firm located in Ontario</td>
<td>Yes=1, No=0</td>
</tr>
<tr>
<td>QUEBEC</td>
<td>Firm located in Quebec</td>
<td>Yes=1, No=0</td>
</tr>
</tbody>
</table>
**ECONOMETRIC ISSUES**

1. In order to be representative of the “provincial enterprise” — the statistical unit selected by Statistics Canada for the 1999 Survey of Innovation — the regressions are weighted by the gross business income of each firm.

2. All explanatory variables are binary, taking the value 1 or 0. When a variable classifies firms into several subcategories (e.g. firms are classified in one of several size categories), one of the dummy variables is left out and serves as the default category. The estimated regression coefficients (after an appropriate transformation) show the marginal effect of a given explanatory variable on the probability of the event with respect to the reference case given by the default category.

3. Regression equations in all tables usually exclude explanatory variables that were not statistically significant in previous runs.

4. As is often the case, the results of logit and probit regression model estimates are practically identical. Since there are no theoretical nor econometric reasons to prefer one method over the other and logit results are easier to interpret, we opted for logit regressions.

5. According to economic theory, a firm’s decision to innovate depends on its ability to appropriate the benefits from its innovation. Thus, a priori, it is likely that the decision to use a particular IPR and the decision to innovate are not mutually independent. In this case, estimating, say, the patent function and the innovation function separately by a single-equation approach would lead to a simultaneous equation bias. The remedy is to formulate a system of simultaneous equations and estimate it by the two-stage estimation method (Maddala, 1983). The information on the use of IPRs is, however, rather general. It is not specific to a firm’s innovation activity, and even less to its most important innovation. Thus, it is not sure that both decisions are really interdependent and the two-stage approach is called for. To be on the safe side, in addition to single-equation models, we estimate also a simultaneous two-equation model using a two-stage logit procedure.

6. Since neither the SAS nor STATA softwares at our disposal provide an integrated two-stage logit procedure, we estimated the second stage equations of the simultaneous model by using as instruments the predicted value (linear) of each endogenous variable (patent and innovation, respectively). These were obtained by regressing the interdependent endogenous variables in the first-stage equation on all
independent variables. The drawback of this procedure is that the covariances estimated as in a single-equation procedure are likely to underestimate the correct asymptotic covariances. To compensate for this possible underestimation, the standard errors are computed by the robust procedure that gives more conservative estimates of standard errors than the normal method.

**INTERPRETATION OF THE RESULTS**

**Models Predicting the Use of IPRs**

The estimated regression coefficients of five logit models predicting the probability that a firm will use a particular IPR are presented in Table 11. The signs of the regression coefficients show whether the answer “yes” to a particular question (the variable takes the value 1) increases (+) or decreases (−) the probability that a firm will use the IPR. The probabilities are estimated for a firm with 100-499 employees operating in the secondary sector that introduced a firm-first process innovation.

The first important result is that the models confirm in the multivariate context the finding from tabulations regarding the positive association between firm size and the probability that the firm uses most IPRs to protect its knowledge assets. Small firms are less likely, and the largest firms more likely, to use any or all IPR instruments than medium-size firms. The relationship is statistically significant for the use of all IPRs except trade secret and it is most notable for patents. In contrast, small firms do not use trade secret less frequently than medium-size firms. This finding seems to corroborate the hypothesis that, for small- and medium-size firms, cost considerations may discourage the use of IPRs other than trade secret.

Firms carrying out R&D, especially those who conduct it in a separate unit and/or who contract out their R&D, are also more likely to use any or all IPRs than firms not involved in R&D. Innovating firms, especially those that introduced original world-first innovations, and to a slightly lesser extent those that introduced new technology for the first time in Canada, are likely users of IPRs. However, world-first innovators rely less on trade secret and more on patents, copyright and confidentiality agreements. The probability that a firm uses IPRs increases notably when the firm introduces product innovations or both product and process innovations rather than process innovations only. Again, these characteristics of innovations are more closely linked to the use of patents than of other IPRs.
Table 11

Use of IPRs – Results of Logit Regressions

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Trade Secret</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.197)</td>
<td>(0.159)</td>
<td>(0.242)</td>
<td>(0.195)</td>
<td>(0.158)</td>
</tr>
</tbody>
</table>

1. Firm Characteristics

<table>
<thead>
<tr>
<th>Firm Size</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Trade Secret</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIZE-A</td>
<td>-0.390</td>
<td>-0.391</td>
<td>-0.267</td>
<td>0.063</td>
<td>-0.391</td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.092)</td>
<td>(0.140)</td>
<td>(0.105)</td>
<td>(0.097)</td>
</tr>
<tr>
<td>SIZE-B</td>
<td>-0.262</td>
<td>-0.334</td>
<td>-0.235</td>
<td>0.005</td>
<td>-0.376</td>
</tr>
<tr>
<td></td>
<td>(0.098)</td>
<td>(0.084)</td>
<td>(0.124)</td>
<td>(0.094)</td>
<td>(0.086)</td>
</tr>
<tr>
<td>SIZE-C</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
</tr>
<tr>
<td>SIZE-D</td>
<td>0.418</td>
<td>0.152</td>
<td>0.459</td>
<td>0.311</td>
<td>0.270</td>
</tr>
<tr>
<td></td>
<td>(0.155)</td>
<td>(0.127)</td>
<td>(0.159)</td>
<td>(0.136)</td>
<td>(0.138)</td>
</tr>
</tbody>
</table>

2. Firm Perceptions

<table>
<thead>
<tr>
<th>Competitive Conditions</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Trade Secret</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMPET</td>
<td>0.103</td>
<td>0.247</td>
<td>0.167</td>
<td>0.059</td>
<td>-0.097</td>
</tr>
<tr>
<td></td>
<td>(0.084)</td>
<td>(0.071)</td>
<td>(0.102)</td>
<td>(0.082)</td>
<td>(0.074)</td>
</tr>
<tr>
<td>STAFF</td>
<td>-0.343</td>
<td>-0.178</td>
<td>-0.098</td>
<td>0.100</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.093)</td>
<td>(0.076)</td>
<td>(0.111)</td>
<td>(0.084)</td>
<td>(0.081)</td>
</tr>
</tbody>
</table>

3. Firm Activities

<table>
<thead>
<tr>
<th>R&amp;D Activity</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Trade Secret</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERFORMS R&amp;D</td>
<td>0.454</td>
<td>0.229</td>
<td>0.293</td>
<td>0.589</td>
<td>0.426</td>
</tr>
<tr>
<td></td>
<td>(0.120)</td>
<td>(0.097)</td>
<td>(0.158)</td>
<td>(0.116)</td>
<td>(0.098)</td>
</tr>
<tr>
<td>SEPARATE UNIT</td>
<td>0.463</td>
<td>0.342</td>
<td>0.319</td>
<td>0.547</td>
<td>0.491</td>
</tr>
<tr>
<td></td>
<td>(0.092)</td>
<td>(0.084)</td>
<td>(0.112)</td>
<td>(0.089)</td>
<td>(0.089)</td>
</tr>
<tr>
<td>CONTRACTS OUT</td>
<td>0.362</td>
<td>0.239</td>
<td>0.456</td>
<td>0.213</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td>(0.100)</td>
<td>(0.092)</td>
<td>(0.114)</td>
<td>(0.096)</td>
<td>(0.099)</td>
</tr>
</tbody>
</table>

4. Government Support

<table>
<thead>
<tr>
<th>R&amp;D-SUBSIDY</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Trade Secret</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.471</td>
<td>0.245</td>
<td>0.091</td>
<td>0.090</td>
<td>0.609</td>
</tr>
<tr>
<td></td>
<td>(0.123)</td>
<td>(0.116)</td>
<td>(0.145)</td>
<td>(0.114)</td>
<td>(0.121)</td>
</tr>
<tr>
<td>R&amp;D-TAX CREDIT</td>
<td>0.206</td>
<td>0.088</td>
<td>-0.108</td>
<td>-0.036</td>
<td>0.246</td>
</tr>
<tr>
<td></td>
<td>(0.094)</td>
<td>(0.084)</td>
<td>(0.113)</td>
<td>(0.090)</td>
<td>(0.083)</td>
</tr>
<tr>
<td>GVMNT-INTERNET</td>
<td>0.406</td>
<td>0.695</td>
<td>0.406</td>
<td>0.079</td>
<td>(0.091)</td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td>(0.070)</td>
<td>(0.070)</td>
<td>(0.070)</td>
<td>(0.070)</td>
</tr>
</tbody>
</table>

5. Industry Characteristics

<table>
<thead>
<tr>
<th>Sector</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Trade Secret</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE Sector</td>
<td>0.343</td>
<td>0.397</td>
<td>0.364</td>
<td>0.057</td>
<td>0.298</td>
</tr>
<tr>
<td></td>
<td>(0.103)</td>
<td>(0.097)</td>
<td>(0.129)</td>
<td>(0.102)</td>
<td>(0.101)</td>
</tr>
<tr>
<td>SECONDARY Sector</td>
<td>-0.566</td>
<td>0.504</td>
<td>0.217</td>
<td>-0.102</td>
<td>-0.298</td>
</tr>
<tr>
<td></td>
<td>(0.090)</td>
<td>(0.085)</td>
<td>(0.125)</td>
<td>(0.093)</td>
<td>(0.084)</td>
</tr>
</tbody>
</table>
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Firms that base their competitive strategy on the development of new markets are likely to protect their IP using trade-marks, trade secrets and confidentiality agreements. Curiously, they are unlikely to use patents for this purpose. Equally surprising is the absence of statistical association between the export strategy and the use of any IPR. As expected, the regression results confirm that trade-marks are a means to enhance a firm’s reputation.

Firms that reported receiving government subsidies for their R&D projects are more likely to use patents, trade-marks and/or confidentiality agreements than firms benefiting from the more generally available R&D tax credit. Both groups are likely to use those IPRs more frequently than firms that did not receive government assistance. Paradoxically, firms that reported using government

<table>
<thead>
<tr>
<th>TABLE 11 (CONT’D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>USE OF IPRs – RESULTS OF LOGIT REGRESSIONS</td>
</tr>
<tr>
<td>DEPENDENT VARIABLE</td>
</tr>
<tr>
<td>6. PROVINCE</td>
</tr>
<tr>
<td>ALBERTA</td>
</tr>
<tr>
<td>(0.147)a</td>
</tr>
<tr>
<td>ONTARIO</td>
</tr>
<tr>
<td>(0.111)a</td>
</tr>
<tr>
<td>QUEBEC</td>
</tr>
<tr>
<td>(0.107)</td>
</tr>
<tr>
<td>OTHERS</td>
</tr>
<tr>
<td>7. INNOVATION</td>
</tr>
<tr>
<td>W-FIRST</td>
</tr>
<tr>
<td>(0.147)a</td>
</tr>
<tr>
<td>C-FIRST</td>
</tr>
<tr>
<td>(0.105)a</td>
</tr>
<tr>
<td>F-FIRST</td>
</tr>
<tr>
<td>PRODUCT</td>
</tr>
<tr>
<td>(0.141)a</td>
</tr>
<tr>
<td>BOTH</td>
</tr>
<tr>
<td>(0.116)a</td>
</tr>
<tr>
<td>PROCESS</td>
</tr>
<tr>
<td>Summary Statistics</td>
</tr>
<tr>
<td>Number of obs. (weighted)</td>
</tr>
<tr>
<td>Log. likelihood</td>
</tr>
<tr>
<td>Pseudo R²</td>
</tr>
<tr>
<td>% concordant*</td>
</tr>
<tr>
<td>% of firms using IPRs</td>
</tr>
</tbody>
</table>

Notes: Weighted regressions. All regressions have probability > chi2=0.0000.
Level of statistical significance of robust standard errors in parentheses: c=10%, b=5%, a=1%.
* Percentage of correctly classified observations based on non-weighted results.
information services through the Internet or otherwise are more likely than other firms to use trade secret, copyright and confidentiality agreements.

The results suggest that there are some notable differences associated with the province where a firm operates. Firms located in Ontario and Alberta are more likely to use most IPRs than firms located in other provinces. Firms based in Quebec are more likely than those of other provinces to protect their products by trade-marks, but less likely to use copyright, trade secret and confidentiality agreements. One hypothetical explanation could be that the use of French or the loyalty of employees to the firm may provide an efficient protection against imitation and make it unnecessary to use these IPRs. An alternate explanation could be that the pattern of IPR use in Quebec is determined by its industrial mix.

Firms in the core sector are more likely to use all IPRs except trade secret than firms in the secondary sector. Patents are used less frequently in the other sector than in both upstream core and secondary sectors. In keeping with their consumer product orientation, firms in the other sector are more likely than those in the secondary sector to use trade-marks and copyright.

Industry dummy variables identifying major manufacturing industry groups were found to be redundant (F-test) and excluded from the regressions.

One way to judge how well our probability models perform is to let them predict which firms are expected to use a particular IPR and compare this prediction with the observed use of IPRs. The second last row in Table 11, denoted “% concordant,” shows the percentage of firms in the sample that were correctly classified by the logit regression function as users or non-users of a particular IPR. It ranges from a low of 66.8 percent for the use of trade-marks and a high of 87.6 percent for the use of copyright.

As for the use of IPRs, the results suggest that there are two groups of firms: (1) firms for which the use of patents and trade-marks seems to be an integral part of a successful innovation strategy — regularly performing R&D financed in part by government subsidies and leading to the introduction of world-first innovations. The larger the firm, the more likely it will use patents. The probability of using patents for firms operating in the high-tech core sector is about twice that of firms in the low-tech other sector. Firms based in Quebec are less likely to use patents than those based in Ontario and Alberta.

The second group of firms is likely to rely primarily on trade secret. It consists of firms that introduce mainly Canadian-first innovations and that are less oriented toward product innovations than firms that belong to the first group. Even though they are as likely to perform R&D as the latter, they rely less on government financing of R&D but more on government information services. Firms in this group belong to all firm-size categories but those in the largest one are somewhat more likely to use trade secret than medium-size and small firms. They are found in all three sectors and in all provinces outside Quebec. Firms from Quebec are less likely to use trade secret than those in the rest of Canada.
The Innovation Models

PROTECTION OF NEW PRODUCTS AND PROCESSES from imitation is believed to be one of the principal incentives for innovation. Firm's decisions to innovate depend on a host of other variables, some related to its characteristics, activities and strategies, others determined by competitive pressures, technological opportunities and government policies. All or some of these factors might also determine which type of innovation a firm is likely to introduce.

Four logit regressions are presented. The first predicts the probability that a firm is an innovator, i.e. that it introduced an innovation during the 1997-99 period. The next three models predict, respectively, the probability of introduction of a world-first, Canada-first or firm-first innovation.

The first model predicts the occurrence of a successful innovation \( (I=1) \) as opposed to cases where a firm did not complete an innovation during the 1997-99 period or was not involved in an innovative process \( (I=0) \). The probabilities are estimated for a firm belonging to the secondary sector.

The preliminary results (not presented here) suggested that the probability of a successful innovation is not correlated with firm size. The size of the firm is, however, the principal determinant of a firm's decision to conduct R&D and how it will be organized. Therefore, firm size influences the innovation activity indirectly through R&D and its organizational modalities. The innovation function thus includes two R&D variables, the first taking the value 1 when the firm performs R&D, the second identifying firms that conduct their R&D in a separate unit. Since none of the firm-size variables was statistically significant in the presence of R&D variables, they were excluded from the final model presented in the first column of Table 12. Several variables reflecting a firm's perceptions of its competitive environment and its success factors or strategies were excluded for the same reason.

The results suggest that firms operating in the core sector (and to a much lesser degree those operating in the other sector) are more likely to innovate than firms operating in the secondary sector. The probability that a firm is an innovator greatly increases when it carries on R&D activities. It matters little, however, that R&D activities are conducted in a separate division or in other departments of the firm. Nor does it matter whether R&D is contracted out. The latter variable was thus excluded. Firms receiving assistance from government programs, especially R&D subsidies and, to a lesser degree, R&D tax credits, are more likely to innovate than those that do not use them. The positive correlation between the use of government support programs and innovation is not necessarily an indication of a beneficial effect of these programs. It may simply show that innovating firms are better aware of and organized to solicit successfully governmental aid.
<table>
<thead>
<tr>
<th>TABLE 12</th>
<th>DETERMINANTS OF INNOVATION – LOGIT REGRESSIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEPENDENT VARIABLE</strong></td>
<td><strong>INNOVATOR</strong></td>
</tr>
<tr>
<td>Intercept</td>
<td>-1.125</td>
</tr>
<tr>
<td>(0.157)a</td>
<td>(0.224)a</td>
</tr>
<tr>
<td>1. FIRM CHARACTERISTICS</td>
<td>Left out</td>
</tr>
<tr>
<td>2. FIRM PERCEPTIONS</td>
<td></td>
</tr>
<tr>
<td>Competitive Conditions</td>
<td></td>
</tr>
<tr>
<td>COMPET</td>
<td></td>
</tr>
<tr>
<td>TECHCH</td>
<td>0.644</td>
</tr>
<tr>
<td>(0.112)a</td>
<td></td>
</tr>
<tr>
<td>STAFF</td>
<td>0.219</td>
</tr>
<tr>
<td>(0.105)b</td>
<td></td>
</tr>
<tr>
<td>Success Factors</td>
<td></td>
</tr>
<tr>
<td>NEWMT</td>
<td>0.632</td>
</tr>
<tr>
<td>(0.127)a</td>
<td></td>
</tr>
<tr>
<td>EXPMT</td>
<td>0.282</td>
</tr>
<tr>
<td>(0.093)a</td>
<td>(0.126)a</td>
</tr>
<tr>
<td>REPUT</td>
<td>0.250</td>
</tr>
<tr>
<td>(0.111)b</td>
<td></td>
</tr>
<tr>
<td>3. FIRM ACTIVITIES</td>
<td></td>
</tr>
<tr>
<td>R&amp;D Activity</td>
<td></td>
</tr>
<tr>
<td>PERFORMS R&amp;D</td>
<td>1.432</td>
</tr>
<tr>
<td>(0.115)a</td>
<td>(0.227)a</td>
</tr>
<tr>
<td>–SEPARATE UNIT</td>
<td>0.049</td>
</tr>
<tr>
<td>(0.156)</td>
<td></td>
</tr>
<tr>
<td>–CONTRACTS OUT</td>
<td></td>
</tr>
<tr>
<td>USE of IPRs</td>
<td></td>
</tr>
<tr>
<td>PATENT</td>
<td>0.453</td>
</tr>
<tr>
<td>(0.145)a</td>
<td>(0.128)a</td>
</tr>
<tr>
<td>TRADEMARK</td>
<td>0.192</td>
</tr>
<tr>
<td>(0.107)</td>
<td>(0.123)</td>
</tr>
<tr>
<td>TRADE SECRET</td>
<td>0.705</td>
</tr>
<tr>
<td>(0.132)a</td>
<td>(0.118)a</td>
</tr>
<tr>
<td>4. GOVERNMENT SUPPORT</td>
<td></td>
</tr>
<tr>
<td>R&amp;D-SUBSIDY</td>
<td>0.904</td>
</tr>
<tr>
<td>(0.280)a</td>
<td></td>
</tr>
<tr>
<td>R&amp;D-TAX CREDIT</td>
<td>0.238</td>
</tr>
<tr>
<td>(0.129)c</td>
<td>(0.126)a</td>
</tr>
<tr>
<td>GVMNT-INTERNET</td>
<td></td>
</tr>
<tr>
<td>5. INDUSTRY CHARACTERISTICS</td>
<td></td>
</tr>
<tr>
<td>CORE Sector</td>
<td>0.243</td>
</tr>
<tr>
<td>(0.142)c</td>
<td>(0.117)c</td>
</tr>
<tr>
<td>SECONDARY Sector</td>
<td>Left out</td>
</tr>
<tr>
<td>OTHER Sector</td>
<td>0.199</td>
</tr>
<tr>
<td>(0.105)b</td>
<td></td>
</tr>
</tbody>
</table>
TABLE 12 (CONT’D)

DETERMINANTS OF INNOVATION - LOGIT REGRESSIONS

<table>
<thead>
<tr>
<th>DEPENDENT VARIABLE</th>
<th>INNOVATOR</th>
<th>WORLD-FIRST</th>
<th>CANADA-FIRST</th>
<th>FIRM-FIRST</th>
</tr>
</thead>
<tbody>
<tr>
<td>6. PROVINCE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALBERTA</td>
<td>0.422</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
</tr>
<tr>
<td>(0.115)a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ONTARIO</td>
<td>0.462</td>
<td>-0.154</td>
<td>-0.107</td>
<td>0.471</td>
</tr>
<tr>
<td>(0.119)a</td>
<td>(0.161)</td>
<td></td>
<td>(0.101)a</td>
<td>(0.092)a</td>
</tr>
<tr>
<td>QUEBEC</td>
<td>0.429</td>
<td>0.161</td>
<td>0.347</td>
<td>-0.083</td>
</tr>
<tr>
<td>(0.102)a</td>
<td>(0.142)</td>
<td></td>
<td>(0.096)</td>
<td>(0.080)</td>
</tr>
<tr>
<td>OTHERS</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
</tr>
<tr>
<td>Summary Statistics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of obs. (weighted)</td>
<td>8,509</td>
<td>8,509</td>
<td>8,509</td>
<td>8,509</td>
</tr>
<tr>
<td>Log. likelihood</td>
<td>1,677.4</td>
<td>-1,299</td>
<td>-2,417</td>
<td>-3,111</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.199</td>
<td>0.169</td>
<td>0.156</td>
<td>0.102</td>
</tr>
<tr>
<td>% concordant*</td>
<td>82.4</td>
<td>90.5</td>
<td>76.7</td>
<td>68.7</td>
</tr>
<tr>
<td>% of manufacturing firms</td>
<td>81.3</td>
<td>8.5</td>
<td>14.6</td>
<td>36.3</td>
</tr>
</tbody>
</table>

Notes: Weighted regressions. All regressions have probability > chi2=0.0000.
Level of statistical significance of robust standard errors: c=10%; b=5%; a=1%.
* Percentage of correctly classified observations based on non-weighted results.

Firms that are developing new markets for their products both in Canada and abroad are more likely to innovate than others. These firms share the same concern over the rapid change of production and office technologies and they experience problems hiring and retaining qualified staff.

Last, but not least, as predicted by the economic theory of innovation, firms that are protecting their IP with patents, trade-marks and most notably with trade secret are more likely to innovate than other firms. In this respect, using trade secret increases the probability of innovation more than using patents. Other estimations results not presented here show also a statistically significant positive link between the use of any statutory instrument of IPR and the probability of introducing an innovation.

When the program compares the predicted probability that a firm be an innovator with the observed result, the outcome is correct for 82.4 percent of firms.

Originality of Innovation

The next three models predict the probability that a firm will introduce a world-first, Canada-first or firm-first innovation. Each of these three models is formulated to estimate the probability that a firm will introduce a particular type of innovation against all other possible outcomes.32
The results of the three regressions estimating the probability of a world-first, Canada-first and firm-first innovation are presented in columns 2 to 5 of Table 12. Again, most variables that were not statistically significant are excluded. We concentrate our interpretation on the three IPR variables included in each regression.

To be patentable, an invention must make an original contribution to the state of technology. Therefore, it can be expected that the use of patents is a better predictor of the probability that the firm introduced a world-first innovation than a Canada-first or firm-first innovation. This is what that data show.

Firms using trade secret are more likely to introduce a world-first or Canada-first innovation than those already existing elsewhere in Canada (firm-first). The latter is associated to a similar degree with the use of patents and trade-marks but not with trade secret. Firms introducing new technology to Canada are also using trade-marks.

**Simultaneous Model Estimated by a Two-stage Method**

As mentioned earlier, the decision to innovate and to protect the IP in an innovation may well not be independent. In this case, the single-equation estimation method used so far may lead to a simultaneous equation bias. To obtain consistent estimates of regression coefficients, we used a two-stage estimation method (Maddala, 1983). The results of one such model including two equations — one predicting the probability that a firm uses patents and the other that it introduces an innovation — are presented in Table 13. For the sake of comparison, we present along each estimated structural equation (patent and innovation) the corresponding single-equation estimate.

After obtaining predicted values for each interdependent endogenous variable (PR-INNOVATOR and PR-PATENT) in the first stage by regressing each variable on all explanatory variables, these predicted values are included in the second-stage structural equations.

The comparison of regression coefficients of each structural equation with its single-equation equivalent in Table 13 shows that most regression coefficients estimated by the two-stage method are not very different from those obtained by a single-equation approach. In the patent equation, the regression coefficient of the predicted value of innovation is almost identical to the single-equation coefficient. The most important difference between the single and the two-stage versions of the patent equation appears in the variables representing government support programs. The large and statistically significant regression coefficient of R&D-SUBSIDY obtained in the single equation all but disappears and becomes statistically insignificant in the two-stage estimation. The regression coefficient of R&D-TAX CREDIT is also smaller and statistically less significant in the two-stage estimation.
### Table 13

**Results of 2-Stage Logit vs. Single-equation Logit Estimates**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-2.126 (0.553)a</td>
<td>-2.695 (0.210)a</td>
<td>-0.445 (0.199)b</td>
<td>-1.066 (0.107)a</td>
</tr>
<tr>
<td><strong>Endogenous Variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR-INNOVATOR</td>
<td>0.477 (0.257)c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INNOVATOR</td>
<td></td>
<td>0.622 (0.096)a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR-PATENT</td>
<td></td>
<td></td>
<td>0.213 (0.051)a</td>
<td></td>
</tr>
<tr>
<td>PATENT</td>
<td></td>
<td></td>
<td></td>
<td>0.591 (0.0946)a</td>
</tr>
<tr>
<td><strong>Exogenous Variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1. Firm Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm Size</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE-A</td>
<td>-0.244 (0.342)</td>
<td>-0.309 (0.076)a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE-B</td>
<td>-0.176 (0.291)</td>
<td>-0.202 (0.073)a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE-D</td>
<td>0.454 (0.261)c</td>
<td>0.418 (0.121)a</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>2. Firm Perceptions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competitive Conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMPET</td>
<td>-0.046 (0.244)</td>
<td>-0.003 (0.061)</td>
<td>0.056 (0.085)</td>
<td>0.061 (0.066)</td>
</tr>
<tr>
<td>TECHCH</td>
<td>-0.181 (0.323)</td>
<td>0.108 (0.064)c</td>
<td>0.623 (0.096)a</td>
<td>0.641 (0.075)a</td>
</tr>
<tr>
<td>STAFF</td>
<td>-0.382 (0.304)</td>
<td>-0.272 (0.067)a</td>
<td>0.273 (0.094)a</td>
<td>0.222 (0.072)a</td>
</tr>
<tr>
<td>Success factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEWMT</td>
<td>-0.279 (0.457)</td>
<td>0.015 (0.098)</td>
<td>0.636 (0.111)a</td>
<td>0.656 (0.081)a</td>
</tr>
<tr>
<td>EXPMT</td>
<td>0.023 (0.262)</td>
<td>0.165 (0.064)</td>
<td>0.236 (0.0841)a</td>
<td>0.275 (0.069)a</td>
</tr>
<tr>
<td>REPUT</td>
<td>-0.0028 (0.349)</td>
<td>0.111 (0.083)</td>
<td>0.219 (0.100)b</td>
<td>0.252 (0.764)</td>
</tr>
<tr>
<td><strong>3. Firm Activities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D Activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERFORMS R&amp;D</td>
<td>**</td>
<td>0.639 (0.118)a</td>
<td>1.363 (0.117)a</td>
<td>1.509 (0.084)</td>
</tr>
<tr>
<td>-SEPARATE UNIT</td>
<td>0.386 (0.257)d</td>
<td>0.455 (0.096)a</td>
<td>0.058 (0.148)</td>
<td>0.118 (0.113)</td>
</tr>
<tr>
<td>USE of IPRs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRADEMARK</td>
<td>1.567 (0.289)a</td>
<td>1.734 (0.087)</td>
<td>Left out</td>
<td>Left out</td>
</tr>
</tbody>
</table>
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The two methods of estimation of the innovation equation show that the regression coefficient of PR-PATENT obtained in the two-stage structural equation is significantly smaller than that of the single-equation estimation. In contrast with the patent equation, the regression coefficients of R&D-SUBSIDY and R&D-TAX CREDIT estimated by the two-stage method in the innovation equation are not significantly different from those obtained by the single-equation method.

Thus, when the possible interdependence of the decisions to innovate and to use patents is taken into consideration, the positive correlation with the probability that an innovating firm will use patents remains unchanged. On the other hand, the use of patents has less effect on the firm’s decision to innovate than would suggest the single-equation estimates. This outcome points in the

### Table 13 (cont’d)

#### RESULTS OF 2-STAGE LOGIT VS. SINGLE-EQUATION LOGIT ESTIMATES

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4. GOVERNMENT SUPPORT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D-SUBSIDY</td>
<td>0.064</td>
<td>0.522</td>
<td>0.851</td>
<td>0.960</td>
</tr>
<tr>
<td></td>
<td>(0.376)</td>
<td>(0.091)a</td>
<td>(0.251)a</td>
<td>(0.195)a</td>
</tr>
<tr>
<td>R&amp;D-TAX CREDIT</td>
<td>0.173</td>
<td>0.444</td>
<td>0.199</td>
<td>0.251</td>
</tr>
<tr>
<td></td>
<td>(0.275)</td>
<td>(0.067)a</td>
<td>(0.120)c</td>
<td>(0.093)a</td>
</tr>
<tr>
<td>GVMNT-INTERNET</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>5. INDUSTRY CHARACTERISTICS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE Sector</td>
<td>0.162</td>
<td>0.284</td>
<td>0.207</td>
<td>0.251</td>
</tr>
<tr>
<td></td>
<td>(0.248)</td>
<td>(0.077)a</td>
<td>(0.125)c</td>
<td>(0.098)a</td>
</tr>
<tr>
<td>SECONDARY Sector</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
</tr>
<tr>
<td>OTHER Sector</td>
<td>–0.928</td>
<td>–0.883</td>
<td>0.334</td>
<td>0.217</td>
</tr>
<tr>
<td></td>
<td>(0.336)a</td>
<td>(0.071)a</td>
<td>(0.097)a</td>
<td>(0.069)a</td>
</tr>
<tr>
<td><strong>6. PROVINCE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ONTARIO</td>
<td>0.306</td>
<td>0.499</td>
<td>0.375</td>
<td>0.473</td>
</tr>
<tr>
<td></td>
<td>(0.329)</td>
<td>(0.075)a</td>
<td>(0.105)c</td>
<td>(0.076)a</td>
</tr>
<tr>
<td>QUEBEC</td>
<td>–0.383</td>
<td>–0.252</td>
<td>0.411</td>
<td>0.395</td>
</tr>
<tr>
<td></td>
<td>(0.319)</td>
<td>(0.079)b</td>
<td>(0.097)a</td>
<td>(0.075)a</td>
</tr>
<tr>
<td>OTHERS</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
<td>Left out</td>
</tr>
<tr>
<td><strong>Summary Statistics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of obs. (weighted)</td>
<td>8,509</td>
<td>8,509</td>
<td>8,509</td>
<td>8,509</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.251</td>
<td>0.369</td>
<td>0.190</td>
<td>0.263</td>
</tr>
<tr>
<td>% concordant*</td>
<td>78.37</td>
<td>82.40</td>
<td>73.10</td>
<td>79.70</td>
</tr>
</tbody>
</table>

Notes: Global null hypothesis: Beta=0 rejected for all regressions with probability pr < 0.0000; pr > chi². Asymptotically correct standard errors computed according to Murphy and Topel (1985). The level of statistical significance is denoted as follows: c=10%, b=5%, a=1%.

* Percentage of correctly classified observations based on non-weighted results.
** The variable PERFORMS RD is excluded by the program because of multicollinearity (r=0.82) with the “predicted INNO” variable.
same direction as the findings of Baldwin, Hanel and Sabourin (2000). Analyzing data from the 1993 Survey of Innovation, they concluded that the relationship is much stronger going from innovation to the decision to use patents than from the use of patents to innovation.

Even though the two-stage estimation of the innovation function suggests that patents may not be as strong an incentive for innovation as economic theory claims, world-first innovators are likely to use patents more frequently than trade secret. Given the sceptical attitude of firms toward patents’ effectiveness as a means of appropriating innovation benefits (Baldwin, 1997), firms introducing more original innovations may use patents for multiple other reasons.

The Geographical Pattern of Patenting

In this section, we seek to determine which firm and industry characteristics are likely to be associated with a particular geographical pattern of patenting. The three models estimate respectively the probability that a firm applies for a patent in Canada only, in the United States only and in both countries. We started with the full set of explanatory variables used in the previous models and excluded variables that were not statistically significant in any of the three models. The results suggest that firms that introduced a Canada-first innovation tend to apply for patents exclusively in Canada (Table 14, column 1). The probability of applying for a patent in Canada only is further enhanced when the firm belongs to the largest category and is conducting R&D. On the other hand, the probability that a firm patents only in Canada is the same for all three sectors.

The probability that a firm will apply for a patent in the United States only is higher for world-first and Canada-first innovators that conduct R&D and do so in a separate unit. These could be mostly U.S.-owned firms. Unfortunately, the information on the ownership of firms is not known. When a firm operates in Ontario, it is more likely that it will file for a patent in the United States only. Again, the sector in which the firm operates does not affect the probability that it seeks patents only in the United States.

A more important group of firms patented both in Canada and in the United States. Their distinctive features are that they are medium- and large-size firms, successfully pursuing an export strategy and conducting R&D by contracting it out. The likelihood of filing patents in both countries increases when the firm belongs to the core sector, is located in Ontario or Alberta and receives R&D subsidies and tax credits. Firms operating in the other sector are less likely than others to apply for patents in both countries.
## Table 14

### Country of Patent Application – Logit Regressions

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Canada Only</th>
<th>United States Only</th>
<th>Canada and United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-4.400</td>
<td>-4.941</td>
<td>-3.696</td>
</tr>
<tr>
<td></td>
<td>(0.187)a</td>
<td>(0.321)a</td>
<td>(0.145)a</td>
</tr>
</tbody>
</table>

### 1. Firm Characteristics

#### Firm Size

<table>
<thead>
<tr>
<th>Size</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIZE-A</td>
<td>-0.486</td>
<td>(0.102)a</td>
</tr>
<tr>
<td>SIZE-B</td>
<td>-0.202</td>
<td>(0.090)b</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Size</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIZE-C</td>
<td>Left out</td>
<td>Left out</td>
</tr>
<tr>
<td>SIZE-D</td>
<td>0.556</td>
<td>(0.189)a</td>
</tr>
</tbody>
</table>

### 2. Firm Perceptions

#### Competitive Conditions

<table>
<thead>
<tr>
<th>Factor</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMPET</td>
<td>0.191</td>
<td>(0.118)c</td>
</tr>
<tr>
<td>TECHCH</td>
<td>-0.116</td>
<td>0.214</td>
</tr>
<tr>
<td>STAFF</td>
<td>-0.200</td>
<td>-0.541</td>
</tr>
</tbody>
</table>

#### Success Factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXPMT</td>
<td>0.166</td>
<td>(0.125)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.094)a</td>
</tr>
</tbody>
</table>

### 3. R&D Activity

<table>
<thead>
<tr>
<th>Activity</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERFORMS R&amp;D</td>
<td>0.999</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.119)a</td>
</tr>
<tr>
<td>SEPARATE UNIT</td>
<td>0.169</td>
<td>0.887</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.087)a</td>
</tr>
</tbody>
</table>

### 4. Government Support

<table>
<thead>
<tr>
<th>Support</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&amp;D-SUBSIDY</td>
<td>0.428</td>
<td>(0.101)a</td>
</tr>
<tr>
<td>R&amp;D-TAX CREDIT</td>
<td>0.359</td>
<td>0.634</td>
</tr>
<tr>
<td>GVMNT-INTERNET</td>
<td>0.126</td>
<td>(0.103)</td>
</tr>
</tbody>
</table>

### 5. Industry Characteristics

#### Technology Sector

<table>
<thead>
<tr>
<th>Sector</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE</td>
<td>0.164</td>
<td>(0.152)</td>
</tr>
<tr>
<td>SECONDARY</td>
<td>Left out</td>
<td>Left out</td>
</tr>
<tr>
<td>OTHER</td>
<td>-0.002</td>
<td>-0.562</td>
</tr>
</tbody>
</table>

### 6. Innovation

<table>
<thead>
<tr>
<th>Innovation</th>
<th>Value</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>W-FIRST</td>
<td>-0.119</td>
<td>0.632</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.111)a</td>
</tr>
<tr>
<td>C-FIRST</td>
<td>0.657</td>
<td>0.591</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.092)a</td>
</tr>
</tbody>
</table>
Table 14 (cont’d)

<table>
<thead>
<tr>
<th>COUNTRY OF PATENT APPLICATION – LOGIT REGRESSIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEPENDENT VARIABLE</strong></td>
</tr>
<tr>
<td>7. PROVINCE</td>
</tr>
<tr>
<td>ONTARIO</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>QUEBEC</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ALBERTA</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>OTHERS</td>
</tr>
</tbody>
</table>

**Summary Statistics**

| Number of yes=1 (weighted) | 321 | 154 | 1,006 |
| Number of observations (weighted) | 8,609 | 8,509 | 8,509 |
| Likelihood ratio: chi2 | 147 | 188 | 1,206 |
| % concordant | 67 | 75 | 80.9 |
| % of all manufacturing firms | 3.9 | 1.8 | 11.8 |

Notes: Weighted regressions. Level of statistical significance of standard errors: d=15%, c=10%, b=5%, a=1%.

CONCLUSION

While industry experts do not have a high opinion of the effectiveness of IP protection, two thirds of manufacturing firms in Canada use at least one of many IPRs. Firms using specific IP protection instruments find them generally more effective than firms not familiar with them. Firms using various instruments of IP protection innovated more frequently than those that tried but did not succeed, and the latter use these instruments more than non-innovators.

The proportion of firms (innovating and non-innovating alike) that use IPRs is increasing with firm size. Firms operating in the core sector that feeds innovations to the secondary and other sectors and to the rest of the economy protect their IP more frequently than firms operating in the secondary sector. Firms operating in the low-tech other sector use IPRs the least. The close association between the use of IPRs and firm size is also observed within each technology sector. It suggests that the cost of learning and using effectively the means of protecting IP discourages small- and medium-size firms from using it as frequently as larger firms.

One of the main purposes of IPRs is to encourage innovation and creation by protecting the exclusive character of new products, processes, works of art, software, etc. It is thus not surprising that most world-first innovators use all IP
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protection instruments more frequently than firms that introduced less original Canada-first and imitative firm-first innovations.

Even though carrying out R&D is not a precondition for successful innovation — about one in three successful innovators did not conduct R&D — firms that perform R&D are significantly more likely to innovate than others. Firms conducting R&D are also more likely to innovate in a more original way, and thus protect their IP more frequently than firms that do not carry out R&D. Firms conducting R&D use IPRs more and differently than firms not performing R&D. The most notable differences between the two groups of firms is observed in the use of patents. Non-performers of R&D are much less likely to introduce original innovations that rely on IPRs more than imitative innovations. R&D-performing firms use patents significantly more often.

Firms using IPRs are more likely to introduce innovations. The largest effect in this respect is associated with trade secret, patents and trade-marks. The results of our econometric analysis suggest that patents and trade secret are often used by different firms in different situations.

Using patents and trade-marks seems to be an integral part of a successful innovation strategy, which consists of regularly performing R&D financed in part by government subsidies, introducing world-first product innovations and exporting. The probability of using patents for firms operating in the high-tech core sector is about twice that of firms in the low-tech other sector. In contrast, trade-marks are used as much by core sector firms and firms in the other sector. Firms in Quebec are less likely to patent than those located in other provinces.

Firms that introduced mainly Canada-first innovations seem to rely somewhat less on patents but almost equally on trade secret as those of the first group. Like the latter, they also export. They are less successful at getting R&D subsidies and rely more on R&D tax credits than firms in the first group. Firms from all sectors introduce Canada-first innovations. Quebec firms are more likely to introduce Canada-first innovations than those of other provinces.

The majority of innovations consist in the introduction of less original firm-first new or improved products and processes already used elsewhere in Canada. These innovations are often made in response to changes in production and office technologies and as part of a strategy to seek new markets. These innovations are more likely to be made by firms using patents (probably allowing them to use existing patented technology) and trade-marks. The probability of introducing this type of innovation is not specific to any sector. The likelihood of this type of innovation is greater for Ontario firms than those of other provinces and it increases when firms use patents and trade-marks.

As for patenting, most firms apply for patents in Canada, but many apply also in the United States. Two thirds of firms applying for a patent do so in both countries. Less than 10 percent of firms applying for a patent do so exclusively in the United States. About 20 percent apply only in Canada and some
5 percent apply elsewhere. The tendency to apply for a patent in the United States increases with the extent of patenting and firm size. Firms applying for more than 10 patents tend to patent more in the United States than in Canada.

Results of the two-stage estimation of a simultaneous two-equation model of the decisions to patent and to innovate as mutually interdependent provide additional evidence that owning patents may not be as strong an incentive to innovate as the results of the single-equation model suggest. These results also cast doubt on the single-equation estimate of a statistically significant positive relationship between the use of patents and receiving R&D subsidies.

Overall, the evidence indicates that even tough IPRs may not be perfect means of appropriating the benefits from innovation, firms that protect their IP succeed in maintaining their profit margins or increasing their profitability more often than other firms.

The results of the present study suggest several policy measures. The pervasive evidence shows that small- and medium-size firms use any or all IPRs less frequently than large firms. This suggests that the cost of obtaining, maintaining and enforcing IPRs by litigation imposes a heavier burden on small- and medium-size firms. This calls for improved information and training for small- and medium-size firms on how to use IPRs effectively. Another step in the right direction would be to consider making the cost of applying for, and of renewing, statutory IP instruments (first of all patents) eligible for tax credits or subsidies for small- and medium-size firms. A further study should determine whether these firms would likely benefit from the introduction of a specialized court for hearing IP-related cases.

To conclude, even though IP protection is far from being a perfect means for appropriating the benefits from innovation and new technology, its importance, especially for the most original innovations, is well documented. To innovate successfully, firms must not only learn how to conduct R&D to absorb, create and adapt new knowledge, how to find and process market information, and how to collaborate. They must also learn to use IPRs effectively and combine them with other appropriation strategies. Further research is needed to evaluate the use and efficiency of these other strategies and compare them with statutory IPRs.
APPENDIX A

<table>
<thead>
<tr>
<th>OTHER SECTOR</th>
<th>CORE SECTOR</th>
<th>SECONDARY SECTOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>311 Food</td>
<td>324 Refined Petroleum</td>
<td>326 Plastics-Rubber</td>
</tr>
<tr>
<td>312 Beverages-Tobacco</td>
<td>3251 Chemicals</td>
<td>327 Non-metallic</td>
</tr>
<tr>
<td>313 Primary Textiles</td>
<td>3252 Chemicals</td>
<td>331 Primary Metals</td>
</tr>
<tr>
<td>314 Textiles</td>
<td>3253 Chemicals</td>
<td>332 Fabricated Metals</td>
</tr>
<tr>
<td>315 Clothing</td>
<td>3254 Chemicals</td>
<td>3335 Fabricated Metals</td>
</tr>
<tr>
<td>316 Leather</td>
<td>3255 Chemicals</td>
<td>3361 Transportation</td>
</tr>
<tr>
<td>3211 Wood</td>
<td>3256 Chemicals</td>
<td>3362 Transportation</td>
</tr>
<tr>
<td>3212 Wood</td>
<td>3259 Chemicals</td>
<td>3363 Transportation</td>
</tr>
<tr>
<td>3219 Wood</td>
<td>3331 Machinery</td>
<td>3364 Transportation</td>
</tr>
<tr>
<td>322 Paper</td>
<td>3332 Machinery</td>
<td>3365 Transportation</td>
</tr>
<tr>
<td>323 Printing</td>
<td>3333 Electrical</td>
<td>3366 Transportation</td>
</tr>
<tr>
<td>337 Furniture</td>
<td>3334 Machinery</td>
<td>3369 Transportation</td>
</tr>
<tr>
<td>339 Other Manufacturing</td>
<td>3339 Machinery</td>
<td></td>
</tr>
<tr>
<td>3346 Other Manufacturing</td>
<td>3341 Electrical</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3342 Electrical</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3343 Electrical</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3344 Electrical</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3345 Scientific Instruments</td>
<td></td>
</tr>
<tr>
<td></td>
<td>335 Electrical</td>
<td></td>
</tr>
</tbody>
</table>

Source: Author’s conversion.
## APPENDIX B

### TABLE B-1

**USE OF IPRs BY INNOVATION STATUS AND BY FIRM EMPLOYMENT SIZE**

(Percentage of Firms)

<table>
<thead>
<tr>
<th>Share of Total (%)</th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>75.2</td>
<td>80.6</td>
<td>84.9</td>
<td>87.1</td>
<td>100</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>7.9</td>
<td>7.0</td>
<td>6.6</td>
<td>7.4</td>
<td>8.3</td>
</tr>
<tr>
<td>Not Involved</td>
<td>16.9</td>
<td>12.5</td>
<td>8.5</td>
<td>5.5</td>
<td>19.0</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100</td>
</tr>
<tr>
<td>All</td>
<td>30.2</td>
<td>31.9</td>
<td>32.4</td>
<td>5.5</td>
<td>100</td>
</tr>
</tbody>
</table>

**IPRs/INNOVATION STATUS**

<table>
<thead>
<tr>
<th>Patent</th>
<th>Innovators</th>
<th>21.2</th>
<th>25.7</th>
<th>36.8</th>
<th>50.6</th>
<th>29.6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsuccessful</td>
<td>11.0</td>
<td>12.9</td>
<td>17.2</td>
<td>22.9</td>
<td>14.1</td>
</tr>
<tr>
<td></td>
<td>Not Involved</td>
<td>8.0</td>
<td>8.8</td>
<td>8.4</td>
<td>4.0</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>18.2</td>
<td>22.7</td>
<td>33.1</td>
<td>46.0</td>
<td>25.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trade-mark</th>
<th>Innovators</th>
<th>32.8</th>
<th>35.5</th>
<th>47.8</th>
<th>52.4</th>
<th>39.8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsuccessful</td>
<td>24.8</td>
<td>23.4</td>
<td>24.5</td>
<td>43.6</td>
<td>25.3</td>
</tr>
<tr>
<td></td>
<td>Not Involved</td>
<td>17.8</td>
<td>14.6</td>
<td>28.7</td>
<td>16.6</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>29.6</td>
<td>32.0</td>
<td>44.4</td>
<td>49.8</td>
<td>36.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Copyright</th>
<th>Innovators</th>
<th>9.9</th>
<th>11.4</th>
<th>17.1</th>
<th>24.2</th>
<th>13.7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsuccessful</td>
<td>2.9</td>
<td>5.5</td>
<td>7.7</td>
<td>25.6</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>Not Involved</td>
<td>5.8</td>
<td>2.0</td>
<td>5.6</td>
<td>4.0</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>8.6</td>
<td>9.9</td>
<td>15.5</td>
<td>23.2</td>
<td>12.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trade Secret</th>
<th>Innovators</th>
<th>25.2</th>
<th>26.5</th>
<th>31.2</th>
<th>39.8</th>
<th>28.2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsuccessful</td>
<td>12.0</td>
<td>16.5</td>
<td>11.1</td>
<td>34.2</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td>Not Involved</td>
<td>9.0</td>
<td>5.0</td>
<td>8.5</td>
<td>3.9</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>21.4</td>
<td>23.1</td>
<td>27.9</td>
<td>37.4</td>
<td>24.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Confidentiality</th>
<th>Innovators</th>
<th>39.5</th>
<th>44.3</th>
<th>58.3</th>
<th>67.0</th>
<th>49.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsuccessful</td>
<td>30.6</td>
<td>27.8</td>
<td>32.8</td>
<td>69.6</td>
<td>32.6</td>
</tr>
<tr>
<td></td>
<td>Not Involved</td>
<td>17.8</td>
<td>12.5</td>
<td>22.8</td>
<td>7.9</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>35.1</td>
<td>39.2</td>
<td>53.6</td>
<td>64.0</td>
<td>43.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other</th>
<th>Innovators</th>
<th>2.5</th>
<th>3.1</th>
<th>2.4</th>
<th>4.1</th>
<th>2.8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsuccessful</td>
<td>2.5</td>
<td>2.0</td>
<td>1.2</td>
<td>0.0</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>Not Involved</td>
<td>2.7</td>
<td>1.5</td>
<td>2.9</td>
<td>0.0</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>2.5</td>
<td>2.8</td>
<td>2.3</td>
<td>3.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>At Least One</th>
<th>Innovators</th>
<th>65.2</th>
<th>69.2</th>
<th>80.4</th>
<th>87.3</th>
<th>72.9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsuccessful</td>
<td>48.7</td>
<td>43.2</td>
<td>53.2</td>
<td>74.0</td>
<td>49.7</td>
</tr>
<tr>
<td></td>
<td>Not Involved</td>
<td>34.2</td>
<td>31.3</td>
<td>47.1</td>
<td>24.6</td>
<td>35.9</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>58.7</td>
<td>62.7</td>
<td>75.7</td>
<td>82.9</td>
<td>66.8</td>
</tr>
</tbody>
</table>

## Table B-2

**Use of IPRs by Innovation Status and by Sector**  
(Percentage of manufacturing firms)

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>88.2</td>
<td>78.2</td>
<td>79.1</td>
<td></td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>5.0</td>
<td>8.0</td>
<td>7.6</td>
<td></td>
</tr>
<tr>
<td>Not Involved</td>
<td>6.8</td>
<td>14.0</td>
<td>13.3</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>21.0</td>
<td>31.3</td>
<td>47.7</td>
<td>100.0</td>
</tr>
</tbody>
</table>

**IPRs/Innovation Status**

**Patent**

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>47.0</td>
<td>32.6</td>
<td>19.2</td>
<td>29.6</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>29.2</td>
<td>13.9</td>
<td>9.9</td>
<td>14.1</td>
</tr>
<tr>
<td>Not Involved</td>
<td>13.6</td>
<td>9.6</td>
<td>6.1</td>
<td>8.3</td>
</tr>
<tr>
<td>All</td>
<td>43.9</td>
<td>27.9</td>
<td>16.8</td>
<td>25.9</td>
</tr>
</tbody>
</table>

**Trade-mark**

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>47.0</td>
<td>32.1</td>
<td>41.3</td>
<td>39.8</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>30.0</td>
<td>19.1</td>
<td>28.3</td>
<td>25.3</td>
</tr>
<tr>
<td>Not Involved</td>
<td>15.8</td>
<td>14.9</td>
<td>22.8</td>
<td>19.1</td>
</tr>
<tr>
<td>All</td>
<td>44.1</td>
<td>28.6</td>
<td>37.8</td>
<td>36.3</td>
</tr>
</tbody>
</table>

**Copyright**

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>18.6</td>
<td>11.7</td>
<td>12.5</td>
<td>13.7</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>14.9</td>
<td>4.3</td>
<td>5.4</td>
<td>6.4</td>
</tr>
<tr>
<td>Not Involved</td>
<td>2.9</td>
<td>5.1</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>All</td>
<td>17.3</td>
<td>10.2</td>
<td>10.9</td>
<td>12.0</td>
</tr>
</tbody>
</table>

**Trade Secret**

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>34.5</td>
<td>29.2</td>
<td>25.1</td>
<td>28.2</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>26.6</td>
<td>12.6</td>
<td>12.0</td>
<td>14.4</td>
</tr>
<tr>
<td>Not Involved</td>
<td>7.8</td>
<td>9.8</td>
<td>5.8</td>
<td>7.5</td>
</tr>
<tr>
<td>All</td>
<td>32.3</td>
<td>25.1</td>
<td>21.5</td>
<td>24.9</td>
</tr>
</tbody>
</table>

**Confidentiality**

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>63.9</td>
<td>52.4</td>
<td>40.2</td>
<td>49.0</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>44.4</td>
<td>33.0</td>
<td>28.9</td>
<td>32.6</td>
</tr>
<tr>
<td>Not Involved</td>
<td>28.4</td>
<td>19.4</td>
<td>12.5</td>
<td>16.9</td>
</tr>
<tr>
<td>All</td>
<td>60.5</td>
<td>45.4</td>
<td>35.7</td>
<td>43.9</td>
</tr>
</tbody>
</table>

**Other**

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>2.7</td>
<td>3.5</td>
<td>2.3</td>
<td>2.8</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>6.9</td>
<td>1.5</td>
<td>0.6</td>
<td>1.8</td>
</tr>
<tr>
<td>Not Involved</td>
<td>3.0</td>
<td>2.2</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>All</td>
<td>2.9</td>
<td>3.1</td>
<td>2.1</td>
<td>2.6</td>
</tr>
</tbody>
</table>

**At Least One**

<table>
<thead>
<tr>
<th>SHARE OF TOTAL (%)</th>
<th>CORE</th>
<th>SECONDARY</th>
<th>OTHER</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovators</td>
<td>83.8</td>
<td>74.5</td>
<td>66.6</td>
<td>72.9</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>68.3</td>
<td>46.2</td>
<td>46.8</td>
<td>49.7</td>
</tr>
<tr>
<td>Not Involved</td>
<td>43.4</td>
<td>33.7</td>
<td>35.8</td>
<td>35.9</td>
</tr>
<tr>
<td>All</td>
<td>80.3</td>
<td>66.5</td>
<td>61.0</td>
<td>66.8</td>
</tr>
</tbody>
</table>

Source: Author’s tabulation based on Statistics Canada 1999 Survey of Innovation.
TABLE B-3

USE OF IPRs BY ORIGINALITY OF INNOVATION AND BY FIRM EMPLOYMENT SIZE
(PERCENTAGE OF FIRMS THAT INTRODUCED A WORLD-FIRST, CANADA-FIRST OR
FIRM-FIRST INNOVATION IN A GIVEN SIZE CATEGORY)

<table>
<thead>
<tr>
<th>SHARE OF INNOVATING FIRMS (%)</th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>World-first</td>
<td>7.7</td>
<td>10.0</td>
<td>13.1</td>
<td>19.7</td>
</tr>
<tr>
<td>Canada-first</td>
<td>14.1</td>
<td>17.5</td>
<td>21.5</td>
<td>22.9</td>
</tr>
<tr>
<td>Firm-first</td>
<td>45.9</td>
<td>45.32</td>
<td>41.3</td>
<td>34.8</td>
</tr>
<tr>
<td>Not Reported</td>
<td>32.3</td>
<td>27.1</td>
<td>24.2</td>
<td>22.6</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>All</td>
<td>30.2</td>
<td>31.9</td>
<td>32.4</td>
<td>5.5</td>
</tr>
</tbody>
</table>

IPRs/ORIGINALITY OF INNOVATION

Patent

<table>
<thead>
<tr>
<th></th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>World-first</td>
<td>54.9</td>
<td>54.5</td>
<td>67.3</td>
<td>81.5</td>
</tr>
<tr>
<td>Canada-first</td>
<td>33.9</td>
<td>38.2</td>
<td>44.8</td>
<td>47.8</td>
</tr>
<tr>
<td>Firm-first</td>
<td>14.7</td>
<td>18.1</td>
<td>26.2</td>
<td>43.3</td>
</tr>
</tbody>
</table>

Trade-mark

<table>
<thead>
<tr>
<th></th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>World-first</td>
<td>52.8</td>
<td>55.5</td>
<td>60.0</td>
<td>65.6</td>
</tr>
<tr>
<td>Canada-first</td>
<td>43.8</td>
<td>43.8</td>
<td>54.8</td>
<td>54.6</td>
</tr>
<tr>
<td>Firm-first</td>
<td>26.6</td>
<td>29.7</td>
<td>40.4</td>
<td>45.2</td>
</tr>
</tbody>
</table>

Copyright

<table>
<thead>
<tr>
<th></th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>World-first</td>
<td>24.5</td>
<td>25.8</td>
<td>24.4</td>
<td>42.7</td>
</tr>
<tr>
<td>Canada-first</td>
<td>18.7</td>
<td>15.6</td>
<td>19.8</td>
<td>25.1</td>
</tr>
<tr>
<td>Firm-first</td>
<td>6.3</td>
<td>8.5</td>
<td>13.0</td>
<td>16.9</td>
</tr>
</tbody>
</table>

Trade Secret

<table>
<thead>
<tr>
<th></th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>World-first</td>
<td>29.3</td>
<td>49.2</td>
<td>46.8</td>
<td>48.9</td>
</tr>
<tr>
<td>Canada-first</td>
<td>38.6</td>
<td>37.1</td>
<td>35.8</td>
<td>45.8</td>
</tr>
<tr>
<td>Firm-first</td>
<td>25.1</td>
<td>19.7</td>
<td>24.5</td>
<td>30.2</td>
</tr>
</tbody>
</table>

Confidentiality

<table>
<thead>
<tr>
<th></th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>World-first</td>
<td>49.3</td>
<td>77.1</td>
<td>74.9</td>
<td>88.6</td>
</tr>
<tr>
<td>Canada-first</td>
<td>51.9</td>
<td>56.6</td>
<td>66.3</td>
<td>64.1</td>
</tr>
<tr>
<td>Firm-first</td>
<td>35.3</td>
<td>38.8</td>
<td>51.8</td>
<td>57.5</td>
</tr>
</tbody>
</table>

At Least One

<table>
<thead>
<tr>
<th></th>
<th>20-49</th>
<th>50-99</th>
<th>100-499</th>
<th>500+</th>
</tr>
</thead>
<tbody>
<tr>
<td>World-first</td>
<td>85.1</td>
<td>94.1</td>
<td>95.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Canada-first</td>
<td>81.7</td>
<td>79.8</td>
<td>87.2</td>
<td>89.7</td>
</tr>
<tr>
<td>Firm-first</td>
<td>60.1</td>
<td>63.9</td>
<td>74.1</td>
<td>82.6</td>
</tr>
</tbody>
</table>

Source: Author's tabulation based on Statistics Canada 1999 Survey of Innovation.
### Table B-4

**Methods Used to Protect Intellectual Property, by Industry, 1997-99**

(Percentage of Innovating Firms)

<table>
<thead>
<tr>
<th>Industries</th>
<th>Firms that Protected Intellectual Property (%)</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Confident. Agreement</th>
<th>Trade Secret</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total, Manufacturing Industries</td>
<td>72.9</td>
<td>40.3</td>
<td>54.8</td>
<td>18.8</td>
<td>66.7</td>
<td>39.1</td>
<td>3.7</td>
</tr>
<tr>
<td>Food Manufacturing</td>
<td>78.4</td>
<td>21.7</td>
<td>73.3</td>
<td>17.7</td>
<td>69.6</td>
<td>45.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Beverages and Tobacco Products Manufacturing</td>
<td>87.8</td>
<td>36.3</td>
<td>86.3</td>
<td>35.2</td>
<td>77.3</td>
<td>55.8</td>
<td>3.4</td>
</tr>
<tr>
<td>Textile Mills and Textile Products Mills</td>
<td>68.4</td>
<td>35.0</td>
<td>65.3</td>
<td>21.6</td>
<td>52.4</td>
<td>40.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Clothing Manufacturing</td>
<td>71.7</td>
<td>12.1</td>
<td>83.2</td>
<td>10.4</td>
<td>35.6</td>
<td>27.2</td>
<td>1.3</td>
</tr>
<tr>
<td>Leather and Allied Products Manufacturing</td>
<td>81.4</td>
<td>24.0</td>
<td>64.6</td>
<td>10.3</td>
<td>21.8</td>
<td>39.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Sawmills and Wood Preservation; Veneer, Plywood and Engineered Wood Products Manufacturing</td>
<td>46.2</td>
<td>22.9</td>
<td>43.8</td>
<td>6.2</td>
<td>55.0</td>
<td>32.6</td>
<td>6.1</td>
</tr>
<tr>
<td>Paper Manufacturing</td>
<td>67.4</td>
<td>35.1</td>
<td>42.9</td>
<td>12.4</td>
<td>76.1</td>
<td>34.1</td>
<td>2.1</td>
</tr>
<tr>
<td>Printing and Related Support Activities</td>
<td>60.6</td>
<td>21.5</td>
<td>39.2</td>
<td>28.6</td>
<td>70.0</td>
<td>33.4</td>
<td>4.4</td>
</tr>
<tr>
<td>Petroleum and Coal Products Manufacturing</td>
<td>92.7</td>
<td>31.6</td>
<td>57.9</td>
<td>13.2</td>
<td>71.1</td>
<td>57.9</td>
<td>5.3</td>
</tr>
<tr>
<td>Chemicals Manufacturing (excluding 3254)</td>
<td>87.1</td>
<td>47.9</td>
<td>67.4</td>
<td>18.9</td>
<td>80.9</td>
<td>55.0</td>
<td>2.4</td>
</tr>
<tr>
<td>Pharmaceuticals and Medicines Manufacturing (3254)</td>
<td>94.2</td>
<td>59.4</td>
<td>74.9</td>
<td>29.5</td>
<td>96.0</td>
<td>55.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Plastics and Rubber Products Manufacturing</td>
<td>82.1</td>
<td>51.4</td>
<td>51.8</td>
<td>13.9</td>
<td>67.7</td>
<td>41.5</td>
<td>3.9</td>
</tr>
<tr>
<td>Non-metallic Mineral Products Manufacturing</td>
<td>68.7</td>
<td>48.5</td>
<td>51.3</td>
<td>17.3</td>
<td>58.0</td>
<td>45.3</td>
<td>8.9</td>
</tr>
<tr>
<td>Primary Metals Manufacturing</td>
<td>66.3</td>
<td>33.7</td>
<td>23.8</td>
<td>13.6</td>
<td>74.6</td>
<td>54.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Fabricated Metal Products Manufacturing</td>
<td>70.9</td>
<td>37.4</td>
<td>41.3</td>
<td>13.6</td>
<td>68.0</td>
<td>32.9</td>
<td>4.4</td>
</tr>
</tbody>
</table>
### Table B-4 (cont’d)

**Methods Used to Protect Intellectual Property, by Industry, 1997-99**  
(Percentage of innovating firms)

<table>
<thead>
<tr>
<th>Industries</th>
<th>Firms that Protected Intellectual Property (%)</th>
<th>Patent</th>
<th>Trademark</th>
<th>Copyright</th>
<th>Confidential Agreement</th>
<th>Trade Secret</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agricultural, Construction, Mining, and Industrial Machinery Manufacturing (3331 and 3332)</td>
<td>84.6</td>
<td>72.3</td>
<td>55.2</td>
<td>20.5</td>
<td>71.6</td>
<td>29.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Machinery Manufacturing (excluding 3331 and 3332)</td>
<td>79.3</td>
<td>54.6</td>
<td>47.7</td>
<td>18.8</td>
<td>68.4</td>
<td>35.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Computer and Peripheral Equipment Manufacturing</td>
<td>91.9</td>
<td>44.5</td>
<td>66.9</td>
<td>47.7</td>
<td>94.9</td>
<td>43.9</td>
<td>7.6</td>
</tr>
<tr>
<td>Communications Equipment Manufacturing</td>
<td>94.6</td>
<td>53.6</td>
<td>48.4</td>
<td>29.5</td>
<td>91.0</td>
<td>42.3</td>
<td>1.8</td>
</tr>
<tr>
<td>Semiconductor and Other Electronic Equipment Manufacturing</td>
<td>84.8</td>
<td>50.7</td>
<td>49.0</td>
<td>32.5</td>
<td>92.2</td>
<td>66.4</td>
<td>5.2</td>
</tr>
<tr>
<td>Navigational, Measuring, Medical and Control Instruments Manufacturing</td>
<td>88.5</td>
<td>55.9</td>
<td>54.0</td>
<td>33.3</td>
<td>81.5</td>
<td>39.1</td>
<td>3.3</td>
</tr>
<tr>
<td>Optical Media Manufacturing and Reproducing</td>
<td>76.2</td>
<td>66.1</td>
<td>56.0</td>
<td>21.7</td>
<td>70.2</td>
<td>33.9</td>
<td>6.0</td>
</tr>
<tr>
<td>Electrical Equipment, Appliances and Components Manufacturing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor Vehicles Manufacturing, Motor Vehicle Body and Trailer Manufacturing</td>
<td>88.5</td>
<td>55.9</td>
<td>54.0</td>
<td>33.3</td>
<td>81.5</td>
<td>39.1</td>
<td>3.3</td>
</tr>
<tr>
<td>and Motor Vehicle Parts Manufacturing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aerospace Products and Parts Manufacturing</td>
<td>77.6</td>
<td>51.5</td>
<td>39.9</td>
<td>21.1</td>
<td>74.5</td>
<td>41.0</td>
<td>1.2</td>
</tr>
<tr>
<td>Railroad Rolling Stock Manufacturing, Ship and Boat Building, and Other Transportation Equipment</td>
<td>85.6</td>
<td>39.8</td>
<td>28.4</td>
<td>28.6</td>
<td>81.9</td>
<td>47.7</td>
<td>13.8</td>
</tr>
<tr>
<td>Furniture and Related Products</td>
<td>71.3</td>
<td>39.3</td>
<td>37.0</td>
<td>23.6</td>
<td>58.4</td>
<td>32.1</td>
<td>4.9</td>
</tr>
<tr>
<td>Miscellaneous Manufacturing</td>
<td>71.3</td>
<td>39.3</td>
<td>37.0</td>
<td>23.6</td>
<td>58.4</td>
<td>32.1</td>
<td>4.9</td>
</tr>
<tr>
<td>Miscellaneous Manufacturing</td>
<td>75.0</td>
<td>48.9</td>
<td>63.4</td>
<td>30.7</td>
<td>60.5</td>
<td>42.9</td>
<td>3.9</td>
</tr>
</tbody>
</table>

### Table B-5

**Use of IPRs by Originality of Innovation and by Sector**

(Percentage of firms that introduced a world-first, Canada-first or firm-first innovation in a given sector)

<table>
<thead>
<tr>
<th>IPRs/Originality of Innovation</th>
<th>Core</th>
<th>Secondary</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World-first</td>
<td>73.2</td>
<td>61.7</td>
<td>51.6</td>
</tr>
<tr>
<td>Canada-first</td>
<td>54.9</td>
<td>43.7</td>
<td>29.4</td>
</tr>
<tr>
<td>Firm-first</td>
<td>37.9</td>
<td>23.8</td>
<td>12.4</td>
</tr>
<tr>
<td><strong>Trade-mark</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World-first</td>
<td>58.9</td>
<td>50.3</td>
<td>63.7</td>
</tr>
<tr>
<td>Canada-first</td>
<td>58.6</td>
<td>35.7</td>
<td>53.6</td>
</tr>
<tr>
<td>Firm-first</td>
<td>38.9</td>
<td>26.2</td>
<td>34.7</td>
</tr>
<tr>
<td><strong>Copyright</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World-first</td>
<td>29.2</td>
<td>25.9</td>
<td>24.6</td>
</tr>
<tr>
<td>Canada-first</td>
<td>23.9</td>
<td>14.0</td>
<td>19.0</td>
</tr>
<tr>
<td>Firm-first</td>
<td>11.7</td>
<td>7.6</td>
<td>10.1</td>
</tr>
<tr>
<td><strong>Trade Secret</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World-first</td>
<td>48.1</td>
<td>45.3</td>
<td>39.2</td>
</tr>
<tr>
<td>Canada-first</td>
<td>43.4</td>
<td>36.9</td>
<td>34.4</td>
</tr>
<tr>
<td>Firm-first</td>
<td>26.7</td>
<td>24.5</td>
<td>21.2</td>
</tr>
<tr>
<td><strong>Confidentiality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World-first</td>
<td>75.9</td>
<td>72.8</td>
<td>67.0</td>
</tr>
<tr>
<td>Canada-first</td>
<td>73.6</td>
<td>60.0</td>
<td>51.7</td>
</tr>
<tr>
<td>Firm-first</td>
<td>57.0</td>
<td>46.2</td>
<td>35.2</td>
</tr>
<tr>
<td><strong>At Least One</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World-first</td>
<td>94.1</td>
<td>97.8</td>
<td>88.5</td>
</tr>
<tr>
<td>Canada-first</td>
<td>90.1</td>
<td>83.7</td>
<td>80.2</td>
</tr>
<tr>
<td>Firm-first</td>
<td>78.3</td>
<td>69.3</td>
<td>62.9</td>
</tr>
</tbody>
</table>

Source: Author's tabulation based on Statistics Canada 1999 Survey of Innovation.
<table>
<thead>
<tr>
<th></th>
<th>Applied for at least one patent</th>
<th>Of these, percentage that applied for patent in:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Canada</td>
<td>United States</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both Canada and United States</td>
<td>Canada Only</td>
<td>United States Only</td>
</tr>
<tr>
<td>Total, Manufacturing Industries</td>
<td>22.4</td>
<td>85.2</td>
<td>75.4</td>
</tr>
<tr>
<td>Food Manufacturing</td>
<td>10.5</td>
<td>80.9</td>
<td>63.6</td>
</tr>
<tr>
<td>Beverages and Tobacco Products Manufacturing</td>
<td>23.8</td>
<td>100.0</td>
<td>41.9</td>
</tr>
<tr>
<td>Textile Mills and Textile Products Mills</td>
<td>20.7</td>
<td>91.8</td>
<td>79.9</td>
</tr>
<tr>
<td>Clothing Manufacturing</td>
<td>3.9</td>
<td>100.0</td>
<td>67.9</td>
</tr>
<tr>
<td>Leather and Allied Products Manufacturing</td>
<td>16.2</td>
<td>88.9</td>
<td>77.8</td>
</tr>
<tr>
<td>Sawmills and Wood Preservation; Veneer, Plywood and Engineered Wood Products Manufacturing; and Other Wood Products Manufacturing</td>
<td>6.8</td>
<td>91.9</td>
<td>67.3</td>
</tr>
<tr>
<td>Paper Manufacturing; Printing and Related Support Activities; Petroleum and Coal Products Manufacturing</td>
<td>19.2</td>
<td>76.4</td>
<td>64.8</td>
</tr>
<tr>
<td>Chemicals Manufacturing (excluding 3254)</td>
<td>29.4</td>
<td>77.3</td>
<td>71.1</td>
</tr>
<tr>
<td>Pharmaceuticals and Medicines Manufacturing (3254)</td>
<td>30.0</td>
<td>93.8</td>
<td>67.2</td>
</tr>
<tr>
<td>Plastics and Rubber Products Manufacturing</td>
<td>30.6</td>
<td>86.4</td>
<td>81.1</td>
</tr>
<tr>
<td>Non-metallic Mineral Products Manufacturing</td>
<td>20.8</td>
<td>80.0</td>
<td>78.7</td>
</tr>
<tr>
<td>Primary Metals Manufacturing</td>
<td>17.3</td>
<td>100.0</td>
<td>74.9</td>
</tr>
<tr>
<td>Fabricated Metal Products Manufacturing</td>
<td>20.8</td>
<td>80.0</td>
<td>72.6</td>
</tr>
<tr>
<td>Agricultural, Construction, Mining, and Industrial Machinery Manufacturing (3331 and 3332)</td>
<td>54.1</td>
<td>94.1</td>
<td>81.3</td>
</tr>
</tbody>
</table>
TABLE B-6 (CONT’D)

PATENT APPLICATIONS IN CANADA AND THE UNITED STATES, 1997-99, INNOVATIVE MANUFACTURING FIRMS

<table>
<thead>
<tr>
<th>Applied for at least one patent</th>
<th>Of these, percentage that applied for patent in:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Canada</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Machinery Manufacturing (excluding 3331 and 3332)</td>
<td>33.8</td>
</tr>
<tr>
<td>Computer and Peripheral Equipment Manufacturing</td>
<td>36.2</td>
</tr>
<tr>
<td>Communications Equipment Manufacturing</td>
<td>48.2</td>
</tr>
<tr>
<td>Audio and Video Equipment Manufacturing</td>
<td>40.0</td>
</tr>
<tr>
<td>Semiconductor and Other Electronic Equipment Manufacturing</td>
<td>40.9</td>
</tr>
<tr>
<td>Navigational, Measuring, Medical and Control Instruments Manufacturing, and Magnetic and Optical Media Manufacturing and Reproducing</td>
<td>39.3</td>
</tr>
<tr>
<td>Electrical Equipment, Appliances and Components Manufacturing</td>
<td>40.6</td>
</tr>
<tr>
<td>Motor Vehicles Manufacturing, Motor Vehicle Body and Trailer Manufacturing, and Motor Vehicle Parts Manufacturing</td>
<td>34.5</td>
</tr>
<tr>
<td>Aerospace Products and Parts Manufacturing</td>
<td>20.1</td>
</tr>
<tr>
<td>Railroad Rolling Stock Manufacturing, Ship and Boat Building, and Other Transportation Equipment</td>
<td>20.8</td>
</tr>
<tr>
<td>Furniture and Related Products Manufacturing</td>
<td>20.7</td>
</tr>
<tr>
<td>Miscellaneous Manufacturing</td>
<td>28.4</td>
</tr>
</tbody>
</table>

### Table B-7a

**Relationship Between the Use of IPRs and Profitability Due to Innovation (Question 13b)**

<table>
<thead>
<tr>
<th>IPRs</th>
<th>Core Chi2</th>
<th>Secondary Chi2</th>
<th>Other Chi2</th>
<th>Chi2</th>
<th>Phi</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patent</td>
<td>6.13a</td>
<td>13.73a</td>
<td>0.82</td>
<td>22.27a</td>
<td>0.069</td>
<td>-4.72a</td>
</tr>
<tr>
<td>Trademark</td>
<td>20.93a</td>
<td>9.49a</td>
<td>5.19b</td>
<td>28.21a</td>
<td>0.077</td>
<td>-5.31a</td>
</tr>
<tr>
<td>Copyright</td>
<td>3.15</td>
<td>21.30a</td>
<td>0.01</td>
<td>12.56a</td>
<td>0.052</td>
<td>-3.54a</td>
</tr>
<tr>
<td>Trade Secret</td>
<td>0.13</td>
<td>0.73</td>
<td>11.45a</td>
<td>7.79a</td>
<td>0.041</td>
<td>-2.79a</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>4.15c</td>
<td>17.50a</td>
<td>13.21a</td>
<td>19.04a</td>
<td>0.065</td>
<td>-4.36a</td>
</tr>
</tbody>
</table>

### Table B-7b

**Relationship Between the Use of IPRs and the Maintenance of the Profit Margin Due to Innovation (Question 13g)**

<table>
<thead>
<tr>
<th>IPRs</th>
<th>Core Chi2</th>
<th>Secondary Chi2</th>
<th>Other Chi2</th>
<th>Chi2</th>
<th>Phi</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patent</td>
<td>26.51a</td>
<td>10.01a</td>
<td>4.78c</td>
<td>41.61a</td>
<td>0.094</td>
<td>-6.45a</td>
</tr>
<tr>
<td>Trademark</td>
<td>9.40a</td>
<td>21.52a</td>
<td>6.58b</td>
<td>32.97a</td>
<td>0.084</td>
<td>-5.74a</td>
</tr>
<tr>
<td>Copyright</td>
<td>1.23</td>
<td>12.09a</td>
<td>0.29</td>
<td>9.99a</td>
<td>0.044</td>
<td>-3.16a</td>
</tr>
<tr>
<td>Trade Secret</td>
<td>3.62</td>
<td>8.11a</td>
<td>16.50a</td>
<td>21.81a</td>
<td>0.063</td>
<td>-4.67a</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>2.16</td>
<td>8.61a</td>
<td>4.28c</td>
<td>17.83a</td>
<td>0.061</td>
<td>-4.22a</td>
</tr>
</tbody>
</table>

**Significance Levels**

- 1%
- 5%
- 10%

**Symbol**

- a
- b
- c

**Critical Values**

- Chi2 (one degree of freedom)
  - 6.63
  - 5.02
  - 3.84

- z (1 tail)
  - 2.60
  - 1.95
  - 1.60

**Note:** Wherever significant, the chi-square tests rejected the hypothesis of independence between the use of a particular IPR and an innovation's contribution to a firm's profitability. Due to the layout of underlying contingency tables, the negative value for $z$ indicates the rejection region according to the alternative hypothesis that the use of IPRs is associated positively with the contribution of innovation to the maintenance or increase in the firm's profitability.

### Endnotes


2. The report surveyed a sample of 900 firms, broken down into four groups: Top R&D performers (100); High-technology firms (300); Medium- and low-technology firms (400); and Major copyright users (100).
3 Smaller firms with sales of less than $5 million used IPRs less than larger firms and were less satisfied with Canadian IPRs.

4 These responses have to be considered in a proper perspective. Amendments to the Copyright Act introduced in June 1988 extended copyright protection to computer programs, strengthened the right of artists to control who uses their works, and improved the systems used to collect copyright fees. The new Act also increased penalties for infringement of copyright up to a maximum of $1 million, with prison terms ranging from six months to five years. The Canadian Patent Act also underwent significant changes in 1989 (for details, see the study by Gallini, Putnam and Tepperman in this series). Thus, the dissatisfaction and criticism that Canadian IPRs did not provide sufficient protection and had not kept pace with technological developments may not be valid anymore.

5 Baldwin’s study is based on the Statistics Canada 1993 Survey of Innovation and Advanced Technology, which surveyed both small and large manufacturing firms. One of the particularities of the survey is that, in the case of larger firms, different sections of the questionnaire were addressed to persons in the firm most likely to be intimately involved with the subject at hand. Thus, questions about IPRs were answered by the person in charge of IP protection in the firm. These and other methodological differences make it difficult to compare the results of this survey with the most recent Statistics Canada Survey of Innovation (1999). For more details regarding the differences between the two surveys, see the methodological discussion at the beginning of the section dealing with the results of Statistics Canada’s innovation surveys.

6 See the classification of industries into three technology sectors — core, secondary and other — in Appendix A.

7 Note that firms may not have confidence in the effectiveness of patents (or other IPRs) to protect their inventions from imitation and use them anyway for other strategic reasons (Cohen, Nelson and Walsh, 2000), such as to signal their technological prowess on the stock market (Hall, 1998) or on the labour market in order to attract highly qualified manpower, etc.).

8 The questionnaire did not include such statutory IPRs as industrial designs, integrated circuit designs and plant breeder’s rights. Widely used strategies other than statutory IPRs, such as being first on the market or the complexity of product design, were not available options in the questionnaire either.

9 Firms that innovated successfully are called “innovators” according to the Oslo definition (OECD, 1989). Note that firms that did not complete their innovation in the 1997-99 period but might have completed it successfully later are classified as unsuccessful innovators in the 1999 survey. The survey does not allow to distinguish cases of incomplete innovations from those that failed for technical or commercial reasons (Therrien, 2000).

10 For example, the definition used in the Statistics Canada 1999 Survey of Innovation was:

(1) A new product (good or service) is a product which is new to your firm whose characteristics or intended uses differ significantly from those of your firm previously produced products. A significantly improved product (good or service) is an existing product whose performance has been significantly enhanced or upgraded. A complex
product which consists of a number of components or integrated subsystems may be improved by partial changes to one of the components or subsystems. Changes to your firm’s existing products which are purely aesthetic or which involve minor modifications are not to be included.

During the last three years, 1997 to 1999, did your firm offer new or significantly improved products (goods and services) to your clients?

(2) New production/manufacturing processes are processes which are new to your firm. They involve the introduction into your firm of new production/manufacturing methods, procedures, systems, machinery or equipment which differ significantly from your firm’s previous production/manufacturing processes. Significantly improved production/manufacturing processes involve significant changes to your existing processes which may be intended to produce new or significantly improved products (goods or services) or production/manufacturing processes. Minor or routine changes to processes are not to be included.

During the last three years, 1997 to 1999, did your firm introduce new or significantly improved production/manufacturing processes?

Owing to methodological differences, a strict comparison of the results of the 1999 and 1993 surveys is not possible. In the 1999 survey, the sample unit was the provincial enterprise. The latter was defined as being the accumulation of all establishments having the same industry and province codes. Thus, if a business operated in the same industry in three provinces, it received three questionnaires. Only firms with at least 20 employees and a gross business income over $250,000 were selected. The questionnaire was sent to and filled by the CEO or a person designated by the CEO as the respondent. The survey was applied to a sample of 5,220 manufacturing firms and included special sections for firms producing building and construction products and selected natural resource products. The response rate exceeded 90 percent.

There are reasons to believe that the survey might have overestimated the percentage of firms that perform R&D and the percentage of firms that innovate. According to an article by Hamdani (2000), the choice of the reporting unit, the questionnaire design and the lack of definition of R&D in the 1999 survey explain a significant overestimation of the percentage of firms performing R&D. Even though the article does not explicitly deal with the possible overestimation of the percentage of firms that innovate, the choice of the reporting unit is most likely also responsible for an upward bias in the estimation of the percentage of firms that innovated.

In contrast, the 1993 survey was sampled (sample size of 5,729) so as to be representative of manufacturing firms of all sizes. It contained a sample of small firms not included in the Business Register as well as larger firms (sample of 1,595 head offices) included in the Business Register. The majority of small firms employed less than 20 persons. Small firms were separated into two sample groups, each received the general section and one of the two separate parts of the short version of the questionnaire. The group of interest to our purpose here (sample of 1,088 small firms) answered section (1) general; (3) innovation; and (4) intellectual property. Before sending the long version of the complete questionnaire to the head office of the sampled large firms, these firms were contacted to determine
who was best qualified to reply to each section of the questionnaire. The IP protection section of the questionnaire was addressed to the division or individual responsible for IP protection, the R&D and innovation section was sent to the R&D manager or product manager, and the general section was sent to the head office. The sample is representative of Canadian manufacturing firms. The overall response rate was 85.5 percent.

To summarize, the principal difference between the two surveys is that the 1999 survey represents large manufacturing "provincial enterprises," while the 1993 survey represents both small and large manufacturing firms.

12 Patents are often used by competitors to obtain valuable technical information. For example, 38 percent of top R&D performers reported to use patents "quite a bit" to obtain information (Industry, Science and Technology Canada, 1989).

13 Note that the wording of the question relative to the use of IPRs does not necessarily imply that the firm used a particular IPR to protect its most important innovation classified in one of the three "originality" classes. The likelihood that the response concerns that particular innovation is, however, very strong for the world-first innovations. In the case of a Canada-first or even more so a firm-first innovation, the interpretation of the response that a firm used patents to protect its IP may be less directly related to its most important innovation.

14 See the description of the taxonomy in the Introduction and the classification of industries by technological sector in Appendix A.

15 This is one of several limitations on the effectiveness of patent protection listed in Levin et al. (1987) which seems particularly relevant to this particular industry.

16 Patents in the computer industry were considered effective for 41 percent of product innovations and 33 percent of process innovations, compared to respectively 61 percent and 40 percent of innovations that considered lead time as providing effective protection.

17 Note that firms can carry out R&D themselves in a separate R&D department or in other departments and they can also contract it out to other firms.

18 The chi-square tests reject the hypothesis of independence between R&D collaboration with universities and use of all IPRs beyond the 0.001 level of significance. Firms that collaborate to R&D with universities are almost twice as likely to use patents as those that do not collaborate. The relationship is strongest for the use of patents. This is true for firms of all sizes and all three technology sectors. The contingency tables are not presented here but they are available on request.

19 R&D is only one of the innovation inputs and the cost of R&D represents less than half of the total innovation cost in Canada. Basic and applied research accounted for only 17 percent and development expenditures (defined more liberally than in official R&D statistics) for 30 percent of total innovation cost in the 1989-91 period. Recent statistics on the share of officially defined R&D costs in Canada are not available. If European Union data may serve as a reference, the officially defined R&D expenditures in that region range from 25 percent of total innovation expenditures for electrical products to just 10 percent for the pulp and paper industry, according to the European Commission (2001).
20 The number of respondents that have indicated that they applied for a patent in the 1997-99 period was smaller than the number of respondents that indicated in their answer to the previous question that they used patents to protect their IP during the same period. The correlation of the two responses was not particularly strong (r=0.76). It suggests that the respondents gave an approximate answer to the more general first question that asked them to enumerate the various means used by their firm to protect its IP. The response could, in the case of patents, include patents licensed from suppliers of technology. In this case the firm did not apply for the patent and would respond “no” to the second question asking specifically whether the firm applied for a patent in Canada, in the United States or elsewhere in the 1997-99 period. This explains at least part of the difference between the response rates to the two questions, their loose wording being probably responsible for the rest.

21 The lack of information on the country of ownership makes it impossible to determine to what extent firms that patented in the United States only were affiliates of U.S. companies.

22 On an industry-by-industry basis the percentages in the five columns vary, even though they are closely correlated (r=0.98). Since variations tend to almost cancel out for the total manufacturing sector, the figures shown in the two lines are remarkably similar.

23 The z test shows that the positive relationship between the use of IPRs and increased profitability is significant well beyond the 1 percent level. Values of the phi statistic range between 4 and 9 percent (Phi can be interpreted as a correlation coefficient (phi=0: no relationship; phi=1: perfect correlation).

24 Introduction of an innovation involves various activities including often, but not always, R&D. Therefore, the variable of interest here is the return on investment in innovation activity rather than the return on investment in R&D.

25 The recent research as reviewed by Cohen and Levinthal (1989) tends to regard the failure of the empirical literature to obtain robust results on how innovation is related to firm size and market structure as an indication that these relationships are more complex than previously believed. More elaborate modelling of technological change (Levin and Reiss, 1984; Levin and Reiss, 1988) suggests that innovation, firm size and market structure are mutually dependent variables.

26 Agree or strongly agree with the statement:

Q1b: My clients can easily substitute my products (goods and services) for the products of my competitors.
Q1d: The arrival of new competitors is a constant threat.
Q1e: The arrival of competing products (goods and services) is a constant threat.
Q1i: My products (goods and services) quickly become obsolete.

27 We tried to reduce the scores on 11 competitive environment related questions to a smaller number of factors by a principal component analysis. Since the results of this more complex approach are less transparent and statistically not better than the ones reported above, we abandoned the principal component approach.

28 Respondents rated the importance of Q2a: “Seeking new markets;” and Q2c: “Developing niche or specialized markets”.
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29 The concept of technological opportunity goes back at least to Scherer (1965). Levin et al. (1987) measure the extent to which an industry relies on science-based research. Baldwin, Hanel and Sabourin (2000) measure technological opportunity for an industry by the percentage of R&D performers within the industry that have collaborative agreements with universities, colleges or external R&D institutions. This variable proved to be a statistically significant determinant of innovation.


31 The variables labelled “left out” in Table 11.

32 Thus, in the case of the introduction of a world-first innovation, \( I_{w,1st} = 1 \) and all other outcomes that include less original innovations (Canada-first and firm-first), unsuccessful innovation and not being involved in innovation obtain \( I_{w,1st} = 0 \).

33 The question on the use of IPRs was quite general. It did not ask respondents to report IPRs used to protect their most important innovation. Information solicited on the most important innovation included questions regarding the novelty and the type of innovation.

34 An attempt to estimate a more complex model involving three or more equations with three or more interdependent endogenous variables did not work. Obviously, we have to heed Griliches’ warning of moderation of our demands on data — our desires have to be kept within the bounds of our means.

ACKNOWLEDGMENTS

SINCERE THANKS FOR ACCESS to and help with the data are expressed to: F. Gault, F. Anderson, S. Schaan and B. Nemes, of Statistics Canada, and P. Therrien of Industry Canada. My students M. St-Pierre and C. Trudeau helped me with the computer work. I also acknowledge receiving helpful comments from the editor of this project, J. Putnam. I am solely responsible for the opinions and remaining errors.

BIBLIOGRAPHY


CURRENT INTELLECTUAL PROPERTY PROTECTION PRACTICES


OTHER REFERENCES


INTRODUCTION

THE OBJECTIVE STIPULATED FOR THIS STUDY is to examine how Canada’s intellectual property system encourages the diffusion of innovation. It was made clear that our analysis should have a practical policy orientation, in the sense of focusing on selected aspects of the intellectual property system. One criterion for the selection of these aspects is whether Canada has the ability to exercise discretion within its international obligations, and another is whether the issue is currently on the policy agenda. We were also asked to review various measures of innovation diffusion and their effectiveness. To make the discussion more specific, we agreed to focus on the pharmaceutical industry.

We paid close attention to the terms of reference for the other studies to be presented at the conference and made a conscious effort to avoid unnecessary duplication. This constraint, together with space limitations, makes our discussion of some topics necessarily brief.

The study is organized as follows: The second section, entitled Diffusion of Innovation, provides definitions, gives a brief background on the various theories of innovation diffusion, and reviews the evidence on diffusion of innovation in the international pharmaceutical industry.

In the third section, entitled Measures of Diffusion, we discuss three ways of measuring diffusion: Measures of adoption of innovative products and processes; measures of flows of technological information; and other indicators of diffusion.

The fourth section, entitled Government Policies Affecting Diffusion, gives an overview of a variety of government policies affecting innovation diffusion. The topics discussed include the role of regulatory standards for drug approval,
the impact of price control schemes, and changes in the drug distribution networks. Special attention is paid to the contribution of publicly funded research, and the role of patents in the diffusion process.

The fifth section, entitled Implications of Patent Theory for Canada’s Patent and Diffusion Policy adopts and develops a theoretical framework distinguishing four economic functions of patents. This framework is then applied to a critical analysis of selected aspects of the current Canadian patent system and its impact on the diffusion of pharmaceutical innovation in Canada.

In the sixth section, entitled Possible Changes in Patent Policy and their Impact on the Diffusion of Innovation, we consider a number of possible changes in Canadian patent law, and attempt to assess their potential impact on the diffusion of innovation. Among such changes are earlier and fuller disclosure of patent applications, reducing the length of the deferment period, new provisions for pre- and post-grant opposition, as well as patent term restoration.

The last section contains a summary and brief conclusions.

DIFFUSION OF INNOVATION

DEFINITIONS

Innovation in a dictionary definition is the act of introducing something new; innovation in an economic sense is “the first commercial transaction involving the new product, process, system, or device” (Freeman, 1982, p. 7). Innovation is distinguished from invention, which is a new product, process, system, or device as yet untested in the marketplace. Diffusion of innovation is conventionally defined as the way in which innovations spread throughout an economy. According to a strict definition found in the literature (Lissoni and Metcalfe, 1994, pp. 106-107), the diffusion of process innovation occurs when new technology embodied in a specific capital good is adopted by other firms. The diffusion of product innovation is defined analogously, except that the potential buyers are households. Diffusion occurs whether buyers acquire the new technology or products from the original innovator, from licensees, or from other producers who copy the innovation. The pattern and speed of innovation diffusion depends, among other things, on intellectual property arrangements.

Lissoni and Metcalfe consider the strict definition of diffusion, which focuses on the act of buying, unduly restrictive and propose a wider definition “related to systems of different machines, inputs, and organizational procedures … production design and manufacturing techniques … and the contemporaneous diffusion of products, processes, infrastructures, and manpower education” (ibid, p. 108). In this study, we follow their guidance and define the diffusion of pharmaceutical innovations broadly. Our definition includes not
only products, processes and scientific instrumentation, but also knowledge\(^1\) diffused from universities and government laboratories, or made available through the scientific and trade literature, patent disclosure, inter-firm collaborative agreements, word-of-mouth (especially in geographic clusters of biopharmaceutical firms), and through other vehicles.

Pharmaceuticals are commonly described as a “science-based” industry. Considerable components of the diffusion of innovation are, therefore, flows of knowledge from university and government laboratories to pharmaceutical companies. We discuss this process in the sub-section entitled Policies for Publicly Funded Research and Education, with emphasis on the special role played by new biotechnology firms. Within the industry, the main sources of innovation are firms performing pioneering R&D, which results in new products representing significant therapeutic advances. The recipients of this flow of innovations are both consumers (patients and hospitals), and firms which perform imitative R&D, focusing on the investigation of known products with a view to developing marginal advances. The diffusion of innovation also occurs within the groups of pioneering and imitative firms, and between these groups (Grabowski and Vernon, 1987; Orsenigo, Pammoli and Riccaboni, 2001). Consumption of new pharmaceuticals by consumers (patients) results in a shift in their utility function. The absorption of information by producers allows them to generate new products, and thus shifts their production possibility frontier. The “generic” firms in the industry engage in a strategy of producing and marketing, at a lower price, known compounds for which patents have expired.

The patterns of diffusion are affected both by the demand side and the supply side of the market. On the demand side, the attractiveness of adopting an innovation is largely determined by its profitability, and the risk and uncertainty surrounding its performance characteristics. These are, of course, affected by intellectual property rights, as discussed in detail in the sub-section entitled The Induce Commercialization Function. The risk associated with performance characteristics can be reduced by promulgating technical standards. In some industries (for example, electronics), standards facilitate entry by promoting compatibility between equipment parts produced by competing manufacturers. Some authors regard technical standards as a “central component of diffusion-oriented technology policies” (Mowery, 1995, p. 537). In the pharmaceutical industry, the standard-setting function is performed by the government drug approval process. On the supply side, the diffusion of innovation is affected by the amount of information provided by the innovator (Karshenas and Stoneman, 1995, p. 273). The pharmaceutical industry’s advertising and promotional policies have been the subject of debate for some time; we briefly touch on these controversies in the sub-section entitled Diffusion of Innovation in the Pharmaceutical Industry.
Diffusion occurs with two time lags. One takes place between the time an innovation appears and the time it is adopted by the first group of users. The other lag is the period during which the innovation is adopted by all relevant agents. The combination of these lags typically generates an “S-shaped” diffusion path. Earlier studies of diffusion focused on psychological and sociological factors influencing the probability of adoption and speed of diffusion, such as the efficiency of communication networks, and the degree of homogeneity of the entrepreneurial population. Economists introduced the profitability of adoption as the key factor.

THEORIES OF INNOVATION DIFFUSION

Geroski (2000) presents four leading theoretical representations of the innovation diffusion process: the epidemic model; the probit model; the process of legitimization and competition; and information cascades. These are not mutually exclusive, but each focuses on a different set of agents (such as consumers, or competitors) and on different levels of aggregation (individual consumers, vs. market penetration).

The epidemic model postulates, alternatively, that information is transferred (1) from some common central source; or (2) gradually, by word-of-mouth, from person to person; or (3) by some combination of (1) and (2). The common source hypothesis seems to fit the pattern of pharmaceutical innovation diffusion — the common source in this case is the innovative firm whose product was approved by regulatory authorities. This information is relatively easily codified and transferred, much like the hardware aspects of new technology can be communicated through user manuals.

The probit models of diffusion focus on the characteristics of agents (individuals and firms) to determine the probability that a particular agent will adopt the innovation. The challenge is to identify the relevant characteristics. Firm size is frequently considered, on the assumption that large firms are more capable, that they may be able to use innovations on a larger scale, that they may be freer from financial constraints, etc. Empirical evidence seems to suggest that large firms tend to be quicker imitators than small firms (Geroski, 2000, p. 612). As mentioned above, the risk and uncertainty surrounding the performance characteristics of the innovation, as well as its profitability, are important determinants of the adoption decision. In the case of prescription drugs, profitability considerations are largely replaced by considerations related to the therapeutic efficacy of the drug, professional ethics of the prescribing physician, and policies of health care financing agencies.

Suppliers and their pricing and servicing policies affect the cost of technology adoption, as do learning and search costs, and the costs of switching from old to new technology. The prescribing behaviour of physicians is characterized by
considerable inertia; marketing efforts appear to be an important instrument in overcoming this inertia, but marketing represents a significant switching cost. The other instrument for undermining this inertia is drug substitution laws. For example, Gorecki (1986) concludes in his study of the Canadian prescription drug market that physicians write, by and large, prescriptions for the pioneering brand, unless an element of price competition is introduced at the pharmacist’s level. Coscelli (2000), who analyzed a unique data set for Italian physicians as well as patients over a three-year period, also found that in those therapeutic submarkets where regulations prohibit price competition, habit persistence translates into sticky market shares. However, the prescribing inertia is not absolute, since a given physician has a different probability of prescribing a certain drug to different patients.

Geroski (2000, p. 614) suggests that diffusion is slower when there are sunk costs (for example, in the form of specialized equipment which cannot be sold when the firm switches to another product). In the pharmaceutical industry, the most important sunk cost is likely to be the advertising goodwill.4

**DIFFUSION OF INNOVATION IN THE PHARMACEUTICAL INDUSTRY**

DURING THE LAST DECADE, the international pharmaceutical industry has undergone a major structural change that significantly affects the pattern of innovation diffusion. This structural change has several components (Jacobzone, 2000, pp. 21-26).

First, the proliferation of generic drugs has been facilitated in the United States by the *Drug Price Competition and Patent Term Restoration Act* of 1984 (the *Hatch-Waxman Act*), complemented by drug product substitution laws enacted by state legislatures. In Canada, similar legislation was adopted in connection with the compulsory licensing of prescription drugs after 1969. Other countries followed suit and introduced similar measures designed to speed up diffusion in the form of generic drugs. Generics represented 43 percent of all prescriptions in the United States in 1998, 40 percent in Canada (in 1996-97), about half of all prescriptions in Denmark and Finland, 40 percent in Germany and the Netherlands, and as much as 69 percent in the United Kingdom. Their share is still low in France (just over 3 percent), Belgium and Switzerland.

Second, a change has occurred in the drug distribution system. In the United States, the key new feature is the development of pharmaceutical benefit management companies. They establish drug formularies, negotiate rebates on these formularies with manufacturers, and provide an integrated delivery service and payment system to their customers, such as health plans and health maintenance organizations, who share some of the cost savings. Mail order pharmacies have grown in the United States, Australia and New Zealand, but are still rare in Europe.
Third, a wave of horizontal mergers, pursuing mainly the objective of wider R&D portfolios and sharing of discovery risks, as well as vertical mergers, aimed at ensuring better control over the distribution system. Some innovative drug companies have also established generic subsidiaries and compete in both the brand-name and generic segments of the market.

Fourth, the proliferation of formal and informal inter-firm networks and collaborative research arrangements. One of the causal factors here was the advent of molecular biology, which enabled the development of research technologies that have a broad range of applications. Orsenigo, Pammoli and Riccaboni (2001) studied a data set covering almost 4,000 collaborative R&D agreements among 1,700 international bio-pharmaceutical firms and related research and health-care institutions over the period 1978-87. They characterize these agreements as organizational devices through which research hypotheses and techniques are combined. Established members of the industry network, called “developers,” benefit from new research technologies introduced by new entrants, called “originators.” Many of the established developer firms entered into agreements not only with originators, but also with other developers.

An important vehicle of innovation diffusion is the adoption of scientific instruments. Surveys have shown that firms consider instrumentation as one of the most important outputs of public research. For example, 84 percent of responding U.S. pharmaceutical firms rated specialized knowledge as an important output of public research, 76 percent rated general knowledge from basic research as important, and 49 percent rated instrumentation as important (Salter and Martin, 2001, pp. 522-523).

Industry representatives consider the goal of strengthening a firm’s R&D potential as a key justification for most pharmaceutical company mergers. Nevertheless, innovation in the drug industry — more so than in most other industries — depends heavily on the diffusion of knowledge from universities and government laboratories (see, for example, Narin and Olivastro, 1992; Klevorick, Levin, Nelson and Winter, 1995). The relative importance of interaction with users and suppliers is much lower. Laursen (1996, p. 1135) claims that downstream users “cannot be said to have played any significant part in inducing innovation in pharmaceuticals.” He contrasts this with biotechnology, where products are often developed jointly with the user. Nevertheless, while users may have a role, for example, in an incremental adaptation of a specific enzyme, major breakthroughs in biochemicals were not influenced by users.

A case study of the Danish insulin producer Novo Nordisk A/S (Laursen, 1996) illustrates that the breakthrough product and process innovations were pioneered in the firm’s research laboratories and production engineering departments, augmented by the flow of knowledge from university research.
While suppliers provided sophisticated fermentation and electronic control equipment, its adaptation was under the control of Novo Nordisk.

The most important source of innovation has been efforts to combine research conducted by the manufacturer with knowledge disseminated from universities. Even though Danish scientists were awarded Nobel prizes in physics, chemistry, and medicine or physiology, the major scientific breakthroughs relevant to Novo were almost always made at foreign universities. Laursen emphasizes, however, that the assimilation and commercialization of inventions made abroad was only possible because of the research skills developed at Danish universities. More generally, nation matters — the development of a domestic industry was made possible by the availability of raw material (fine chemicals) and the presence of high quality domestic science (Laursen, 1996, p. 1136).

Pharmaceutical companies consider it essential to develop the market for an innovative product by providing information to prescribing doctors by journal advertising, detailing (visits to doctors by company representatives) and direct mail advertising. The total expenditures on all forms of promotion often amount to 20-30 percent of sales revenues (Rizzo, 1999, p. 90). Empirical studies of prescription drug advertising yielded contradictory results; some reported a positive relationship between promotional expenditures and new product entry, suggesting that advertising indeed facilitates the diffusion of innovation. However, other studies have concluded that promotion helped incumbents to protect their market shares against potential entrants, and thus slowed down diffusion. For example, a study of the U.S. anti-ulcer drug market (cited in Coscelli, 2000, p. 368) concludes that the second entrant has to advertise heavily in order to gain market share over the first entrant. Specifically, the ratio of personal selling (detailing) expenditures to sales were the lowest for the pioneering brand (Tagamet), higher for the second entrant (Zantac), higher yet for the third entrant (Pepcid), and the highest for the fourth entrant (Axid).

Rizzo (1999) provides a brief review of several published studies and reports the results of his own analysis of the U.S. market for anti-hypertensive drugs. They show that physician prescribing behaviour is significantly affected by promotion; in particular, promotion reinforces the brand image and substantially reduces the prescribers’ sensitivity to price. Rizzo is especially critical of detailing, questions its educational value, and advocates strict regulation of marketing practices in the industry.

**MEASURES OF DIFFUSION**

The literature discusses a number of measures. Some of them deal with the diffusion of innovation in the form of products and processes, while others address the diffusion of knowledge in the form of patents, literature citations, and other means. The discussion below reviews the measures...
found in the literature and attempts to assess their applicability to pharmaceutical innovations.

DIFFUSION OF INNOVATIVE PRODUCTS AND PROCESSES

The three most frequently studied measures of product and process diffusion are based, respectively, on the number of potential adopters, the value of industry output, and the stock of production technology. Additional measures include counts of significant innovations or counts of new products variously defined.

Ratio of the Number of Adopters to the Number of Potential Adopters

This measure is sometimes called the “rate of imitation” (Lissoni and Metcalfe, 1994, p. 108); one of its weaknesses is that the degree of commitment of the adopters and the risk that they may subsequently reverse their adoption decision are not taken into account. In the case of prescription drugs, the relevant ratio would be either the number of doctors prescribing a particular innovative product to the total number of doctors, or, analogously, the number of patients treated with a particular innovative product divided by the total patient population afflicted with the condition for which the product is indicated.

Share of Output of the New Product or Technology in Total Output

This measure is sometimes called the “overall rate of diffusion” (Lissoni and Metcalfe, 1994, p. 109). One approach may be asking marketing managers what percentages of sales of their firms are (i) products radically changed or newly introduced; (ii) products incrementally improved; and (iii) products essentially unchanged. Alternatively, innovative products can be divided into those “new to the firm, but already known to the industry”, and those “new to the industry” (Santarelli and Piergiovanni, 1996, p. 692).

In the pharmaceutical industry, this is equivalent to calculating the market share of an innovative product in its therapeutic class. Two versions of market share are usually reported: one based on the number of prescriptions, another based on the dollar value of sales. (The two versions frequently yield dramatically diverging results, since a brand-name drug often sells at a price which is a multiple of the price of a generic equivalent).

Proportion of a Firm’s Output Produced with the New Technology

This is a measure of diffusion employed in studies of the length of innovation lags. It applies to process innovation, and may be measured as the proportion of a firm’s capital stock consisting of the innovative technology (Karshenas and Stoneman, 1995, p. 267).
Count of Significant Innovations

The development of this type of measures requires the cooperation of experts and industry insiders, who are asked to identify the most important innovations in an industry over a period of time (usually several decades). While this approach is highly subjective, it has the advantage of capturing both patented and non-patented innovations. One of the best known databases of this kind was developed at the University of Sussex (Pavitt, Robson and Townsend, 1987). There are numerous lists of significant pharmaceutical innovations; their most frequent use is to establish a ranking of countries according to the innovativeness of their pharmaceutical industry. Typically, only new chemical entities (NCEs) are listed; thus, the count does not include combinations of existing chemical entities. The challenge is to distinguish breakthrough drugs from me-too drugs. The subjective nature of this approach is mitigated to some extent when the ranking is determined by a combination of technological advance and economic importance (measured by product sales during a given period after introduction).

FLOWS OF TECHNOLOGICAL INFORMATION

The most frequently employed measures are patent counts, patent citations, and literature citations in patents. Geroski (2000, p. 607) finds that most patents receive the majority of their citations shortly after they are issued, but some (notably in pharmaceuticals) are sometimes cited for as long as 15-20 years. This suggests that technology diffusion through patents follows an asymmetric S-shaped curve.

Patent Counts

Patents are widely used in studies of innovation diffusion. Their popularity derives from a number of strengths; but their use as a measure of innovation does have a number of weaknesses. The literature identifies the following (Jacobsson, Oskarsson and Philipson, 1996; Santarelli and Piergiovanni, 1996; Meyer, 2000):

Strengths

- Patents cover almost every area of technology (computer software is the main exception).
- In the pharmaceutical industry, more so than in most other industries, patents are critically important.
Patents provide detailed information about the amount, direction and composition of innovative activity, the year of invention, the assignee, and citations.

Patent information is easily available and rapidly disseminated.

Weaknesses

- Patents are only one of several instruments\(^{11}\) for protecting an innovation against imitation, and there is considerable variance among industries in the choice of a preferred instrument. Patenting requires the disclosure of the innovation’s technical features to potential competitors; consequently, not all innovations are patented.

- A simple patent count does not reflect the economic value of the embodied knowledge; some patents are very valuable while others may be worthless. In some industries, incumbent firms employ other methods for protecting intellectual property in preference to patents. Conversely, some patented inventions are never developed. As a result, not all patents become innovations.\(^{12}\)

- There is variation among firms (and firm sizes), industries and countries in the propensity to patent.\(^{13}\)

- The patent systems of different countries adjust to the advent of new technologies with different lags.

- Some patents contain a single claim, others contain several claims, each of which could be filed as a separate patent; the propensity to bundle claims varies across countries.

- When measuring innovation in a particular field of technology or an industry through patent counts, the researcher has to determine which items (classes) in the international patent classification (or a similar system) are relevant. This can lead to two types of errors: If too many classes are selected, the patent count may include innovations which have no relationship to the technology under study. If too few classes are selected, some relevant innovations may be missed (Lanjouw and Mody, 1996, p. 554).

Patent Citations of Other Patents

Patent law requires that patent examiners verify the novelty of the patented invention (in addition to its usefulness and non-obviousness). A fundamental part of this verification focuses on two types of citations: (i) references to
other patents; and (ii) “non-patent references”, i.e. citations of other sources (Narin, Hamilton and Olivastro, 1997, p. 318). Patent citations are discussed in this section; non-patent references are discussed in the sub-section entitled Patent Citations of Scientific Literature.

The frequency with which a patent is cited in subsequent patents is a somewhat limited measure of innovation diffusion since it does not provide information about innovations that are marketed without a patent. As for patented inventions, the frequency with which the corresponding patents are cited in other patents can be interpreted as a measure of the impact the knowledge embodied in prior inventions has in stimulating new inventions (Harhoff, Narin, Scherer and Vopel, 1999, p. 511).

In studies using the frequency of patent citations, the implicit assumption is that patents of relatively high economic value are cited more frequently than low-value patents. While there is some indirect evidence in support of this assumption, Harhoff, Narin, Scherer and Vopel (1999) tested its validity (and thus the effectiveness of the frequency of citation measures) with two patent databases — one from Germany and the other from the United States. Regression analysis supported the existence of a positive relationship between the frequency of citations and the reported economic value, but the statistical fit (measured by R²) was weak.

Patent Citations of Scientific Literature

Non-patent references appearing on the front page of U.S. patents identify scientific journal papers, meetings, books, as well as non-scientific sources, such as industrial standards, technical disclosures, engineering manuals, etc. (Narin, Hamilton and Olivastro, 1997). Patent citations of scientific papers have the following advantages and disadvantages:

- Only a minority of patents contain non-patent references. Moreover, citations of science material in patents do not work the same way as in the scientific literature, since they are not written by scientists, but by patent departments or specialized patent lawyers (Meyer, 2000, p. 412 and 421).

- Citations of scientific material give the addresses of authors of scientific papers, and make it possible to identify the agencies supporting these papers.

- Most published studies restrict their analysis to citations appearing on the front page of patents. This is convenient, and may be justified on the grounds that the most important citations would be on the front page, rather than in the body of the text. However, the procedure may underestimate the contribution of science.
• Citations measure only codified knowledge and understate the contribution of public science through the training of researchers. More generally, they do not reflect knowledge related to the design, development, production, marketing and use of a particular product model or a specific product line (Meyer, 2000, p. 425).

Narin, Hamilton and Olivastro (1997, p. 320) show that U.S. drug and medicine patents from almost all countries cite almost exclusively papers in scientific fields of clinical medicine and biomedical research.

**Volume of R&D Contracted Out**

The empirical evidence reviewed in the sub-section entitled *Diffusion of Innovation* above shows that a crucial part of the process of creation and diffusion of innovation is linkages between in-house R&D conducted by the innovator and external sources of knowledge. One of the sources of external knowledge is research consortia and other forms of co-operation. A possible measure of the extent of inter-firm diffusion of innovation is the size of the firm’s contracting-out budget. It could be further subdivided by type of partnership, for example according to whether the co-operating firms are related (Veugelers, 1997).

**Interaction Between Users and Suppliers**

The long-standing “linear model” of innovation postulates a sequence running from basic research (science) to applied research and, eventually, product development and marketing. However, for most industries, the modern understanding of the generation and diffusion of product innovation emphasizes the importance of continuing interaction (initiated at the beginning of the innovation process) between the innovator and the potential users of the product. For process innovation, the interaction between the innovator and the suppliers of production technology is equally important (see, for example, Cohen and Levinthal, 1989).

The pharmaceutical industry is described as “science-based”; its strong dependence on university research and scientific literature is discussed in the second section. Some of the industry’s interaction with users occurs during clinical testing, which is thus an integral part of product innovation. The post-marketing surveillance and monitoring of drug safety is only indirectly related to innovation diffusion as traditionally understood, and is not discussed here. The industry’s interaction with suppliers is rather limited and firm- or innovation-specific, as explained above in the section entitled *Diffusion of Innovation in the Pharmaceutical Industry*. Neither the interaction with users nor the interaction with suppliers appears to be easily amenable to statistical measurement.
OTHER INDICATORS OF DIFFUSION

Public and Private Expenditures on the Technology

Demand for Innovation stimulates its diffusion; a broadly defined measure of demand includes not only spending on new products and technologies, but also spending on their approval process, monitoring and control. For some purposes, including the study of trends in innovation diffusion and international comparisons, total public and private spending on drugs, or on health care, may be an appropriate indicator. Trends in medical practice influence the substitution between drug therapy and other modes of therapy, and thus affect the diffusion of pharmaceutical innovations. However, these changes are not easily measurable.

Resources Devoted to R&D

R&D is a source of much innovation, but also an indicator of its diffusion. First, part of the R&D activity is explicitly directed at the development and commercialization of the innovation. Second, the “absorptive capacity” of the recipient of innovation diffusion is enhanced if it engages in R&D (Cohen and Levinthal, 1989).

However, measured R&D expenditures reflect only the spending reported by formal R&D departments. Diversified firms are classified by their main economic activity, and R&D in various product areas is not always reported separately. Informal and occasional innovative activities are not captured; the underreporting is particularly severe for small firms. The same reservations apply to the other important measure of resources devoted to R&D, namely the numbers of scientific personnel (often the number of scientists and engineers) employed by a firm, an industry or a country.

GOVERNMENT POLICIES AFFECTING DIFFUSION

INDUSTRIAL POLICIES AND REGULATION

Government policies affecting diffusion are developed and implemented as part of a country’s industrial and social policies. Metcalfe (1995, pp. 462-463) defines a “national system of innovation” as a set of institutions that contribute to the development and diffusion of new technologies and provide a framework within which governments form and implement policies to influence the innovation process.

Mowery (1995, pp. 531-539) observes that the national economic returns to “diffusion-oriented” (or “adoption-oriented”) policies may be considerable, but cautions that they may conflict with policies designed to support the creation
of new technologies (for example, by encouraging excessive disclosure). He discusses five classes of adoption-oriented policies: (1) subsidies for adopting new technologies; (2) information provision, including industrial and agricultural extension services and industry co-operative research organizations; (3) government procurement; (4) technical standards; and (5) government mandated technology transfers. He adds that another important source of influence on both technology adoption and creation are (6) policies on intellectual property protection.

Subsidizing the adoption of new pharmaceutical technologies and innovations is, to some extent, accomplished through government financing of health care expenditures. (Mowery’s “government procurement” policy is part of the same process).

Publicly funded institutions also promote the diffusion of information or subsidize the inherent externalities in such a process. Additional efforts might include identifying and motivating key actors (in the case of pharmaceuticals, presumably, health care professionals), and building up the necessary human capital. Governments also influence prescribing physicians by means of prescribing guidelines, sometimes backed by financial incentives, such as budgeting constraints and reference pricing. The success of other methods used to influence the prescribing behaviour (education and information diffusion) has been limited and depends on the type of feedback and supporting evidence.

Government standard-setting legitimizes innovative products and thus facilitates their diffusion. In the drug industry, the tightening of the U.S. regulatory process for approval of new drugs, following the enactment of the Kefauver Harris Act in 1962, was responsible for extending the total time required for a successful drug to reach the market: The process took 6.7 years in the 1970s, it rose to 8.5 years in the 1980s, and then to 9.1 years in the mid-1990s (Jacobzone, 2000, p. 18). However, it is less clear to what extent the diffusion of truly significant innovations was hampered. Dranove and Meltzer (quoted in Jacobzone, p. 18) show that the more important drugs reached the market sooner and had lower development costs than drugs representing less significant therapeutic advances.

Anecdotal evidence from cross-national comparisons suggests that tighter regulatory standards may actually improve the quality of innovation. For example, Jacobzone (2000, p. 18) cites studies by Thomas and Barral which show that that high regulatory standards force innovating firms to target their R&D on drugs of superior efficacy. This has been the case in the United Kingdom and Germany, which followed the U.S. regulatory model. In contrast, the French regulatory standards were strengthened only at the end of the 1970s. This could explain why the French pharmaceutical industry lost some of its comparative advantage.
A significant contribution to facilitating the diffusion of pharmaceutical innovations is provided by international harmonization of the drug approval process. In Europe, a Council Directive adopted in 1989 improved the transparency of measures regulating the pricing of drugs and their inclusion in national health insurance plans. The extension of patent protection throughout the European Union (EU) was approved in 1992, and the European Medicines Evaluation Agency was established in 1993. Starting in 1998, drug companies had two options. One is to apply for a national licence valid in one EU member country and wait for five years before applying for a licence in another country. The other option is to apply for a pan-European licence. The European Court of Justice has ruled that patients can import cheaper over-the-counter (OTC) drugs for their own use from another member country, provided the product is approved in the home country. It has also ruled in favour of parallel imports among member countries. These initiatives facilitate diffusion. The European Commission is working on provisions to establish a common market for pharmaceuticals. Implementation of the common currency is expected to increase transparency in pricing and enhance price competition (Jacobzone, 2000, p. 26). Canada may see advantages in joining a regional drug approval process.

Government controls over the prices of prescription drugs have the predictable consequence of reducing the profitability of the industry, and thus have a negative impact on R&D funding. A recent survey conducted by the OECD illustrates the pervasiveness of such controls: The results show that 20 member countries operated some form of price controls (in five of them, price controls were combined with profit controls); in addition, the United Kingdom had a system of profit controls (Jacobzone, 2000, Tables 13 and 14, pp. 77-78).

According to Jacobzone (2000, p. 37), price controls in France have created incentives for drug companies to channel their R&D towards the development of me too drugs. The reason is the cost of R&D; me too drugs cost less to develop, and thus can more easily satisfy the price control limits than breakthrough drugs. In addition, Danzon and Chao (2000, p. 314-319) note that the impact of generic competition is weakened by strict price or reimbursement regulations for the same reason: If the regulatory regime drives down the price of innovative drugs, competing products are introduced as minor modifications of known molecules. This enables producers to come under the regulatory price ceiling. Since these brand-name drugs representing minor therapeutic advances sell at a lower price, the competitive advantage of generics is reduced. Danzon and Chao mention France, Italy and Japan as countries where local manufacturers have an incentive to introduce a stream of new products representing minor innovations in order to obtain a higher price. This, in turn, undermines the competitiveness of these countries in innovative R&D. By contrast, in
countries with free pricing or moderate regulatory regimes, additional products are introduced as generics, which must compete on price.

Grabowski and Vernon’s (1987) computer simulation model shows that generic competition reduces the rate of innovation, while the extension of patent life enhances profitability, and thus the rate of innovation.

The U.S. Congressional Budget Office (CBO, 1998, p. 13) discusses in detail the economic impact of four types of competition: Between brand-name drugs in the same therapeutic class; between brand-name drugs and their generic counterparts; between generic drugs in the same therapeutic class; and between prescription drugs and other forms of medical treatment.

Several empirical studies (reviewed in CBO, 1998, p. 30) analyze the impact of generic entry on the relevant therapeutic market. The typical result is that the demand curve for brand-name products shift to the left, as expected, but also becomes less elastic. Brand-name prices typically remain constant, or even rise after the generic entry. In other words, there is a market segmentation where price-sensitive buyers switch to the cheaper generics, while price-insensitive buyers keep purchasing brand-name products, sometimes at higher prices. The net effect on the profitability of brand-name (innovative) firms may actually be positive, hence the rate of innovation and its subsequent diffusion may actually increase. Government policies mandating generic drug substitution may, of course, reduce or eliminate the profit-enhancing effect.

POLICIES FOR PUBLICLY FUNDED RESEARCH AND EDUCATION

FREE ACCESS TO KNOWLEDGE GENERATED by public research raises the productivity of private research by enabling more focused exploration. Private firms are induced to produce a superior innovation and their output increases. In addition, as non-innovating firms exit the market, the surviving innovative firms are induced to spend more on R&D, because they have a larger share of a bigger market (Metcalfe, 1995, p. 444).

Empirical analysis of data on 1,719 U.S. manufacturing firms by Cohen and Levinthal (1989) revealed that R&D intensity is positively related to variables measuring the importance of basic and applied sciences to research conducted by these firms, with basic sciences having a stronger effect. Knowledge generated by universities and government laboratories was equally valuable. Making use of knowledge produced outside the firm is not costless; the cost of transmission and absorption by the firm is, however, lower for R&D-performing firms. Metcalfe (1995, pp. 457-458) argues that even knowledge codified in journal and book publications has some uncodifiable (tacit) components only accessible to individual scientists. Furthermore, even in science-based industries, such as pharmaceuticals, knowledge is frequently accumulated through an experimental research program, and many pharmaceutical innovations are
generated on the basis of a very limited scientific understanding of their operating mechanism. The standard measures of diffusion discussed in the third section thus underestimate the amount of knowledge transferred.

Mansfield (1998) reports updated findings of his previous interview-based inquiry on the importance of academic research. For a sample of 77 major firms in seven industries over the period 1986-94, he found that, on average, 15 percent of product innovations would not have been developed (without substantial delay) in the absence of recent academic research. This compares to 13 percent for the period 1975-85. The drugs and medical products industry reported the highest percentage (31 percent for the period 1986-94, up from 27 percent for the earlier period).

Another stream of the literature on technology diffusion focuses on the importance of bridging institutions, such as university-industry research parks, or government institutes, such as the U.S. National Institute of Standards and Technology. Martin and Scott (2000, pp. 443-445) cite the examples of extension services operating in the United States since 1862 as a repository of technical information available to private farmers. Other illustrations include the German Fraunhofer Gesellschaften, which conduct applied research for industry on a contract basis, using the facilities and personnel of regional universities. A study of the development of beta blockers by Swedish pharmaceutical companies concluded that success depended on the ability of these firms to “link up their clinical and chemical competence into a coherent whole by relying on basic biological and pharmacological knowledge” (Martin and Scott, 2000, p. 444). This, of course, required close formal and informal connections between firms and university researchers.

The methods of interaction of business firms with government laboratories include contract research, cooperative research, research consortia, science parks, workshops, licensing, sponsored research, technical consultation, employee exchanges, the use of laboratory facilities, laboratory visits, and formal dissemination of information through publications. Studies of technology transfer reveal that contract research is by far the most important, followed by cooperative research (Bozeman, 2000, p. 641).

Giesecke (2000) describes a scenario where biotechnology start-up firms initially serve as technology transfer mechanisms for bringing the results of academic research to market. At a later stage, pharmaceutical companies become interested in forming strategic alliances and undertaking product development. Biotechnology companies, in turn, are interested in such alliances either to obtain financing or to gain access to distribution networks. The crucial role of biotechnology companies in transferring knowledge from university laboratories to the market is confirmed by other research as well (McMillan, Narin and Deeds, 2000).
Several studies have demonstrated that geographic proximity is an advantage in communicating tacit knowledge. For example, one-third of public U.S. biotechnology companies are located in either the San Francisco Bay area or New England (McMillan, Narin and Deeds, 2000, p. 2). A similar finding emerges from a survey of executives of 70 major U.S. firms. It suggests that firms located in the country and area where academic research occurs are significantly more likely than distant firms to be amongst the first to apply the findings of this research (Salter and Martin, 2001, p. 518).

Jensen and Thursby (2001) address the optimal structure of licensing contracts between universities (and/or university inventors) and industrial licensees. Based on the results of a survey of 62 U.S. universities, they observe that, at the time they are licensed, most university inventions are little more than a “proof of concept” with unknown commercial potential, and technically so embryonic that additional effort by the inventor is required. However, the inventor is subject to moral hazard in that his/her effort cannot be effectively monitored or enforced. The contract must therefore be written in such a way as to induce effort from the inventor. Jensen and Thursby employ a range of game theory models to demonstrate that an optimal licence contract cannot rely solely on lump-sum payments, such as fixed fees, but must also include output-based payments, such as royalties. (The details vary, depending on whether the licensing arrangement includes funding of sponsored research, royalty payments or equity participation.)

The dominance of public science in the diffusion of innovation in general and pharmaceutical innovation in particular is evident from the patent citation data: Narin, Hamilton and Olivastro (1997, p. 318) analyzed over 430 000 non-patent references on the front pages of almost 398 000 U.S. patents issued in 1987-88 and 1993-94. Of the 430 000 references, some 242 000 were citations of scientific journal papers, scientific meetings, and other scientific publications. As for drugs and medicine patents, some 50 percent of scientific references were to U.S. public science, and 33 percent to foreign science, most of which is also public. Only 17 percent of scientific references were to U.S. drug industry papers.

The patent-to-science linkage has a strong national component, i.e. citations in U.S.-invented patents favour U.S.-authored papers. This may not be surprising for the United States, since U.S. research dominates in many fields, but the same pattern applied to all five countries in the Narin, Hamilton and Olivastro study (Canada was not among them). In their U.S. patents, each country’s inventors cited papers published in their own country two to four times more often than would dictate the size of the country’s scientific publication rate. Narin, Hamilton and Olivastro (1997, pp. 320-322) infer from this observation that there are strong national ties between scientists and inventors in a country. They conclude that a strong domestic scientific base is necessary
for a strong national technology base in science-dependent industries, such as pharmaceuticals and biotechnology.

THE ROLE OF PATENTS IN THE DIFFUSION PROCESS

MUCH OF THE LITERATURE on the link between patents and innovation diffusion deals with the empirical evidence and policies of large economies. In this section, we briefly review some of this literature. In two sections below (Implications of Patent Theory for Canada’s Patent and Diffusion Policy, and Possible Changes in Patent Policy and their Impact on the Diffusion of Innovation, we indicate how the conventional wisdom has to be modified to reflect the special characteristics of small economies, such as Canada, and draw conclusions for a small country’s patent policy.

A consistent theme in the literature is that patents and the protection of intellectual property are only one of many influences on inventive activity, the commercialization of inventions and the diffusion of innovation. For example, Grandstrand (2000, p. 1067), concludes that “there is, as there always has been, a mixed verdict over whether the intellectual property system promotes technological innovation and diffusion.”

The literature is replete with observations about the unique role patents play in the pharmaceutical industry. Jacobzone (2000, p. 17), among others, observes that “the whole pharmaceutical industry may be viewed as a product of the patent system.” Kingston (2001, p. 405) elucidates the basis for this claim: The initial cost of developing a pharmaceutical invention is very high. However, once the patented formula is known, copying is possible at a very low cost (more so than in other high-tech industries), and as a result of free-rider behaviour, the amount of investment in pharmaceutical R&D could be less than socially optimal.

In general, the strength of patent protection has contradictory influences on diffusion (Jaffe, 2000, pp. 533-534): Weak patent protection makes inventions widely available, but strong patent protection increases the incentives for private firms to develop and commercialize inventions.

With respect to the results of R&D financed by public funds, Mowery, Nelson, Sampat and Ziedonis (2001) argue that the related patenting is:

- unnecessary, because the incentive to encourage research activity, which is the usual justification for patent grant, is not required in this case; and
- counterproductive, because the patent may slow down technology transfer by creating barriers to entry.
Arundel and Kabla (1998, p. 133) report the results of a study of the propensity to patent (defined as the percentage of inventions for which the firm submitted a patent application) based on questionnaire data for a sample of European firms. The pharmaceutical industry had the highest sales-weighted propensity to patent product innovations among the 20 industries in the sample (79.2 percent against the sample average of 35.9 percent), and the second highest propensity to patent process innovations (45.6 percent against the sample average of 24.8 percent).

Grabowski and Vernon (1987) developed a computer simulation model to explore the impact on innovative firms of changes in the length of patent life, the length of the regulatory review process, and the degree of sales loss to generics after patent expiration. Under reasonable assumptions, the negative effect of generic competition on returns to R&D becomes relatively insignificant for a patent life approaching 17 years. Pioneering innovators (firms that develop breakthrough drugs) are affected by generic competition to a greater extent than imitators (firms that develop me too drugs). The reason is that pioneering innovators require a longer R&D time, hence have a shorter effective patent life.

Extension of patent life beyond the traditional length does enhance the returns on R&D, but less so than a reduction in the time required for regulatory approval. The reason for this difference is the timing of the cash flow increase. A shorter regulatory approval process increases the cash flow at the beginning of the product cycle. The present value of the cash flow is therefore significantly increased, and, in addition, firms have resources available to engage in new R&D projects earlier. In contrast, an extension of patent life adds cash flow at the end of the product cycle, when its present value is low. In addition, new R&D projects then start later than would be the case if the approval process were faster.

According to a recent study by the CBO (1998, p. xvi), some representatives of the U.S. pharmaceutical industry called for amendments to the Hatch-Waxman Act of 1984 to further lengthen patent term. The CBO employed the Grabowski and Vernon methodology and arrived at the following result (CBO, 1998, p.18): Extending patent life on a prescription drug by one year would increase the net present value of returns to R&D by $12 million (in 1990 dollars) on average. In contrast, accelerating the FDA approval process by one year would increase the net present value of the drug’s returns by $22 million. The CBO therefore does not endorse any further extension of the length of U.S. drug patents.

Lichtenberg and Philipson (2001) attempted to quantify the two types of losses drug innovators incur as a result of competition. One of them occurs as a result of generic competition (imitation) after the patent has expired. The other type occurs as a result of entry of new and superior patented products,
both during and after the patent life of the original innovator’s drug. A priori, the loss due to imitation should be relatively small, partly because only a minority of drugs face generic entry after the patent expires, and partly because if such entry occurs, it is late in the product cycle, and the net present value of the loss of income is small.

Based on FDA data for a panel of 298 drugs approved between 1950 and 1993, the subsequent entry of new drugs within the same therapeutic class reduces the net present value of the innovator’s sales by 23 percent relative to what it would have been in the absence of competition. Assuming that generics eventually capture 50 percent of the market, generic imitation after patent expiry also reduces the net present value of the innovator’s sales by 23 percent. If the generic market share is assumed to be a more realistic 25 percent, the net present value of the loss to imitation is only 11 percent. In other words, the effect of an extension of the patent term would not represent a major stimulus to innovation since it would have no impact on the intensity of the more important form of competition (from new and superior products).

Berndt, Ling and Kyle (2003) analyzed the U.S. market for anti-ulcer and heartburn drugs with a view to determining whether the negative impact of patent expiry is mitigated by a switch of the drug status from prescription to OTC. In principle, such a switch has two offsetting influences. On the one hand, when a drug is marketed both as an OTC and a prescription product, consumer awareness of its existence rises and its total sales are likely to increase. On the other hand, the OTC sales may cannibalize some of the original prescription sales. Under plausible assumptions about pricing and marketing strategies, the results are mixed. For a drug that suffered from rapid sales erosion after patent expiry (cimetidine, sold under the brand-name Tagamet), the switch to OTC status offered a reprieve, but only temporarily, since the drug was being superseded by superior products. Cannibalization was minimal, since prescription sales were already low. In contrast, for ranitidine (sold under the brand name Zantac), the OTC version raised total sales somewhat, but cannibalization of prescription sales was substantial.

Scherer and Harhoff (2000) report the results of their study of the value of German and U.S. patents (in all fields of technology). Their estimates of the value of patents come from three sources: Questionnaire survey of management; data on royalty payments; and estimates of rents on new drug products, developed by Grabowski and Vernon. Scherer and Harhoff conclude that most innovations generate only modest returns. The “lion’s share” of the private returns to innovation comes from roughly 10 percent of the technically successful patents (p. 561). They cite two studies by Grabowski and Vernon showing that the returns to pharmaceutical patents are similarly skewed. Consequently, they warn that “heavy-handed price controls” (if they affect one or more of the top 10-percent inventions) may make the appropriation of private returns impossible,
and thus may seriously undermine the potential for future innovation. This analysis, like much of the literature, applies to a large country; the special aspects of the incentive to invent in a small country are discussed in the remainder of this study.

**IMPLICATIONS OF PATENT THEORY FOR CANADA’S PATENT AND DIFFUSION POLICY**

**FOUR FUNCTIONS OF PATENTS**

Our task in this section and the next is to examine how changes in Canada’s patent policy could affect the diffusion of technology at the margin. To approach this task systematically, we start by reviewing the implications of patent theory or patent models presented in the recent literature. In a survey of this literature, Mazzoleni and Nelson (1998) emphasize that patents serve a range of functions; the various models they discuss focus on different functions or aspects of the rationale that is thought to guide public policy in granting the exclusive rights associated with patents under existing laws:

- The prospect of patent protection provides a motivation for useful invention; this model is called the invention motivation theory.
- Patent protection for inventions may be needed to induce the investment required to develop and commercialize them; this model is called the induce commercialization theory.
- Patents are awarded to induce inventors to disclose their inventions; this model is referred to as the information disclosure theory.
- Patents may be needed to permit the orderly exploration of a broad prospect of inventions; this is called the exploration control theory.

Of course, more than one of these theories could apply to any given patent. We discuss each of the four functions of patents separately in order to derive implications for Canada’s patent policy, giving special consideration to the pharmaceutical industry.

**THE INVENTION MOTIVATION FUNCTION**

It is generally recognized that inventors need an incentive to invest in the research effort to make an invention. It is also generally recognized and supported by empirical studies that the pharmaceutical industry is most dependent on patent protection in order to appropriate the revenues required to cover the cost of inventing new medicines. Indeed, Mazzoleni and Nelson
(1998, pp. 274-276) refer to pharmaceuticals and fine chemicals as an exception because, in many other industries, patents are not a crucially important part of the incentives to invest in R&D activities. In a survey of a wide range of industries, including high-tech industries, respondents rated a head start in establishing effective production, sales and service facilities, and rapid movement down the learning curve, as much more effective than patents in enabling them to profit from their R&D. By contrast, the pharmaceutical industry depends on patent protection because it would be relatively easy for competent imitators to quickly copy new products by way of reverse engineering and to enter production by using commercially available ingredients. But even for the development of new pharmaceutical products and processes, firms rely heavily on other, more open, channels of knowledge and technology transfer, such as access to publicly funded research (Gambardella, 1995; Mowery, Nelson, Sampat and Ziedonis, 2001, p. 118).

Where patents are needed solely as an incentive to invent, as assumed in the invention motivation theory, they almost by definition and deliberately delay the adoption of (access to) new technology, because the patent grant raises its price. The patent may also slow down the creation and improvement of related technologies if the potential inventors are deterred by fear of infringement actions. Patent policy, at least conceptually, has the task of implementing the optimal trade-off between strong patent protection to encourage technological progress on the one hand, and ready access to new knowledge to permit its rapid diffusion and use, on the other hand (Scherer and Ross, 1990, pp. 621-626). In the case of Canada’s patent policy, at least two special features must be considered. One is the fact that patent protection in a small market can have only a very marginal effect on the amount of inventive activity worldwide. Scherer (1985, p. 85; and 1998, p.104) approvingly quotes the Canada Court of Exchequer which, in a 1971 decision over a patented medicines case, observed that it would “be unrealistic to think the returns from the Canadian market have any important bearing on whether research on an international scale will go on.” (Merck & Co. Inc. v. Sherman & Ulster Ltd., 65 C.P.R. 1, 24).

Thus, for Canada there exists no trade-off between the creation of new knowledge and its rapid adoption by producers other than the inventor. If Canada were unconstrained by international obligations, a patent policy focused on the national interest would disregard the invention motivation function of patents and would foster technological progress by promoting rapid diffusion of (access to) new technology. This would apply to new technology created in Canada as much as to new knowledge or technology created abroad, provided that Canadian inventors remained motivated to invent by obtaining patents in large foreign jurisdictions. The second important fact is the existence of international obligations requiring Canada to apply certain standards of patent protection and enforcement (see the section entitled Canada Needs to Toe
the Line on TRIPs and NAFTA). As it were, Canada has been made to pay its dues, but it must be understood that, from a national policy perspective, the invention motivation function of patents is not the reason for such payment. It follows that, as far as this function is concerned, there is no reason for paying more than is required under international obligations. This will be referred to as the dues-paid approach to patent policy in a small market. (The dues-paid approach to patent policy implies that there can be no suggestion that Canada could be a free rider on the international R&D system).

**Counter Arguments to a Dues-Paid Approach**

We have heard the opinion that Canada would consign itself to the status of a minor player in the world of pharmaceutical innovations if it provided patent protection only as strong as required by its international obligations, and less strong than provided by major players such as the United States and many European countries. We fail to see the logic of this opinion. Stronger patent protection is supposed to encourage inventive effort by raising the revenues expected from an invention. This cannot work in the case of Canada because inventors with a global market perspective expect to derive only a very small percentage of their total sales revenues from the Canadian market. The Eastman Report (1985, p. 347) estimates that Canadian consumption of pharmaceutical products accounts for less than 2 percent of world consumption. If a hypothetical enhancement of Canada’s patent protection beyond the standard of international obligations raised the domestic share of a Canadian inventor’s expected world revenues from, say, 1.9 percent to 2.2 percent, this would not likely have a noticeable impact on the domestic (or any other) inventive activity, and certainly could not make the difference in determining whether Canada would remain a minor player as a locus of pharmaceutical innovation.

Canadian inventors typically file for patents in foreign jurisdictions, especially in the United States, before filing in Canada. In many instances, they do not seem to file in Canada at all. Maskus (2005, Table 1) reports that, in certain years of the 1990s, Canadian residents applied as much as 50 percent more for U.S. patents than they applied for Canadian patents. The strength of patent protection in major foreign jurisdictions matters a great deal more to Canadian inventors than protection in the Canadian market. If the government wishes to encourage inventive activity in Canada, it must rely on other policy tools, such as support for graduate education, publicly funded research, R&D tax incentives, and support for regional clusters of research that have a critical mass. About 94 percent of patent applications in Canada are filed by foreign residents (ibid, Table 4). It stands to reason that stronger protection for these patents would more likely hinder than promote inventive activity in Canada.
Some Canadian inventors may expect to derive much more than 2 percent of their revenues from domestic sales; their inventive effort would then be guided by a domestic, rather than global, perspective. If such cases exist, they are likely to account for a small fraction of the six percent of all Canadian patent applications filed by Canadian residents. The existing standard of patent protection may provide insufficient incentives for some of these inventions, where making them would be in the public interest. The sensible policy would then be to support such research selectively, rather than enhance patent protection and concomitant rents for the other 99.9 percent. An example of such selective support is the U.S. Orphan Drug Act of 1982.

Occasionally, it is suggested that Canada ought to follow the example of Switzerland, because it is a small country with a highly successful world-scale, research-based pharmaceutical industry. Switzerland is a key proponent of strong patent protection for pharmaceuticals globally and at home. The suggestion is that the strength of the Swiss national patent system is behind the success of the Swiss pharmaceutical companies. Historically, however, Swiss industrialization progressed rapidly in the second half of the 19th century when Switzerland had no patent law of practical significance (Schiff, 1971, pp. 83-106). During this period, many leading Swiss inventions emerged and could be patented in other industrial countries — but not at home — while Swiss industry could freely use inventions patented abroad (ibid, pp. 107-112). Switzerland’s patent law of 1907 was adopted largely as a result of pressures from foreign (mostly German) competitors of the emerging Swiss chemical enterprises (ibid, pp. 93-94). And still, under the 1907 law, only chemical processes were patentable, while patent protection was denied to chemical substances (ibid, p. 95). Switzerland has allowed patents for chemical substances only since 1977 (Lanjouw and Cockburn, 2001). By that time, of course, the Swiss pharmaceutical companies had acquired a leading position in the world. It seems plausible that Switzerland’s current posture as a principal proponent of strong patent protection is a result of the strength of its research-based pharmaceutical industry, rather than the reverse. The Swiss experience suggests that Jacobzone (2000, p. 17) may not be completely correct when he claims that in the past, countries without a strong patent system “have been unable to develop a significant innovative pharmaceutical industry.”

So far, we have not found a valid argument suggesting why Canada should not follow a dues-paid approach in its national patent policy. One reason remains: the possibility that multinational pharmaceutical companies collectively use their ability to shift investment away from Canada to exert pressure on the government and make it accede to industry demands for stronger patent protection. This has happened before (Campbell and Pal, 1989, p. 83). Canada may be a strategic market for multinationals in the sense that it is one of the countries where patent protection needs to be enhanced beyond the standards
of current international obligations before the industry can hope to have new higher standards *globalized* in the next round of multilateral trade negotiations. Such strategic behaviour is more likely to succeed when pharmaceutical investment is regionally concentrated, as it is in Canada, and politicians are conscious of regional interests. On the other hand, it is not a foregone conclusion that all pharmaceutical companies will adhere to this strategy or will be able to make credible threats. Canadian pharmaceutical research facilities are of a high calibre and costs are low compared to U.S. and European levels. Competitive behaviour could prevail because all players know that it is advantageous for each individual firm to hold on to these resources, or to take them over should competitors decide to move their investment to other locations.

**THE INDUCE COMMERCIALIZATION FUNCTION**

The induce commercialization theory suggests that an important function of patents is to induce investors to commit resources to the development of commercial applications of inventions when these applications are still uncertain. Obtaining a patent may be a prerequisite for access to financing at the development stage. Similarly, a patent could be a prerequisite for selling or licensing the technology. An exclusive licence could then encourage others to invest in the development of the technology. Commercialization is an important aspect or stage in the diffusion of new knowledge, and the induce commercialization function of patents could be especially important for pharmaceutical inventions where costs at the development stage (notably, for clinical testing and regulatory approval) can be very high.

As Mazzoleni and Nelson (1998, pp. 275, 277) point out, the induce commercialization theory may apply independently of the invention motivation theory; or, in certain cases, both could apply simultaneously. Thus, for Canada, the induce commercialization function could be an important reason to offer patent protection, while the invention motivation function, as has been argued above, is not. An effective diffusion policy would then include patents as instruments to encourage the commercial development of new knowledge and technology in Canada. On the other hand, not all inventions need to be patented to ensure or facilitate their development (*ibid*, pp. 277-278). It must also be remembered that for most inventions patented in Canada, patents were previously granted in other jurisdictions, and commercial development would be already under way in the larger and more lucrative markets. If Canadian patent policy could be formulated without regard for international obligations, it would aim to grant patents only where they are needed for the specific purpose of commercial development in Canada. However, such a policy is ruled out under Canada’s international obligations. The granting of patents cannot be restricted to cases where they serve to induce commercialization and diffusion,
let alone domestic diffusion. In accordance with international rules, patents meeting certain standards must be granted regardless of their purpose, if applied for. A dues-paid patent policy may be doing more than enough with regard to the induce commercialization function of patents, but this is an empirical issue on which little evidence exists.

The induce commercialization theory has been used to justify the patenting of inventions that result from publicly funded research in government laboratories or universities. The invention motivation function of patents cannot apply to such research because its cost is covered with public funds. Inventing would go on in any case because obtaining patents is not the publicly funded researcher's motivation (one assumes). In the United States, the adoption of the Bayh-Dole Act in 1980, according to Eisenberg (1996) and others, was based on the presumption that firms have weak incentives to invest in the development work required for the commercialization of new knowledge "unless an exclusive licence on a university patent provides assurance that the returns from such investment can be appropriated" (Mazzoleni and Nelson, 1998, p. 277). Often, patents cannot be taken out on further inventing involved in development work. "Thus a controlling patent on the original invention is seen as the only way to prevent competition from sharing the returns through imitation" (ibid).

Patent policy for publicly funded research in Canada is not part of our mandate and is covered by a different study in this series (Callan and Cervantes, 2005). However, it should be noted that patent policy for publicly funded research is not constrained by international obligations to the same extent as the granting of patents to individuals and private firms. Essentially, the funding agency or the government department can set the rules or write the terms of contracts to determine under what conditions patents may be applied for in situations where inventions result from research that is (fully or partially) funded by the public. The same applies to licensing policy if publicly funded inventions are patented. Thus, in this area, Canada could try to set rules that restrict patenting to inventions that would not otherwise be developed commercially, or it could impose generous licensing provisions for technologies that should be used widely, either for ethical reasons or as research tools to stimulate further inventing. However, one should not underestimate the difficulties inherent in making such rules operational.

In the United States, university patenting has increased considerably since the adoption of the Bayh-Dole Act, though not necessarily because of it (Jaffe, 2000). Yet, it is still unclear whether the increased propensity of universities to patent and license research output has had the effect of accelerating its commercial use, compared to the situation where research results were simply placed in the public domain (Mowery, Nelson, Sampat and Arvids, 2001, pp.101, 117-118). One must assume that universities use patenting and exclusive
licensing primarily as a means of opening up new sources of funds. Therefore, they will tend to patent anything that has commercial potential. From a public policy point of view, one has to be concerned that widespread patenting and exclusive licensing of fundamental research results or of tools whose principal use is in further research could hinder not only commercial application, but also the advance of science. Whatever the impact of the Bayh-Dole Act on university patenting, allowing universities to "collect revenues from patenting and licensing research tools that, in an earlier era, likely would have simply been placed in the public domain ... does not spur technology transfer" or commercial development (ibid, p. 118). 22

THE INFORMATION DISCLOSURE FUNCTION

UNDER THE INFORMATION DISCLOSURE THEORY, "patents encourage and provide a vehicle for disclosure and, more generally, generate quick and wide diffusion of the technical information underlying new inventions" (Mazzoleni and Nelson, 1998, p. 278). Disclosure may stimulate further inventive activities and applications using the new knowledge without infringing on the patent holder's rights; it may also reduce wasteful duplication of inventive effort, thus freeing scarce resources for more productive research. The information disclosure theory has been part of the conventional wisdom of patent policy discussions for a long time (Machlup, 1958), and it is still popular today.

The basic idea is that without a patent an inventor might appropriate sufficient returns from a new process or product by using or producing it while keeping secret the information that imitators would need to have. The possibility of patenting and obtaining additional rents from exclusive rights during the term of the patent serves to lure the inventor into making the relevant information public. Thus, the patent grant gives society the relevant information on the new technology in exchange for the right of the patentee to exclude others from its use for the duration of the patent. In the opinion of Mazzoleni and Nelson (1998, p. 278), the information disclosure theory becomes more interesting when it is assumed that the inventor cannot exploit all possible uses of the invention. "Then, to the extent that the publication of a patent attracts the attention of parties who can make use of the invention, patenting can increase use." Indeed, as Ordover (1991, p. 50) has pointed out: "When secrecy is the main means of protection, the sale of information through licensing may become quite difficult, if not impossible." Legally secured disclosure with a patent thus may permit diffusion of new knowledge that could not occur if the information was kept secret without a patent.
The information disclosure theory of patents is well regarded in the Canadian patent policy community. An article entitled “The Canadian Patent System: An Appropriate Balance between the Rights of the Public and the Patentee” by Garland and Want (1999, p. 43) begins as follows:

It is well understood that in Canada the grant of a patent is akin to a contract or bargain between the patentee on the one hand and the government of Canada (representing the interests of the general public) on the other. The patentee receives the grant of an exclusive right to use the patented invention in Canada for a specific period of time in return for fully disclosing the invention to the public by way of the patent specification.

This statement is bolstered with a quotation from Mr. Justice Dickson in a 1981 Supreme Court of Canada decision. But one wonders whether in Canada a patent grant really is such an exchange. There must be very few Canadian patents that, in fact, trigger the disclosure of new knowledge. The same knowledge would have been disclosed in other countries’ patents, or the relevant knowledge in some cases could not have been kept secret for long. It is hard to imagine that an invention would not be patented and disclosed anywhere else just because it could not be patented in Canada. The rationale of the information disclosure theory seems particularly weak with regard to patents for pharmaceutical products. As stated above, the pharmaceutical industry depends on patenting much more than others exactly because it is practically impossible to keep the relevant information secret once the product becomes available on the market. Thus, one can hardly argue that information disclosure is one side of a bargain between the patentee and the public. The reason why Canada grants strong patents for pharmaceutical products is not information disclosure, but its international obligations. Canada is paying its dues and there is no reason to grant stronger patent protection than required by these obligations for the purpose of obtaining more disclosure of new knowledge.

THE EXPLORATION CONTROL FUNCTION

The Exploration Control Theory applies when an initial discovery or invention is seen as opening up a prospect of follow-on discoveries or inventions. According to this theory, a broad patent on a prospect-opening invention is needed to permit the development of a full range of possibilities to proceed in an orderly fashion (Kitch, 1977). The contention is that, without such a controlling patent, many researchers simultaneously will see the same opportunities implied in a scientific breakthrough and will race to exploit them. “Thus a broad patent on the initial invention is necessary if ‘wasteful mining of the prospect’ or ‘overfishing of the pool’ is to be avoided” (Mazzoleni and Nelson,
1998, p. 279). This contention, however, has been disputed by authors who are concerned about the implications of recent trends towards exceedingly broad and strong patents, even on embryonic inventions far removed from any specific practical use (Merges and Nelson, 1990; Mazzoleni and Nelson, 1998, pp. 279-282; Jaffe, 2000, pp. 540-552). An example of such patenting, which has attracted attention in high places as well as in the media, is patents for the human genetic code or segments of it.

Whereas the exploration control function of patenting was intended to prevent a tragedy of the commons, some authors are now more concerned about a tragedy of the anticommons. A proliferation of fragmented intellectual property rights, along with high transaction costs of bargaining, could deter inventive activity at the frontier of biomedical research (Heller and Eisenberg, 1998).

This is not the place to discuss the complex economics of the optimal scope of patents; the debate has not yet yielded answers that would fit all cases. As concerns Canada’s patent policy, it is worth noting that international obligations do not prescribe specific rules for determining the scope of patents. According to Ordover (1991, p.48), the Japanese system of granting relatively narrow patents evolved to meet the needs of an economy depending largely on domestic diffusion of imported technologies and research results. However, more than patent scope was involved. “The Japanese experience illustrates how a patent system that offers a narrow scope and weak novelty requirements can induce licensing, especially if it also creates institutional obstacles for obtaining a patent by means of an expensive and possibly protracted pre-grant opposition process” (ibid, p. 49). Thus a combination of institutional factors, a specific historical mix, was behind Japan’s successful diffusion policy. One should keep this in mind as we now turn to examining possible changes for some of these factors in the context of Canadian patent policy.

**POSSIBLE CHANGES IN PATENT POLICY AND THEIR IMPACT ON THE DIFFUSION OF INNOVATION**

**CANADA NEEDS TO TOE THE LINE ON TRIPs AND NAFTA**

The term possible changes in patent policy used in this study has two aspects. First, it must be possible for Canada to implement any such changes without violating its international obligations. Second, these changes should be possible or relevant in the sense of being currently on the policy agenda. International constraints on Canada’s patent policy stem mostly from the NAFTA (more specifically, chapter 17 of the Agreement) and the TRIPs Agreement. Canada must also comply with the Paris Convention (Paris Convention for the Protection of Industrial Property, Stockholm Text of 1967)
repeatedly referred to and reinforced by the TRIPs Agreement and others governed by the World Intellectual Property Organization (WIPO), such as the Patent Cooperation Treaty of 1970. Here we will concentrate on the TRIPs Agreement, but no attempt can be made to cover Canada’s obligations under it comprehensively.23

The TRIPs Agreement sets minimum standards that all WTO members must adhere to regarding the availability, scope and use of intellectual property rights for seven types of intellectual property, and it imposes enforcement and due process requirements. The Agreement’s section on patents defines patentable subject matter, the rights conferred by a patent grant, and the extent of disclosure required from patent applicants (Art. 27-29). The section on patents also includes a vague provision on limited exceptions to the rights conferred by a patent (Art. 30), and a detailed list of conditions that must be met if a member permits other uses without the authorization of the right holder (Art. 31), which is TRIPs vernacular for compulsory licensing. Furthermore, the section on patents stipulates that the term of protection shall be no less than 20 years counted from the filing date (Art. 33), and it ends with the so-called reverse onus provision (Art. 34) stipulating that the burden of proof can be shifted to the defendant in an infringement proceeding if the subject matter of the patent is a process for obtaining a product.

The TRIPs Agreement also imposes standards for the protection of trademarks (Art. 15-21) and for the protection of undisclosed information, often referred to as “trade secrets” (Art. 39). Of particular interest for the pharmaceutical industry is paragraph 39:3, which says that WTO members shall protect and not divulge undisclosed test or other data when these are required as a condition of approving the marketing of pharmaceutical or agricultural chemical products incorporating new chemical entities (subject to narrow exceptions and apparently without time limits). This type of intellectual property in data sets and the protection of trademarks are important for research-based and brand-name pharmaceutical firms and can provide some protection for the market share of their products beyond the expiry of patent rights (Maskus, 2000, p. 23).

Another type of constraints imposed by the TRIPs Agreement on Canada’s policies with respect to the protection and diffusion of intellectual property derives from its anti-discrimination provisions. These are: (1) the National Treatment provision requiring each WTO member to “accord to the nationals of other Members treatment no less favourable than that it accords to its own nationals with regard to the protection of intellectual property” (Art. 3:1); (2) the Most-Favoured Nation Treatment (MFN) provision, requiring each member to grant immediately and unconditionally to the nationals of all other Members any advantage, favour or privilege it is granting to the nationals of any other Member (Art. 4:1); and (3) the provision stating that “patents shall
be available and patent rights enjoyable without discrimination as to the place of invention, the field of technology and whether products are imported or locally produced" (Art. 27:1). Given these constraints, it would not be possible for Canada to apply differentiated rules to the intellectual property of nationals of different countries, though it may be feasible to favour Canadian nationals or firms for the purposes of diffusion policy with measures not covered by the TRIPs Agreement, such as funding or tax policies for R&D. The most important implication of item (3) is that patent owners must enjoy the same rights with respect to imported products as for products manufactured in Canada. Local working requirements for foreign-owned or any other patents are not permitted, except to prevent narrowly defined abuse of patent rights (Gervais, 1998, pp. 148, 162). In accordance with the cited provision from paragraph 27:1, importation is sufficient to meet local working requirements that would still be consistent with the Paris Convention (ibid, p. 167). Of course, local working requirements have not been a significant part of Canada’s patent policy for many years, not even as a sanction for narrowly defined abuse of patent rights (Vaver, 1997, pp. 168-170; and McFetridge, 1998, pp. 78-81).

The history of the TRIPs Agreement shows that its patent provisions were shaped largely through lobbying by major research-based U.S. and multinational pharmaceutical producers (Ryan, 1998; Gervais, 1998; and Sell, 1998). The most important achievements of this lobbying (mostly resisted by the developing countries) were: mandatory availability of product patents in addition to process patents, equal protection with respect to imported products, severe restrictions on compulsory licensing, and stringent obligations for all members to enforce intellectual property rights in their jurisdiction and at their border. Moreover, the integration of the TRIPs Agreement into the WTO system enables members to avail themselves of the WTO dispute settlement mechanism if other members violate the TRIPs obligations (Stegemann, 2000, pp. 1252-1263). In practical terms, the pharmaceutical producers and their trade associations are largely responsible for the vigilant enforcement of TRIPs provisions. These interests monitor foreign intellectual property policies for violations and routinely petition their home governments to make certain that other countries comply with their obligations. The dominant WTO members represent their domestic intellectual property interests by means of more or less subtle diplomatic pressures and invoke the formal WTO dispute settlement procedures only occasionally (Ryan, 1998; and Braithwaite and Drahos, 2000). Still, a significant percentage of formal disputes brought since the WTO was established on January 1, 1995 concerns the TRIPs Agreement, and a large percentage of these is based on complaints by pharmaceutical producers about violations of the Agreement’s patent provisions (WTO, 1999, pp. 72-73, 75-79). Two of those disputes involved Canada (Howse, 2000).
The image of *toeing the line* in the heading of this subsection has two applications. One is that Canada has no choice but to accept the obligations stemming from the TRIPs Agreement and the intellectual property provisions of the NAFTA Agreement. In cases where the limits of these obligations are ambiguous or not fully tested, Canada may still wish to be cautious. Developing countries are more likely to persuade a WTO panel of the merits of their diffusion policies, if a dispute is adjudicated under the WTO dispute settlement procedures. Certainly, the United States and the EU would not let Canada get away with a violation of its TRIPs obligations, or even a generous and possibly precedent-setting interpretation of the exceptions provisions. Since more than 80 percent of Canadian exports are destined for the U.S. market, Canada is especially vulnerable to diplomatic pressure from the United States; and there are always sensitive issues like exports of softwood lumber or wheat on the bilateral agenda to exert diplomatic leverage.

The second application of *toeing the line* is that Canada should not amend its patent laws or otherwise change its patent policy in ways that strengthen the protection of intellectual property beyond the TRIPs and NAFTA obligations, unless it can be demonstrated that such changes are in Canada's national interest, which includes rapid domestic diffusion of new technologies. By the same token, if the protection of intellectual property could be reduced without violating clearly understood international obligations, and if it can be demonstrated that such changes could increase or speed up the domestic diffusion of technology, Canadian law and policy should be amended accordingly. This is just another way of stating the dues-paid approach discussed in the section entitled *Implications of Patent Theory for Canada's Patent and Diffusion Policy*.

**EARLIER AND FULLER DISCLOSURE OF PATENT APPLICATIONS**

For new knowledge or technology to be diffused (applied widely), potential users other than the inventor must be able to learn it. Disclosure of an invention in the patenting process is one of the vehicles for disseminating new knowledge. Changing the rules to speed up disclosure or to increase the amount of information disclosed may thus raise the speed of diffusion. On the other hand, changing the rules in Canada may not do much, if the relevant information is available at the same time or earlier from other sources, or if the disclosed information cannot be used until some later date, such as after the expiry of the patent term, in any event. With the proviso that both *ifs* may apply in the case of pharmaceutical product patents, let us now consider the existing rules for disclosure and potential changes thereof.
As concerns the quantity and quality of information, Canadian law (Patent Act, s. 34(1)(b)-(c)) conforms with what is prescribed in the TRIPs Agreement (Art. 29.1):

Members shall require that an applicant for a patent shall disclose the invention in a manner sufficiently clear and complete for the invention to be carried out by a person skilled in the art and may require the applicant to indicate the best mode for carrying out the invention known to the inventor at the filing date or, where priority is claimed, at the priority date of the application.

Patent applications must be written to satisfy the criteria for patenting (usefulness, novelty and non-obviousness), and the claims that determine the scope of protection must be as broad as is justifiable to discourage infringement or to increase the prospect of winning an infringement dispute. For these reasons, patent applications are likely to disclose more than the bare minimum of information needed to satisfy disclosure requirements even if a patentee wishes to reveal as little as possible to competitors (Vaver, 1997, pp. 138-143).

The TRIPs Agreement is silent on the deadline for disclosure. But publication of patent applications 18 months from the earliest of the filing date or the priority date is now the international standard, including Canada, since 1989. The filing date of a patent application in any particular country is important for several purposes. In particular, it constitutes the date from which the term of a national patent is calculated. When the applicant wishes to obtain a patent for the same invention in more than one country (which is usually the case), the filing date of the first application determines the priority date of subsequent applications for the same patent. For certain important purposes, such as the evaluation of novelty and non-obviousness, the later applications will be treated as if they had been filed on the same day as the earliest application. This substitution of dates is valid only for subsequent filings occurring within 12 months of the filing for priority.

The right of priority can be obtained in several ways. It can be based on a national application, for example by first filing an application in the United States, and then obtaining priority under the Paris Convention for subsequent applications elsewhere. The same can be done by first filing a regional application, such as through the European Patent Office (EPO). The third way is filing an international application under the provisions of the Patent Cooperation Treaty before filing national or regional applications for the same patent. In each case, the contents of the patent application are disclosed 18 months after the priority date, which coincides with the date of the first filing. If priority is established through an international filing under the Patent Cooperation Treaty, disclosure takes the form of an international publication, meaning that the application is published in several major languages, at least saving the

Publication of a patent application discloses the invention and gives notice of the scope of protection which may be obtained if a patent is granted. This disclosure is important both for the applicant and for potential users of the claimed invention. The applicant may wish to advertise the invention to potential licensees. The date of disclosure is relevant in infringement actions, since the patent owner can prove an infringement only if the prohibited act was done after the publication of the patent application (Garland and Want, 2005, p. 6, note 30). As for the potential users of the claimed invention, some need to learn the disclosed information because they are potential licensees, others as rivals who may wish to invent around the pending patent or to challenge its validity, others still as innocent users who have to discontinue an infringing application. It is conceivable that any of these groups would welcome earlier publication of patent applications pending in Canada.

For the purposes of diffusion policy, it should be recalled that most countries moved from a system of post-grant publication to the present 18-month-from-filing rule because they wanted to enhance domestic industrial development through earlier disclosure of new technologies (Ragusa, 1992, pp. 144-145, 160-163). The question is whether disclosure earlier than 18 months from the date of filing is feasible and whether it would matter much for purposes of the diffusion policy.

A certain amount of time is needed to examine applications for formal requirements and to allow applicants to correct any defects discovered before publication can occur. In most cases, this examination takes place first at the international or regional stage of the process and then at the national stage. Most patent applications in Canada are not first filings. Since an applicant preserves priority rights by filing in Canada within 12 months of the priority date, it would not seem feasible to reduce the lag between the first filing and the publication of patent applications in Canada to less than 12 months from the priority date. In limiting cases, this would imply that publication would occur immediately after the application is filed in Canada, and this would be possible only if the results of earlier examinations at other patent offices were deemed to satisfy the requirements of Canadian law.

Would it matter much for the purposes of diffusion policy that patent applications were published six months earlier than is presently the case? In many cases, this would be inconsequential; reducing the lag between the first filing and disclosure by six months may simply increase the lag between disclosure and potential diffusion (wider use of a new technology) by the same number of months. This clearly would be the case when potential diffusion becomes possible only after the patent expires, as is the case for the production of generic substitutes of patented drugs. Similarly, diffusion by licensing may not be accelerated
at all by disclosing the contents of patent applications six months earlier, where licensing has to wait until a patent is granted. On the other hand, certain procedural steps aimed at reducing uncertainty about the validity of an applicant’s claims, such as pre-grant opposition, could be taken sooner if disclosure occurred earlier. Whether and how this would affect the diffusion of new technology will be examined in the subsection below entitled Additional Grounds for Pre-grant and Post-grant Opposition.

**The Length of the Deferment Period and the Diffusion of Innovation**

Under current Canadian law (s. 96(1) of the Patent Rules), an applicant can defer the examination of a pending patent for five years from the filing date. Prior to October 1996, the deferment period was seven years; the reduction from seven to five years was made in 1993 for operational reasons. Deferring the request for an examination is likely to be useful to an applicant who is uncertain about the market prospects of the invention and/or expects resistance from the Patent Office. Deferment does not extend the term of a patent, if granted, nor can it be used to keep an invention secret. The term of a patent runs from the filing date, and an application becomes public 18 months from filing, regardless. If no request for examination is made within the specified period, the application lapses. The question to be examined here is how a change in the length of the deferment period might affect the diffusion of new technologies.

Heller (1995, p. 244) reports data provided by the CIPO; in the case of biotechnology inventions, the average time between the date of filing (or the priority date) of an application for a patent and the date of the request for examination was 12.57 months for the 6,604 applications filed between October 1, 1989 and September 24, 1993. The average lag from the request for examination to the date of issuance of the first Patent Office action on the merits of the application was 19 months. Thus, it appears that the actual deferment period was not all that long on average; it seems short compared to the subsequent delay at the Patent Office. However, this information is a snapshot of applications filed during a four-year span. Over that period, only 17.42 percent of biotechnology applicants and 30.81 percent of non-biotechnology applicants requested examination. It would be interesting to learn what the average term of deferment was for applicants who eventually requested examination, and what percentage used the full deferment period allowed under Canadian law. Were the constraints binding for some applicants? Are there distinct patterns of deferment time used by type of technology, size of firm, national origin of inventions, or breadth of patent claims?
Heller (ibid, pp. 257, 263) points out that members of the Canadian biotechnology industry consider the deferment of examination as an important option in their patent strategies, and this option is closely related to another element of their strategies: seeking broad blocking patents, or at least making broad blocking patent applications. Patent applicants may have one or several of the following reasons when invoking the right to defer examination for up to five years: (1) the applicants can establish a priority date for an invention without immediately committing themselves to the full process of patenting, which is an advantage especially when the outcome is uncertain; (2) they may wish to wait for other patent offices to determine the patentable scope of claims before requesting examination in Canada (Wainwright, 1997, p. 67); (3) pending applications, especially those containing broad claims, may prevent competitors from manufacturing, using or selling products covered by the claims or from using processes covered; for competitors, the outcome may be more uncertain than for the applicant; (4) the claims of a broad patent are likely to be restricted during examination, or a patent could be denied, but the applicant may be able to get a head start in using the claimed technology or even sell it, as long as the outcome is still uncertain; and (5) applications containing broad claims may assist the applicant or prospective licensees in attracting development capital.

We are unable to determine how broadly applicable these motivations for deferment are. Tentatively, we conclude that because of reason (1), deferment may promote diffusion as new knowledge may be disclosed earlier. Reasons (4) and (5) taken by themselves may point in the same direction, thus uncertainty could sometimes speed up diffusion, once prima facie validity is established (ibid, p. 67). Reason (2) seems neutral as far as its impact on diffusion is concerned. However, reason (3) must be considered a clear impediment to diffusion that could not prevail for as long a period of time if the deferment period was shorter. If deferment should remain an option in Canada for any of the other reasons, the blocking effect of reason (3) could be reduced by giving third parties a right to request an early examination.27

As a practical matter, it seems that applicants who file for priority outside Canada could always defer examination of their Canadian applications by up to 12 months without losing priority here. To that, one could add the time taken by the Patent Office to examine the application. Deferment periods do not exist in other important jurisdictions. In the United States, the examination sequence is initiated with the filing of the application; examination does not have to be requested as in Canada (Wainwright, 1997, p. 68). In Japan, deferment does not exist either under current law (Ohtsuka, 1997, p. 343).
ADDITIONAL GROUNDS FOR PRE-GRA NT AND POST-GRA NT OPPOSITION

IN SEVERAL JURISDICTIONS, patent law provides for opposition procedures to allow third parties to present objections to the grant of a patent or certain claims stated in the patent application. An opposition may be filed before a patent is granted (pre-grant opposition), or after (post-grant opposition). Canadian law currently does not have a formal opposition procedure; however, Canada has taken two modest steps in the direction of such procedures (Garland and Want, 1999, pp. 45-47; also 2005, pp. 6-8).

Pursuant to s. 34.1 of the Patent Act, any person may file with the Commissioner of Patents prior art consisting of patents, published applications and printed publications which the person believes to have a bearing on the patentability of a claim in a pending application. After a patent has been granted, any person may, pursuant to s. 48.1, request a re-examination of any claim of a patent by filing prior art and submitting written representations. A re-examination board then determines whether a substantial question of patentability has been raised. In the affirmative, the patentee is given an opportunity to reply and set out its case. The re-examination board has the power to cancel any or all claims it determines to be unpatentable.

According to Garland and Want (1999, p. 47), both provisions have not been used to any great extent. They speculate that “this is because of the belief that, should the adverse party be unsuccessful at this stage, the result may prejudice its position if it should subsequently need to challenge the validity of the patent before a court.” A court proceeding offers greater opportunities, for parties that have the resources, to challenge the validity of a patent, because in a trial all aspects of a patent can be re-examined and expert testimony can be introduced. The mere right to file prior art with the Commissioner of Patents obviously pales in comparison with what can be done before a tribunal.

While the actual effect appears to be very limited, Garland and Want (1999, p. 46) argue that the rudimentary opposition provisions are among the “checks and balances in the Canadian patent system” intended to correct for the “initial imbalance” favouring the interests of the patentee over the interests of the general public. In their opinion, such imbalance can result from the relatively weak Canadian examination process, which is less rigorous than the process conducted by the U.S. Patent Office or the EPO. This is the principle of opposition provisions. As Kingston (2001, pp. 416-417) stated in a slightly different context, “… the best imaginable search engine is the vigilance of firms likely to be affected competitively” if a disputed patent claim were granted. Opposition provisions should help rid the market of patent protection for technology that ought to be free for all to use because it does not meet the conditions...
of patentability. Successful opposition thus can promote the diffusion of technology that no one should be allowed to monopolize.\textsuperscript{28}

Canada could make several changes to achieve this objective. First, it should be possible to base an opposition on non-compliance with any substantive patentability requirement. In addition to the lack of novelty as evidenced by prior art, opposition could be based on the lack of an inventive step or of industrial application, or on insufficient disclosure of the invention. The European Patent Convention (EPC) allows all of these grounds for post-grant opposition, which will be reviewed here because it is more explicit and formal than the EPC’s provision for pre-grant opposition known as the filing of \textit{observations} by third parties.\textsuperscript{29} Opposition can also be based on the ground that something is not regarded as an invention under the EPC, a relevant example being “discoveries, scientific theories and mathematical methods” [Art. 52 (2)(a)]. This could be a ground on which to oppose the patenting of research tools, if such patenting cannot be challenged for lack of industrial application.

Finally, opposition could be based on the ground that something is considered an exception to patentability. Article 53 of the EPC contains two categories for which patents shall not be granted: “(a) inventions the publication or exploitation of which would be contrary to the ‘ordre public’ or morality ...” and “(b) plant or animal varieties or essential biological processes for the production of plants or animals” with the exception of microbiological processes or the products thereof. For both categories, opposition from third parties presumably could help prevent patenting in borderline cases. However, for the first category, one probably would not wish the lack of patentability to result in broader diffusion. Besides, for both categories the TRIPs Agreement stipulates that inventions thus excluded from patentability must not be commercially exploited in the acting country (Maskus, 2000, p. 20).

Providing additional grounds for opposition is one way of reducing the risk that patents may be granted for technologies that do not meet patentability requirements. Another way is a procedural reform aimed at reducing the cost of resolving patent disputes. Indeed, the two types of reform are close complements because available grounds for opposition will not be used if the cost of winning an opposition procedure is prohibitive. To reduce the high cost of patent litigation, Kingston (2001, pp. 411-415) has proposed compulsory arbitration of disputes, with legal aid for the respondent party in the event of an appeal to the courts of an arbitration decision. We believe that this proposal can be adapted to turn Canada’s post-grant examination procedure into a more effective tool of diffusion policy.

As Kingston sees it, an “important reason for the high levels of patent litigation cost is the use of the same Court arrangements for settlement of what are at heart technical issues, as for non-technical disputes” (p. 413). Therefore, he recommends arbitration by a panel of independent technical experts, as exists
in the United States in the form of the Board of Patent Appeals and Interferences (p. 414). This type of board, which would decide on the merits of opposition at the re-examination stage under Canadian law, should provide for compulsory arbitration with limited appeals to the courts. If arbitration is voluntary, it is not used in intellectual property disputes “where the cost of litigation intimidates — and is indeed intended to intimidate — attempts by a weaker party to obtain justice” (p. 413). Since any form of arbitration must allow for appeal to the courts, it may seem that the cost and intimidation would still discourage weaker parties from using opportunities for opposition. Therefore, Kingston recommends compulsory arbitration with a special feature added: legal aid for the party which accepted the arbitrator’s decision, i.e. the respondent in an appeal case. Kingston considers that it is most unlikely such legal aid would cost very much. His argument in support of legal aid is based on the assumption that, without it:

[n]o small- or medium-size firm would ever appeal, both because it would lack the resources to litigate and because to do so would give a gratuitous advantage to its opponent by shifting the ground of the battle to where the latter is likely to be stronger. Large firms would also see many convincing reasons for not appealing, once they were no longer able to bring their financial advantage to bear (pp. 414-415).10

Elsewhere in this series, Hall (2005) reports on joint work in progress, comparing the effects of patent opposition under U.S. and European (EPC) law. We can only refer to this research, which is much more comprehensive and analytical than anything available in the literature, but not sufficiently advanced at the time of writing for us to comment on the implications for Canada’s options for opposition procedures.

PATENT TERM RESTORATION AND THE DIFFUSION OF INNOVATION

PATENT TERM RESTORATION (PTR) is a relatively recent issue in patent policy, and is entirely specific to the pharmaceutical sector. The basic idea of PTR is that, in the case of innovative prescription drugs, the patent term should be extended beyond the standard length of 20 years from the date of filing to compensate the patent owner (fully or partially) for the time taken by the government’s regulatory review before a patented drug is approved for marketing. This concept has been implemented under U.S. patent law since the passage of the Hatch-Waxman Act in 1984. Japan followed with a PTR amendment to its patent law in 1987 (Ohtsuka, 1997, p. 344), and the European Union adopted a regulation in 1992 requiring member countries to provide for the equivalent of PTR with a construct outside patent law, named the Supplementary Protection Certificate (Tritton, 1996, pp. 115-120; and Moore, 1998). Canada does not
grant PTR. Research-based pharmaceutical producers have suggested that this constitutes a gap in Canada’s protection of drug patents which needs to be closed. The TRIPs Agreement does not require PTR and is silent on the issue. The NAFTA (Art. 1709:12) recognizes that a member country may provide for PTR “in appropriate cases, to compensate for delays caused by regulatory approval processes.”

The official name of the Hatch-Waxman Act is The Drug Price Competition and Patent Term Restoration Act of 1984. As Wheaton (1986) has shown, the Act was a quid pro quo to satisfy simultaneously the demands for legislative action expressed by two segments of the U.S. pharmaceutical sector: the generic drug producers and the brand-name or research-intensive drug producers. For the generic producers, the Act made two key changes to speed up the introduction of generic copies of brand-name drugs as their patent expires (CBO, 1998, pp. 43-45). One was an amendment to the U.S. Food, Drug, and Cosmetic Act to permit generic producers to submit generic copies for approval under an abbreviated New Drug Approval Application (ANDA) procedure. Prior to the amendment, the U.S. Food and Drug Administration (FDA) for a time had “insisted that each application for the approval of a generic drug must be supported by test data of the same quantity and scope that a full New Drug Application (NDA) for a pioneer drug would contain” (Wheaton, 1986, p. 440). Subsequent to the amendment, ANDAs for generic copies were acceptable if they contained the following information (ibid, p. 458):

- that the approval is sought only for uses already approved for the pioneer drug;
- that the active ingredients and the route of administration, dosage form, and strength of the new drug are the same as those of the pioneer drug;
- that the generic is bioequivalent to, and bioavailable to the same extent as, the pioneer; that the labelling of the generic will be the same as that for the pioneer; the details of the ingredients and manufacturing process of the generic; and a certification that approval of the ANDA will not violate a patent held by the maker of the pioneer.31

The other important pro-generic amendment enacted by the Hatch-Waxman Act was the statutory reversal of the Bolar decision rendered by the U.S. Court of Appeals for the Federal Circuit (Roche Products, Inc. v. Bolar Pharmaceutical Co. 1984). In that case, the court held that a firm’s use of another firm’s patented active ingredients to perform the tests necessary to obtain approval of a generic version of the patented drug was an infringing use under patent law; testing by a competitor would not fall within the experimental use exception. As a result, because the active ingredient essentially is the drug to which a generic copy must be equivalent, the Bolar decision prevented any meaningful testing, including testing for bioequivalence and bioavailability, until the relevant patents expired; and this could have delayed the market...
entry of generic copies for several years (Wheaton, 1986, p. 448). The Hatch-Waxman Act overruled the Bolar decision by amending the U.S. Patent Act to say that it is not a patent infringement to make use of a patented invention solely for uses reasonably related to the development and submission of information under a federal law regulating the manufacture, use or sale of drugs. According to Wheaton (ibid, pp. 462, 484), this amendment was broad enough to permit the use of a patented product for testing not only to submit an ANDA for an exact generic copy, but also for testing to submit a full or supplemental NDA on a new drug use, a new dosage form, or a combination drug product that could not be formulated without the pioneer compound.

In exchange for the two major pro-generic measures, the Hatch-Waxman Act made available two forms of enhanced protection for products of research-intensive pharmaceutical firms. One of these was a set of Market Exclusivity Grants for drugs approved by the FDA in full or supplemental NDAs (ibid, pp. 463-464; and CBO, 1998, pp. 41-42). This form of incentive for invention had previously been legislated for a more limited purpose in the 1982 Orphan Drug Act. The other measure of the Hatch-Waxman package favouring research-intensive firms was an amendment to the U.S. Patent Act to provide for PTR. In principle, an extension of a drug patent’s basic term is granted to compensate for the regulatory review period, subject to three limits: the maximum extension is 5 years; the sum of the extension and the portion of the basic term remaining after the regulatory review is completed cannot exceed 14 years; and PTR can be granted only for one patent per newly approved chemical entity (Wheaton, 1986, p. 466).

At the request of the Chairman of the U.S. Senate Committee on the Budget, the CBO has studied the effects of changes made by the Hatch-Waxman Act along with other changes affecting the U.S. pharmaceutical sector (CBO, 1998). The study found that, on average, PTR added 3 years to the term of new drugs approved between 1992 and 1995 (ibid, pp. 39-40). Taking into account the change in the basic patent term (previously 17 years from patent grant, now 20 years from filing) and increases in the time needed for approval, the average period of marketing under patent protection rose from 9 years before the Hatch-Waxman changes were made in 1984 to about 11.5 years in 1994. During the same period, the lag between the expiry of a patent and generic entry into the market declined from usually 3 to 4 years before the Hatch-Waxman Act to frequently 1 to 3 months in 1994 (ibid, pp. 38-40). Thus, on balance, the average point of entry of generic competition now occurs slightly earlier than before the Hatch-Waxman Act for patents affected by it; on average, the 2.5 years of extra patent protection for innovative drugs did not fully compensate for the effects of much speedier generic entry. Moreover, in 1983, only 35 percent of the top-selling drugs no longer covered by patents had to compete with generic copies. Today, nearly all do (ibid, pp. 37, 45).
The CBO estimates that the present value of the total profit stream from marketing an innovator drug throughout its productive life, discounted to the date of market introduction, has declined by roughly 12 percent between 1984 and 1994 (ibid, p. 47). However, in response to industry proposals to further increase the term of patent protection for research-intensive pharmaceutical products, the CBO points out that accelerating the FDA review by one year would have a much greater effect on the present discounted value of the returns from marketing a new drug than lengthening the patent term by one year. “Thus, reducing FDA approval times — if it could be done without sacrificing safety concerns — would be more effective in helping both the drug industry and consumers” (ibid, p. 49).

In the section entitled *Implications of Patent Theory for Canada’s Patent and Diffusion Policy*, we distinguished four basic functions of patent grants. Only two could be served by PTR, the invention motivation function and the induce commercialization function. The information disclosure function and the exploration control function are clearly not affected when the issue is whether the term of patent grants for new chemical entities should be extended by a couple of years. Indeed, in its study of the effects of the *Hatch-Waxman Act*, the CBO refers exclusively to the invention motivation function of drug patents stating that “temporary monopoly status is often necessary to provide sufficient incentives for drug companies to invent new products that benefit consumers” (p. 3). However, it should be understood that the CBO does not resolve the question of whether the term of the temporary monopoly status that resulted from the *Hatch-Waxman Act* and other changes affecting the U.S. pharmaceutical sector is too short, too long, or just right. “No one knows whether that (the current) amount of investment in R&D is over or under the optimal level” (p. 48). This is just too difficult a question to answer.

The CBO estimated the effects of changes in the length of the patent term, including PTR, on the returns from marketing the average innovator drug (ibid, pp. 45-49). The CBO assumes, probably correctly, that a further extension of the patent term would result in additional invention of new drugs because a longer term means higher profits, and then concludes that reducing the time needed for drug approval would be a better policy option. Yet, if legislators chose to grant further PTR or an enhanced period of market exclusivity, perhaps because approval delays could not be shortened significantly, nobody would know whether the benefits of increased inventive activity would cover the costs to the U.S. national welfare of higher drug prices and delayed diffusion of new technology. When the *Hatch-Waxman Act* and prior attempts at legislating PTR were debated, the proponents of longer patent terms claimed that research-intensive drug producers were near an innovation crisis, whereas opponents, including then Congressman Al Gore, called PTR an expensive and unnecessary giveaway (Wheaton, 1986, p. 450; and Gore, 1982).
With respect to industry demands to make PTR available in Canada, the issue is clearer. We can refer back to the discussion about the implications of the invention motivation function of patents in the section above entitled *The Invention Motivation Function*. Decisions on research programs for discovering new chemical entities are made in relation to the expected profitability of research expenditures on a worldwide basis. It is inconceivable that PTR in Canada would significantly affect those decisions. Making PTR available for patented innovator drugs sold in the Canadian market would not result in significant benefits to Canadians from additional invention on a worldwide scale. Even if there were some marginal benefits, they would not compensate for the costs of PTR in terms of delayed diffusion and higher prices for the vast majority of innovator drugs that would also be available without PTR in Canada.\textsuperscript{32} The effects on diffusion could be drastic if PTR sufficiently shortened the remaining commercial life of a product to discourage the entry of a generic producer who might have entered at the end of the standard patent term.\textsuperscript{33}

A counter argument has been made that the absence of PTR could cause Canadian innovative firms to re-locate in the United States (Heller, 1995, p. 255). We wonder what the logic of this argument is. Canadian inventors of new drugs always apply for U.S. patents. Indeed, they typically apply for a U.S. patent before they apply for one in Canada because the U.S. market is much more lucrative. Re-locating to the United States could not generate any benefit in the form of added patent protection, because Canadian innovators obtain the benefits of U.S. patent law in any event. It is hard to imagine that U.S. patent law would deny PTR to Canadian nationals and firms because of the location of their business if their inventions otherwise qualify for it. This would be ruled out by the non-discrimination provisions of international agreements and conventions discussed in the subsection above entitled *Canada Needs to Toe the Line on TRIPs and NAFTA*, of which the United States is also a member.

Introducing PTR in Canada could accentuate the timing problem faced by Canadian generic producers when the viability of producing a generic substitute depends on exports to the U.S. market. The timing problem arises because inventors often delay filing of patent applications from one country to the next, and applications are filed in Canada with a delay. Let us first consider the consequences of this delay for generic producers without PTR in any country. "If a company files first in the United States and second in Canada one year later, then the U.S. patent would expire one year sooner. But a Canadian based generic drug company would not be able to manufacture in Canada for export to the U.S. market for the one year during which the patent is still in effect in this country. Hence, Canadian generic drug exporters are disadvantaged by this rule, which enables the U.S. patent holder (or another U.S. producer) to corner the generic market for its product in the United States while the Canadian company is effectively blocked from market entry" (Heller, 1995, p. 258).
As McFetridge (1998, pp. 85, 88) pointed out, Canadian producers of generic copies still had a head start in export markets when they were able to obtain early compulsory licences for production in Canada. Of course, these are long gone. When PTR was granted in the United States, but not in Canada, the timing problem must have shifted to the disadvantage of U.S. generic producers whenever the U.S. patent over a pioneer drug was granted an extension of more than one year. With equivalent PTR in Canada (for the same product and same duration), the timing advantage of U.S. generic producers (as described by Heller, quoted above) would be restored. Thus, if one is concerned about Canadian generic firms re-locating production to the United States, introducing PTR in Canada could be a counter-productive move.

SUMMARY AND CONCLUSIONS

DIFFUSION OF INNOVATION IS DEFINED as the way in which innovations spread throughout the economy. It can be traced with the help of three sets of indicators.

First, diffusion of new products and processes can be measured by the rate of their adoption among potential users, or by their share of total industry output. In some studies, the definition of innovation is narrowed down to a selection of significant breakthrough products, and their diffusion is measured by the market share they capture over a specified period of time. These indicators have been used in studies of drug innovation. Their advantage is the availability of detailed marketing data. One of their weaknesses is the different definitions of innovation (a product or process new to the firm, to the industry, to the country, or to the world). The various lists of significant innovations by definition include an element of subjectivity.

The second set of measures of diffusion is based on patent counts, patent citations, and bibliometric analysis of citations of scientific literature in patents. The strength of these measures derives from the pervasiveness of patents (especially in the pharmaceutical industry) and relatively easy access to this information. Their weaknesses (discussed in detail in the third section) include the varying propensities to patent across firms and industries, and the highly uneven distribution of patents’ economic value. Published studies of patent citations of scientific literature demonstrate heavy dependence of pharmaceutical innovation on the diffusion of knowledge from universities and government laboratories. In contrast to many other industries, innovation in the drug industry depends much less on the interaction of innovating firms with users and suppliers.

The third set of indicators focuses either on supply-side aspects of innovation, for example, on R&D spending and the number of scientific personnel, or on demand-side factors, for example, public and private spending on drugs, or
more generally health care spending. (Some of these indicators measure the potential for creation of new knowledge, rather than the diffusion of innovation narrowly defined).

Theories of innovation diffusion emphasize the importance of profitability and the risk and uncertainty surrounding the adoption of innovations. In the pharmaceutical industry, the risk and uncertainty are mediated by the regulatory approval process. The profitability of innovation and its adoption is significantly affected by patent protection and by generic competition. Our review of the literature suggests that a tightening of regulatory standards may improve the quality of innovations (Jacobzone, 2000, p. 18). The imposition of government controls on prices of prescription drugs in major world markets not only reduces the amount of innovation, but may also negatively affect its quality (ibid, p. 37).

Patents are important for innovation generally, but more so in the pharmaceutical industry than in most other industries. In the United States, the adoption of the Hatch-Waxman Act in 1984 strengthened patent protection for innovative drugs by extending the patent term; at the same time, it weakened the market position of brand-name drugs by facilitating the entry of generic competitors after patent expiry. Several studies (for example, Grabowski and Vernon, 1987; and CBO, 1998) concluded that the net impact of this initiative was a slight encouragement of innovation. However, additional extensions of the patent term would be less desirable than a shortening of the drug approval process: An extension of patent life adds cash flow at the end of the product cycle, where the present value of the cash flow is low. In contrast, a shorter regulatory approval period would increase cash flow at the beginning of the product cycle, enhance the value of the innovation substantially, and stimulate early additional innovation.

Our analysis of the implications of patent theory for Canada’s patent and diffusion policy in the pharmaceutical industry adopts the general framework from Mazzoleni and Nelson (1998). They postulate four functions of the patent system: Motivation of innovation, inducement of commercialization, information disclosure, and exploration control. A summary of our conclusions follows.

It would be difficult to rationalize strong patent protection in Canada on the grounds of the motivation of innovation function because the Canadian market is too small to affect more than marginally the R&D policies of pharmaceutical producers who invent new drugs with a view to marketing them all over the world. Thus, rapid diffusion of innovation should be the primary objective of Canadian patent policy. Canada provides strong patent protection for pharmaceuticals for the reason that this is required by its obligations under international agreements. Canada is paying its dues and cannot be accused of being a free rider on the international R&D system if its patent policy is modified to
promote faster diffusion of pharmaceutical innovations within the scope of discretion remaining under these international agreements.

The induce commercialization function of patents could be a separate reason for extending patent protection in Canada. The notion here is that investors wish to minimize the risk inherent in committing resources to the development and commercialization of innovation. When an invention is protected by a patent, the risk may be reduced. Thus, patent protection could help promote the diffusion of innovation. This is relevant to the debate on the desirability of patenting inventions that result from publicly funded research. We note that the empirical evidence on the induce commercialization function of such patents is the subject of some debate, but do not elaborate the argument, since publicly funded research is the subject of a separate study in this series.

Patents have a well-known function of information disclosure which, in turn, is expected to stimulate the diffusion of new knowledge. However, pharmaceutical patents may be an exception to this general proposition. Once released, a new drug can easily be copied, regardless of whether the information is released through a patent. Rather than promoting the diffusion of new knowledge, a patent delays the diffusion of pharmaceutical innovation, often until after the expiry of the patent. As such, the Canadian patent system cannot contribute much to information disclosure in any event, because most inventions are patented and published elsewhere in the world.

Finally, the exploration control theory of patents applies to situations where an initial discovery opens up many different prospects for subsequent discoveries and inventions. This theory contends that a broad patent is needed to promote orderly development of the full range of possibilities. This may be important in the pharmaceutical industry, since drug innovation has often been characterized by clusters of innovative products derived from a major medical or biochemical discovery. The application of broad patents for results of biotechnological research has become controversial. A meaningful assessment of this controversy would require considerable knowledge of the relevant sciences, and we do not pursue it in this study.

We consider a range of possible changes in Canadian patent policy and their impact on the diffusion of innovation. A discussion of these changes is relevant in that they are currently on the policy agenda, and they are considered within the room for discretion available under Canada’s international obligations. In particular, we examine the following: opportunities for fuller and earlier disclosure of Canadian patent applications; changing the length of the deferment period by which the examination of patent applications can be postponed; adding new grounds for pre- and post-grant opposition, as provided by the European Patent Convention; and, finally, providing Patent Term Restoration (PTR) for new drugs in order to compensate for the marketing delay imposed by the regulatory approval process.
PTR was made available in the United States by the Hatch-Waxman Act of 1984. The measure was controversial at the time, and a recent study by the Congressional Budget Office (1998, p. 48) concluded that “no one knows” whether the current amount of investment in pharmaceutical R&D is over or under the socially optimal level. For Canada, the issue is more clear-cut. As has been explained, the invention motivation function is not a reason for strong, let alone stronger, patent protection in Canada. The other three functions of patents would not be affected by making PTR available, and PTR is not required by the TRIPs Agreement or any other international agreement.

ENDNOTES

1 Knowledge transfer is defined as the use of scientific knowledge by other scientists for the purpose of enhancing science. Technology transfer is defined as the use of scientific knowledge by scientists and others in new applications, or as the movement of know-how, technical knowledge, or technology from one organizational setting to another (Bozeman, 2000, p. 629 and 642). Salter and Martin (2001, p. 521) draw a distinction between information and knowledge. They argue that information only becomes knowledge (and thus valuable) when users have the capability to make use of it.

2 By analogy with the transmission of infectious diseases in a population, the probability that a member of the population contracts the disease (that an agent adopts the innovation) initially rises as the number of infected people increases. Eventually, however, the probability declines as the number of members not yet infected (the number of agents available to adopt the innovation) decreases.

3 There are exceptions. For example, in Japan, physicians dispense the drug they prescribe and benefit financially from the margin between the reimbursement price and the acquisition price. Similarly in the United Kingdom, fund-holding general practitioners who do not spend all their drug budget could reinvest the savings in their practice (Danzon and Chao, 2000, p. 316).

4 According to press reports, the French government exhibited considerable reluctance to withdraw from the market drug products shown to be ineffective (or even to reduce the reimbursement for such products). The justification for this reluctance is the damage such withdrawal would cause to drug producers, in particular smaller, French-owned firms. This policy does, of course, have a negative impact on the diffusion of better, but more expensive, new products. (“Pourquoi rembourser les médicaments inutiles?,” Le Monde interactif, July 20, 2001).

5 More than 88 percent of these agreements were initiated before the project reached the development stage, while 76 percent included a licensing contract (Orsenigo, Pammoli and Riccaboni, 2001, p. 491).
The list of the leading 15 firms participating simultaneously in agreements of both types includes most of the largest multinational pharmaceutical companies, including Hoffmann La-Roche, Smith-Kline, Abbott, Bayer, Bristol-Myers-Squibb, Merck, Pfizer, etc. (Orsenigo, Pammoli and Riccaboni, 2001, p. 499).

Several studies show that drug companies with better in-house scientific research programs have exploited more effectively outside scientific information, or that large firms are better able to capture and use both internal and external knowledge spillovers. Similarly, large biotechnology firms with higher internal knowledge pursue more actively external linkage strategies (Veugelers, 1997, p. 305).

Historically, prescription drugs advertised only to prescribing doctors were described as ethical drugs (meaning that it would be unethical to advertise them to the general public). More recently, an increasing number of well-known prescription drugs have been advertised to the public (especially in the United States). This development is the subject of considerable controversy. The amount spent on advertising of prescription drugs to the public in the United States rose from $35 million in 1987 to $357 million in 1995, to $610 million in 1996, and to more than $1 billion in 1997 (Coscelli, 2000, p. 350). The estimates for 2000 are as high as US$2.5 billion (“Pill Pushers,” The Economist, April 1, 2001).

The IMS database is the usual source of this information.

Santarelli and Piergianni (1996) report the results of their study of product innovations introduced in the Italian industry in 1989, based on a sample of 25 Italian technical and trade journals.

The others include trade-marks, industrial design, commercial secrecy, imitation lag, learning curve effects, firm-specific skills and know-how, investment in marketing, and customer service.

This can be remedied by asking patent holders if a commercialized innovation actually exists.

To minimize the biases in international comparisons of the intensity of innovation diffusion in different industries, patenting of various types of innovations should therefore be expressed as a percentage of total patenting in the country (Lanjouw and Mody, 1996, p. 559).

There is some evidence that firms whose patents are cited more frequently have higher stock market value (Harhoff, Narin, Scherer and Vopel, 1999, p. 511).

They obtained estimates of the dollar value of each patent by contacting the owners of a sample of patents. They asked what minimum amount of money the owners would be prepared to accept for selling the patent 17 years before if they had knowledge of the profit history of the invention they presently hold.

However, leading pharmaceutical companies frequently report R&D spending on human pharmaceuticals as a separate item.

Some research-based pharmaceutical companies have established generic subsidiaries and are selling both the brand-name and the generic versions of some of their products in two segments of the market (Jacobzone, 2000, p. 25).

Biotechnology firms are frequently founded by academic entrepreneurs who own patents and possess the tacit knowledge, which no one else is able to exploit.
This sample accounted for 67 percent of invention disclosures, 70 percent of licenses, and 68 percent of revenues received by member institutions of the Association of University Technology Managers (Jensen and Thursby, 2001, p. 242).

The licensee is also subject to moral hazard in that it may shelve the innovation, or use it for blocking purposes, instead of attempting commercialization. The Bayh-Dole Act includes a march-in provision allowing the government to take back the invention when this occurs (Jensen and Thursby, 2001, p. 247).

The first five sources of cited U.S. drug and medicine research papers were the various components of the National Institutes of Health, followed by the American Cancer Society and the National Science Foundation (Narin, Hamilton and Olivastro, 1997, p. 327).

Mazzoleni and Nelson (1998, p. 278) point out that the Bayh-Dole Act has led universities to advertise their inventions more actively. In some instances at least, a patent with information regarding the nature of the invention and its contemplated applications may provide potential users with more, and more practical information than would a scientific publication alone, or the patent may be noticed by a different audience.

See Maskus (2000, Chapter 3) for a general overview of key provisions of the TRIPs Agreement. Trebilcock and Howse (1999, Chapter 12) offer a more detailed analysis. Watal (2000) provides a most comprehensive and detailed legal interpretation of the Agreement from a developing nation's perspective.

The United States started publishing patent applications only in 1996 (Todaro, 1996, p. 228). But U.S. inventors can prevent disclosure of their applications if they decide not to file abroad. In such cases, disclosure occurs only if and when a U.S. patent has been granted.

For these and other reasons it is sometimes advisable to publish the patent application as early as possible (Wainwright, 1997, p. 63 and 67). Canada provides for early publication at the applicant's request, as do the United States and the EPO.

It seems that international rules would permit Canada to preempt publication in other jurisdictions by six months because, as stated in the preceding footnote, it is possible for applicants to request early publication under present law.

Under current law, the Commissioner of Patents "may advance an application for examination out of its routine order upon the request of any person ... where the Commissioner determines that failure to advance the application is likely to prejudice that person's rights" [Patent Rules, s. 28(1)]. But this applies only after the applicant has made a request for examination (ibid, s. 28(2)).

For the United States, where previously impossible patents have become increasingly possible, Merges (1999, p. 614) concludes: "Creation of a coherent, efficient opposition procedure would be the ideal solution to a number of problems plaguing the current patent system."

The grounds for post-grant opposition are set out in the EPC, Art. 100 (a) and (b) in combination with Art. 52-57. Pursuant to Art. 99 (1), within nine months of the publication of a European patent, any person may give notice to the EPO of an opposition to the patent granted. The provision for pre-grant opposition in Art. 115(1) says that following the publication of a European patent application, any person may present observations concerning the patentability of the invention.
concerned; the observations must be filed in writing and must include a statement of the grounds on which they are based. There is no restriction to any particular requirements for patentability. For details of the procedures of the EPO Opposition Division, see Tritton (1996, pp. 98-100).

Kingston (2001, p. 415) lists five convincing reasons which are not reproduced here for reasons of space limitations.

If the pioneer then sues the generic firm, it must remain off the market for 30 months or until the infringement suit is resolved, whichever is shorter. (Harris and Adams, 2001). In Canada, the Patented Medicines (Notice of Compliance) Regulations of 1993 have a similar entry-delivering effect, except that the delay is not limited to 30 months (Wilcox and Ripley, 2000).

See the sections entitled The Invention Motivation Function, and Counter-arguments to a Dues-Paid Approach, on Canada’s dues-paid approach to patent policy.

The arguments against PTR in this paragraph apply also to the lengthening of the basic patent term beyond the mandatory term of 20 years from filing.
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INTRODUCTION

IN MUCH THE SAME WAY that Ponce de Leon explored the New World (1513) in a fruitless attempt to find the Fountain of Youth, Jaffe (2000, p. 531) observed that economists have explored the New Economy trying unsuccessfully to position patent counts as a leading indicator of innovation and economic growth.

Certainly, there is anecdotal evidence to suggest that patent policy and an observed surge in patenting may be precursors to these desirable outcomes. By way of example, Kingston (1999) has highlighted the fact that something akin to a policy shift may have occurred between the failure to patent penicillin — the first great antibiotic — and the patent granted for streptomycin. He suggested that patent policy has changed to protect the underlying investment instead of the flash of creative genius demonstrated by an individual inventor (p. 224). This development predates an increase in the number of patentable inventions from pharmaceutical companies and the development of the pharmaceutical industry, primarily based in the United States.

With the clear success of first-to-market patents to protect investment, an emerging pattern demonstrates that the patenting of new technology products could help new, young businesses and lead to the development of entire industries in the home economy.¹

More recently, the United States has returned to the arena of rights for protecting industrial property to help U.S.-based innovative businesses in general, but more particularly to provide the needed catalyst for the rapid development of young businesses and emerging industries. Examples of the latter
follow from what is arguably the relaxation of the thresholds for patentability on the part of the United States Patent and Trademark Office (USPTO), which has led to patent grants for software since *Diamond, Commissioner of Patents and Trademarks v. Diehr and Lutton* in 1981\(^2\), for higher life forms since *Diamond v. Chakrabarty* in 1980 for the so-called Harvard mouse in 1988\(^3\), and for business methods since *State Street*.\(^4\)

A catalyst with the potential to influence the marketplace more broadly was the creation of the Court of Appeals for the Federal Circuit (CAFC) in 1982, which affected the impact of the U.S. court system in the enforcement of patent rights. Prior to the establishment of the CAFC, there was an element of randomness associated with decisions of U.S. courts on patents. But once sufficient time had elapsed for the CAFC to establish a track record measured by the rate at which it found in favour of patentees, it became clear that USPTO-issued patents were effectively CAFC-backed (government agency issued and backed). One of the interesting outcomes was that patents in the United States could now be perceived to possess traits such as *store of value* and *medium of exchange* normally associated with currencies.\(^5\) The second noteworthy outcome, in part a spin-off of the first, was the development of an interest among U.S. investors who had previously looked elsewhere for money-making opportunities.\(^6\)

It could be argued that both of these outcomes in the wake of the creation of the CAFC have contributed to the recent observed surge of patenting by U.S. firms. Kortum and Lerner (1999) found that the increase was not limited to larger firms only. However, the literature has tended to concentrate on the patenting activities of larger firms and established industries. For example, Hall and Ham (1999) looked at the semiconductor chip industry in the United States; Levin, Klevorick, Nelson and Winter (1987), and Cohen, Nelson and Walsh (2000) looked at manufacturing in the United States; and Baldwin (1997), and Baldwin, Hanel and Sabourin (2000) looked at manufacturing in Canada. These larger firms tended to engage in patenting activity primarily for the purposes of rent appropriation.

However, Mazzoleni and Nelson (1998, p. 274) pointed to recent studies focusing on the importance of patents for new entrants or small firms, and stressing functions associated with patents that are different from those examined in studies of larger firms. Therefore, it is important to gain a better understanding of what leads these new businesses to patent. The biotechnology industry provides a useful base for such a study because it encompasses many firms that have begun as spin-offs from university research. There are many firms attempting to operate where entry-related costs are relatively low, while the marketplace struggles to differentiate across biotechnologies. In this monopolistic-competitive setting, biotechnology firms use the two levers at their disposal — intellectual or human capital/star scientist appeal and patenting —
to differentiate themselves and their technologies from their competitors in order to attract investment.

The situation facing biotechnology firms in Canada is hardly comparable in these respects to the context in which U.S.-based firms operate. There is no Canadian equivalent for the CAFC, and Garland and Want (1999) found court support for patent holders to be somewhat less than a sure thing. Patenting in the newer technologies such as software and business methods remains very much a policy issue, and the issue surrounding the ability to patent the Harvard mouse is before the Supreme Court of Canada.

Biotechnology firms located in Canada are able to obtain patents from the USPTO, which permits an examination of the patenting behaviour of the biotechnology industry in Canada. In particular, this study will evaluate the roles of expenditures on research and development (R&D) and counts of patent applications premised on the Kingston (1999) argument that patents aim to protect investment. We shall attempt to find empirical support for the hypothesis that applying for patents helps firms to create new economically valuable knowledge, leading to more innovation and economic growth through investment stimulation. We shall also explore the importance of liquidity concerns for small- and medium-sized enterprises (SMEs) in terms of their propensity to patent. Furthermore, we shall focus on the related importance of networking activity and ownership status for biotechnology firms in Canada. Because the climate for innovation and growth is particular to the United States, we do not expect to find that these relationships are particularly strong. Nevertheless, such a study is particularly timely as growth in innovation is seen to be a government priority.

The study is organized as follows. The next section examines the issues. The third section introduces the data and the methodology. The fourth section contains the empirical results, and the last section presents a summary and conclusions.

ISSUES

LIQUIDITY AS A DETERMINANT OF PATENT APPLICATIONS

Merz and Pace (1994) considered the hypothesis that the creation, in 1982, of the Court of Appeals for the Federal Circuit, a tribunal with exclusive jurisdiction over patent appeals, had led to increased patent litigation in the United States. They found empirical evidence to support their theory, but their data showed essentially that the growth in patent litigation was most evident between 1982 and 1986, and more or less levelled off thereafter. More striking was the clear and dramatic increase in the number of patent applications over the period 1983-1991, which led the authors to hypothesize that the
creation of the CAFC triggered an increase in patent applications due to a perceived improvement in the ability to enforce patents. They worried about the influence of other factors on patenting activities, such as the patenting of new technologies — software and biotechnology — but did not pursue this aspect further.

When Kortum and Lerner (1999) proceeded to test the hypothesis developed by Merz and Pace (1994), they labelled it the "Friendly Court Hypothesis" (FCH) and suggested that the observed increase in patent applications was due to the fact, as Jaffe (2000, pp. 537-538) put it, that the creation of the CAFC made patents more valuable and hence increased the propensity to patent of U.S. inventors.

According to Kortum and Lerner (1999), if the FCH were true, then both U.S. and foreign firms should find patenting in the United States increasingly attractive both in absolute terms and relative to other countries. The FCH should also suggest that the increase in patenting be relatively uniform across both technologies and patentees.

Kortum and Lerner's key findings (1999, p. 21) were as follows: The recent surge in domestic patenting was particular to the United States; foreign patenting in the United States increased since 1985 but was also increasing prior to that period; patenting abroad by U.S. inventors increased roughly in parallel with U.S. domestic patenting; the United States did not become a more attractive destination for patents; the recent increase in patenting was experienced across the spectrum of technologies; the growth of biotechnology and software patenting does not explain a large fraction of the overall increase; new and less established patentees were more aggressively exploiting the patent system.

In the end, Kortum and Lerner (1999, p. 21) had to reject the FCH on empirical grounds and went on to try to explain the observed increase in patenting with other hypotheses.

Underlying much of the empirical work in this area is the assumption that patenting activity stems primarily from appropriability concerns. As Levin et al. (1987, pp. 783-784) indicated, a patent confers at least theoretically perfect appropriability (monopoly over the invention) for a limited time. They noted two other motives for patenting: as a performance measure of R&D employees, and as a tool to gain access to foreign markets.

But Levin et al. (1987) suggested also that the exclusion from their Yale Survey sample of firms not offering publicly-traded securities may have biased their findings and that patents held by a small technology-oriented firm could be its most marketable asset.

In reporting on the 1994 Carnegie-Mellon Survey (CMS), Cohen, Nelson and Walsh (2000, p. 17) explored several motives for patenting: prevention of copying; prevention of other firms' attempts to patent a related invention
(i.e. patent blocking); revenues flowing from licences; strengthening of the firm's bargaining position in negotiations with other firms; prevention of infringement suits; enhancement of the firm's reputation; and as a measure of the internal performance of the firm's technologies. Among these, they found prevention of copying and patent blocking to be the most important factors, and enhancement of the firm's reputation to be the least important. Nevertheless, they noted that, of all the motives to patent product innovations, only patenting to enhance the reputation of the firm or of its employees was significantly and negatively correlated with size.

Klofsten and Dahlstrand (2000, p. 127) observed that relatively young new technology-based firms face high levels of financial uncertainty and risk, and that they experience several rounds of external financing before they can reap any economic returns from their technological developments. The authors go on to argue that the difficulties these firms have in attracting potential financiers and investors lie in their inability to achieve credibility. They discuss three means of obtaining credibility: the history launch, where investors can use the history of an entrepreneur's past projects to help judge his credibility; the momentum launch, where entrepreneurs can create perceptions of their trustworthiness in terms of how they start activities; and the network launch, where trust might be established even in the absence of a track record, if enough believers are assembled in advance.

New biotechnology firms are unlikely to be able to exploit any of these three strategies for achieving the prerequisite credibility they so badly need. Other things being equal, investors are not able to differentiate between firms or their biotechnologies. These firms may have two levers at their disposal to generate the necessary degree of credibility and attract investment. They can argue that their researchers are superior, along the lines of the theory developed by Zucker and Darby (1996) about star scientists, or they can exploit what Gompers and Lerner (1999, p. 128) referred to as an asymmetry in information by using patent applications or patent grants to signal what they believe to be the superiority of their biotechnology.

These strategies are considered elsewhere. Bollinger, Hope and Utterback (1983, p. 12) noted that patents attract outside capital. Audretsch and Stephan (1996, p. 646) wrote that in the early stages of development, biotechnology firms make special efforts to signal the abilities of their scientists as well as their scientific undertakings. They further noted that these signals could be transmitted through publications in learned journals, patent applications, or both. Joly and DeLoose (1999, p. 189), who looked at biotechnology firms in particular, found that the need to publish is more important for small businesses as they use publications to signal their competence as part of a strategy to gain greater visibility.
A second element that could be related to the observed surge in patenting is the reaction of economic agents to the creation of the CAFC. It could be argued that the impact was probably felt in two waves. In particular, it might be suggested that firms already in the practice of patenting behaved as if their expectations were rational. That is, they were immediately aware of the fact that the CAFC was to be created and would adjust their patenting strategies accordingly. For example, large pharmaceutical companies could be expected to patent more frequently and to enforce their patents more aggressively.5

The second reaction would have been delayed until the CAFC’s unprecedented record of providing virtually guaranteed support for USPTO-granted patents was measured and generally known. The CAFC’s record is borne out by the statistics. Mazzoleni and Nelson (1998, p. 274), citing Dunner (1988), found that from 1953 to 1978, circuit courts upheld 30 percent of district court decisions holding patents to be valid and infringed. From 1982 to 1989, the CAFC affirmed 89 percent of district court decisions holding patents to be valid and infringed.

As Kortum and Lerner noted (1999, pp. 2-3) and Gans, Hsu and Stern (2000) reiterated, specialized financial intermediaries that are critical in the funding of start-up firms (i.e. venture capital organizations), have grown by more than ten-fold in inflation-adjusted U.S. dollars. Lerner and Merges (1998, p. 128) showed the robust growth in venture capital investment in the U.S. biotechnology industry from 1978 to 1995, but the real growth appears to have started between 1985 and 1986 with a second push occurring between 1991 and 1992. The timing of the second push coincided roughly with the moment one might expect investors to have discovered and digested the new developments on the patent enforcement front. Hence, the second wave in the surge of patenting activity was driven by smaller businesses, such as start-up biotechnology firms, exploiting the signalling ability of patent applications or grants as a device to attract investment.

A third element that came into play in the 1990s is the arguably reduced patentability thresholds that resulted in the patenting of software and financial services products and related processes. The gist of the argument is that the USPTO lowered its novelty, non-obviousness and utility requirements for granting patents, and only in this way was it possible for business methods to be patentable. Kortum and Lerner (1999) were unable to find empirical support for the notion that the observed increase in patenting was due to patenting in the areas of software and biotechnology, but very little of the effects of the State Street decision and perhaps only the early increase in patenting activity in the biotechnology industry would be found in their database.
LIQUIDITY CONCERNS AND THE CAUSAL RELATIONSHIP BETWEEN R&D AND PATENT APPLICATIONS

ONE OF THE CATALYSTS for this study is a report published by the NBER in which Hall and Ham (1999) looked at the determinants of patenting in the U.S. semiconductor chip industry. We hoped to apply their approach to the Canadian biotechnology industry, but the preceding discussion on the importance of liquidity as a motive for patenting suggests that their model cannot be used in this case without at least some modifications. When liquidity concerns lead to patent applications, then patent applications surely precede much of the R&D expenditures, as Stoneman (1983) argued with regard to the direction of the relationship between patents and R&D expenditures.9

The reason(s) for patenting may help to indicate the proper order of causality. When liquidity concerns motivate a biotechnology firm to apply for a patent, then it can be understood that the patent application predates R&D. This argument suggests that the underlying motive for patent applications can be very important for the proper specification of a determinants model. Unfortunately, this information cannot be obtained from the Patent Office, though it might be acquired through surveys.10 Furthermore, with motive being a driving force of patent applications, it can be argued that R&D and patent activity do occur simultaneously, so both R&D expenditures and patent applications must be treated as endogenous in a properly specified determinants model.

Liquidity concerns may drive the firm’s first, second or even third application, but other concerns take over subsequently. In a growing industry consisting primarily of small or young firms, one might expect that the share of patent applications caused by liquidity concerns is higher than in a mature industry.

Essentially, three models have been used to study the determinants of public goods, two of which have been applied to patents. A method used by Fleischer (1999, p. 98), referred to as success-factor research or strategy research, tries to identify a small number of key factors that vitally affect the performance of firms. The assumption is that the impact of these key factors explains a significant portion of the firm’s performance.

A second method applied to patents is based on a production function model presented first in Pakes and Griliches (1984), and in a more detailed fashion in Griliches (1990). Examples of recent applications can be found in Hall and Ham (1999), Jaffe (1989) and Feldman (1994). This method essentially attempts to link R&D expenditures to the number of patent applications. However, the key variable represents additions to economically valuable knowledge which, in turn — and in tandem with other observed variables — may predict important economic indicators such as productivity or economic growth.
The model diagrammed by Griliches (1990, p. 1671) clearly shows that a determinant of patents is additions to economically valuable knowledge, independently of key indicators such as economic growth or productivity. However, there is no connection in the model between the number of patent applications and key economic indicators. On the pretext that the variable representing additions to economically valuable knowledge is unobserved, analysts have tried to draw such a connection, although the structure of the Pakes-Griliches model as diagrammed by Griliches makes no allowance for it, and has not been the subject of criticism in this regard.

Nevertheless, the liquidity argument described above suggests that the relationship between expenditures on R&D, patent application counts and additions to economically valuable knowledge may be more complex than the state of the world represented by the Pakes-Griliches model.\textsuperscript{11}

\textit{Hypothesis}  Liquidity concerns are an important factor in patenting for Canadian biotechnology firms.

\textbf{THE ROLE OF PATENTS AND THE VIABILITY OF PATENT COUNTS AS AN OUTPUT MEASURE}

Some authors have used patent grants, but the Pakes-Griliches model proposes a production function for the firm, and it is the national patent office that grants patents. So the discussion will focus primarily on patent applications and counts thereof.

The number of patent applications has represented the output of inventive activity or of innovative activity. On the latter, Lanjouw, Pakes and Putnam (1998, p. 405) described patents as a unique measure of the extent of innovation, while Licht and Zoz (2000, p. 308) indicated that patents reflect the results of innovative processes. Alternatively, Pakes and Griliches (1984, p. 59) used patents as their indicator of knowledge increments, while Scherer and Weisburst (1995, p. 1015) noted that patent statistics have been widely used by scholars as a measure of inventive activity. As innovation is typically understood to be a process that begins with an invention, then proceeds to the development of that invention and results in the introduction of a new product, process or service to the marketplace,\textsuperscript{12} there is a clear difference between the two schools of thought as to what patent counts represent.

The difference is highlighted by Macdonald and Lefang (1997, p. 331), who pointed out that not all inventions contribute to innovation and that most inventions have no impact at all. The authors further indicated that although society may want innovations from its patent system, the patent is really only concerned with invention. Patents are generally seen to protect the embodiments of ideas or inventions (sometimes referred to as discoveries), and Kingston (1999)
has suggested that since the 1940s, patents seek to protect the investment of labour, time and money rather than the underlying creativity found in the embodiment of the idea. The choice made by some analysts to suggest that patent counts represent the output of innovative activity is thus somewhat debatable as they are using a measure that is systematically biased.

There has been considerable debate as to whether patent counts are, in fact, the best measure of additions to economically valuable knowledge as proposed in the Pakes-Griliches model. In part, the debate arises from the fact that the appropriate measure of additions to economically valuable knowledge poses a challenge — a common difficulty associated with output that possesses public goods characteristics.\(^\text{13}\)

Griliches (1992, p. S31) recognized the public goods nature of discovered ideas and bemoaned the difficulties associated with measuring the output of public goods.\(^\text{14}\) In earlier work, he restricted his measurement concerns to the output of the government and services sectors. Many scholars have taken advantage of the abundance of data on patents, arguing that patents are, in effect, the best available direct measure of inventive output, also referred to as increments to economically valuable knowledge.\(^\text{15}\)

The commonly used alternative measure, expenditures on R&D, is quickly cast aside because R&D is more of an input than an output,\(^\text{16}\) the R&D variable is measured with much error,\(^\text{17}\) there is inconsistency in the reporting of R&D expenditures across firms and over time,\(^\text{18}\) and R&D data are at best available for a subset of larger firms.\(^\text{19}\)

However, the use of patent counts per year (either applications or grants) could also stand some scrutiny. Up to November 2000, patent applications to the USPTO became known only when the patent was granted.

There are several noteworthy implications. First, the USPTO produces patents; firms produce only patent applications. Hence, the use of data on successful patent applications should take into account supply-side factors that affect the granting of patents but are external to the firm and its production of additions to economically valuable knowledge. Second, as noted by Griliches (1990, p. 1669) and reiterated by Archibugi (1992, p. 358) and Licht and Zoz (2000, p. 310), not all inventions are patentable, and not all inventions are patented. Griliches (1990) suggested, based on long-run data, that on average only about two-thirds of applications are granted by the USPTO. So the true value of patent applications is undercounted in aggregate, and more importantly, the USPTO’s grant rate for each applicant is unknown and the extrapolation from the overall mean on a year-to-year basis introduces another source of variability.

There is another implication that derives from the observation that not all inventions are patentable: not all inventions are patented. As Griliches, Pakes and Hall (1987, p. 106) pointed out, patents do not represent all of the output
of R&D. Trade secrecy, plant breeders' rights and rights for the protection of integrated circuit topographies (in Canada) all protect increments to economically valuable knowledge in addition to patents. All of these arguments suggest that the use of patent counts to measure the additions to economically valuable knowledge is inappropriate from a coverage standpoint.

Another problem associated with using annual patent counts as an output measure has to do with the timing aspect. Barré and Laville (1996, p. 31) referred to a patent as an a posteriori sign of the existence of research activity. Patent grants occur usually within five years from the date of application. The time elapsed between patent application and patent grant varies from case to the next, but the point is that the economically valuable knowledge is produced many years before a patent is granted. Clearly, the use of the application date is an improvement over the date of the patent grant, but Grenzmann and Greif (1996, p. 88) and Kondo (1999) have noted that there is still a one to two-year lag between the discovery and the date the application is filed. Hence, on a case-by-case basis, the period between the patent application and the increment in economically valuable knowledge is one to two years, and the period between the patent application and grant is three to seven years.

The filing date is typically the result of first-to-file pressures or perhaps attempts to achieve economies of scale by submitting applications at or nearly at the same time, but neither of these factors is particularly helpful in pinpointing the timing of the discovery itself. Additions to economically valuable knowledge match up better with payments to R&D than any patent count measures.

There remains a strategic issue regarding the choice of patent counts or R&D expenditures as the appropriate output measure. Jaffe (2000) concluded that patents have had little impact on innovation and economic growth based on a survey of the literature that showed a strong preference for using patent counts as the output measure. The theoretical issue associated with this approach is that it conflicts with the argument that patents aim to protect investment. The related methodological problem is that by embedding R&D expenditures as a determinant of patent counts, these models are unable to discern the possible alternative that patents impact indirectly on innovation and economic growth through investment. One method for testing this hypothesis is to posit R&D expenditures as the output measure and patent counts as a determinant. A significant coefficient for the patent counts variable would suggest that there is indeed reason to believe that patenting affects innovation and economic growth, but that the impact is felt via investment as represented by expenditures on R&D.

In conclusion, the review of the literature suggests that there is a need to model R&D expenditures and patent counts together based on the fact that R&D and patenting occur simultaneously. We opt for R&D expenditures as the preferred output measure as it allows us to test the following hypothesis.
Hypothesis  Patent applications are important in stimulating the creation of new economically valuable knowledge and investment.

**The Importance of Alliances for Biotechnology Firms**

Mowery, Oxley and Silverman (1998, p. 509) described the growth of alliances showing that the phenomenon tends to concentrate in high-technology industries. One high-tech industry operating in such an environment is biotechnology. Niosi (2000, p. 16) found that 70 percent of biotechnology firms in Canada considered alliances and collaborative agreements to be a major factor in growth. Cullen and Dibner (1993, p. 116) reported a survey finding to the effect that, on average, therapeutic and diagnostic biotechnology firms in the United States participated in two to four corporate alliances in 1990 with both types of firms anticipating a doubling of that number in 1991.

Barley, Freeman and Hybels (1992, pp. 316-317) suggested that it is constraints and opportunities specific to commercial biotechnology that may have compelled constituent firms to collaborate. These constraints derive from the fact that biotechnology firms are frequently established by scientists associated with universities. They bring subject-matter expertise but have little knowledge of the production and marketing aspects. Even in the subject matter, they noted that it is an extraordinary challenge for a firm's researchers to keep track of, let alone exploit, relevant scientific advances without some help from outside sources. Cullen and Dibner (1993, p. 116) suggested that biotechnology firms also form alliances for financial reasons.

The nature of the alliance may be related to where the firm is in its life cycle. Woiceshyn and Hartel (1996, p. 234) followed the firm from its inception, at which time it desperately needs financial assistance, to the stage where it starts to generate revenue by licensing out its technology, to the stages when it might start selling research products, final products for small markets and, finally, launching products that achieve substantial sales volumes.

Along the way, the firm forms alliances with partners who can provide financial support, who might be helpful in advancing its R&D agenda, who can undertake the production of a developed product, who can assist with patent applications and regulatory approvals, and who can market the products. Hence, as Dodgson (1992, p. 142) noted, the motives for collaboration vary, with the three most common being technological complementarity, reduction of innovation lead times and lack of financial resources.

A study by McMahon and McVean (2001), prepared for Donahue, Ernst & Young, looked at the situation of biotechnology firms in Canada in some detail. It revealed that 80 percent of the respondents entered into alliances. All of the responding firms operating in the health area reported participation.
to alliances, with the percentage for firms in the agri-food area falling to 80 percent. They also found that almost 90 percent of participants believed that patents were important in forming alliances.

It is evident, therefore, that biotechnology firms can produce economically valuable knowledge, patents and alliances roughly at the same time. Colombo and Garrone (1996) found that decisions about inter-firm technological collaboration both caused and resulted from decisions related to internal R&D investments. They suggested that firms’ decisions concerning intramural innovative effort and technological cooperation are endogenous and should be studied through a simultaneous two-equation model.

Powell and Brantley (1992) and Barley, Freeman and Hybels (1992) both provide model specifications for exploring the determinants of alliances. Neither specification includes a proxy variable for patenting. This could be an important omission. McMahon and McVean (2001) found that almost 90 percent of respondents believed that patents were important in forming alliances. Another recent report on the Canadian biotechnology industry, by Environics (2000), showed that firms who own patents are more likely to pursue networking activities than those who do not. Hoang (1997) included patents as a determinant in a model of acquisitions and minority acquisition activity in the U.S. biotechnology industry and found that variable to be statistically significant.

**Hypothesis** Patenting is an important determinant of networking and of the creation of alliances.

**Liquidity Concerns, Ownership Status, Patent Applications and the Creation of New Knowledge**

Earlier in the study, we pointed to the fact that liquidity concerns may lead firms, especially small and/or young firms, to apply for patents. Therefore, liquidity concerns were one reason to suggest that applications for patents precede much of the R&D.

Liquidity concerns are a constant concern for firms as they develop and grow. According to Pagano, Panetta and Zingales (1995), the conventional wisdom is that going public is one of the stages in the growth of a firm. They also noted that going public is not a stage eventually reached by all firms, but is rather a choice.

The choice involves an information asymmetry problem similar to that discussed earlier. Profit-maximizing firms will clearly want to get the best price from an initial public offering (IPO). However, investors are likely to prefer older and larger firms to younger and smaller ones that have little track record and visibility.
It can be argued, however, that firms that undertook measures to reduce or eliminate information asymmetry problems with stakeholders in the past are better equipped to do so should they opt to go public. As a result, there is a causality issue surrounding the relationship between ownership status, applying for patents, forming alliances and creating new knowledge. In the time elapsed between filing a patent application and the moment when the firm faces ownership decisions, it is quite possible that the patent will have been granted. The value of the patent, along with the firm's own human capital, the network of firms it is known to be cooperating with, and its record for creating new economically valuable knowledge, all can be seen as assets that positively affect the price of an IPO and increase the likelihood that the firm will go public.

As a result, we recognize the possibility that the model requires a fourth equation to take into account the determinants of ownership status. Inclusion of such an equation allows us to explore in greater detail the concern expressed by Levin et al. (1987) about the possible bias inherent in a study of publicly-held firms. In particular, we can consider the following tests.

**Hypothesis**  Firms that apply for patents are more likely to go public.

**Hypothesis**  Firms that are more active in generating alliances are more likely to go public.

**Hypothesis**  Higher levels of creation of new economically valuable knowledge/investment are a precursor to public ownership.

**SUMMARY**

This section has provided a critical review of the literature with regard to the role of patents in innovation in the Canadian biotechnology industry. We found that the model used by Hall and Ham (1999) to study the determinants of patenting in the U.S. semiconductor industry is not readily applicable to a study of the determinants of innovation in the Canadian biotechnology industry.

Moreover, the Pakes-Griliches model, as depicted in Griliches (1990, p. 1671), showing R&D expenditures as an input into patenting, is not particularly helpful. We need a model allowing for the fact that, in some cases, patent applications precede most R&D expenditures, while the reverse holds in other cases. This suggests that we require a simultaneous system of equations where both counts of patent applications and R&D expenditures are endogenous. We further require a model that recognizes that spin-off outcomes from patenting may be seen in both the networking behaviour and ownership status of firms.
Hence, alliances and ownership status should be treated endogenously and an equation is required for each of these effects.

Finally, we need to choose the study variable, i.e. the endogenous variable that would represent increments to economically valuable knowledge in the reduced form equation, from among these four variables. There are clearly arguments that support the use of patent counts for this purpose and we have argued that there are also serious arguments to support the use of R&D expenditures. We started the study by highlighting the point made by Jaffe (2000) that economists have struggled in their attempts to position patent counts as a leading indicator of innovation and economic growth. If it is true that patents affect innovation and economic growth through investment, then one way of trying to find empirical support for this relationship is to use expenditures on R&D as the study variable and the number of patent applications as a determinant. We consider a number of hypotheses based on the four equations of the simultaneous system. Some of these are listed below.

**Hypothesis 1** Patent applications stimulate increments in economically valuable knowledge/investment.

**Hypothesis 2** Liquidity concerns are an important motive of patenting for Canadian biotechnology firms.

**Hypothesis 3** Ownership affects the behaviour of firms with regard to increments to economically valuable knowledge, patenting and networking.

**Hypothesis 4** Patent applications impact on the networking record of firms.

**Hypothesis 5** Publicly-owned firms are more likely to create more new economically valuable knowledge, and to engage more in patenting and networking activity. They are also more likely to be larger and older.

**DATA AND METHODOLOGY**

**THE BIOTECHNOLOGY INDUSTRY IN CANADA**

A n Industry Canada Profile (2000) described the biotechnology industry in Canada as both a thriving and growing sector of the Canadian economy. As of 1997, there were nearly 300 firms, about a quarter of which were publicly traded. These firms are located throughout Canada, but most are
found in Quebec, Ontario and British Columbia. Three-quarters of the firms concentrate their efforts in the areas of health or agri-food.

As of 1997, the industry generated about C$1 billion in sales, C$400 million in exports and 10,000 jobs. Expenditures on research and development were found to be approximately $600 million.

The importance of the industry is observed in a number of ways. First, biotechnology can be seen as a science that can lead to an improvement in the quality of life by providing new medicines, new tools for health surveillance and diagnosis, new foods, and solutions to problems related to climate change. Second, biotechnology can be seen as an enabling technology that can improve the quality and volume of products in the agriculture, fisheries and forest industries. Third, the use of biotechnology processes in production or research can be found in such industries as pharmaceuticals, crude petroleum and petroleum refining, mining, and wood, pulp and paper.

Observations

Using primarily Contact Canada’s 2000 Directory of biotechnology firms in Canada, the Life Sciences Branch developed a list of about 480 firms as of the spring of 2000. The list contained some duplication because other sources were also used. For the purposes of our study, the list underwent substantial pruning. Duplicates were culled, while suppliers, chief research officers and consultants were removed from the list.

Because data on R&D expenditures existed for 1998, that year was selected as the base year for the empirical study. Therefore, nearly all of the firms created in 1998, those created subsequently and some firms created before were removed from the list because no R&D expenditure data existed for them.

As patent data were also an important element of the database, further pruning was required. Subsidiaries of foreign-based firms were typically removed when patents were found to be assigned to the parent firm. For subsidiaries of Canadian-based companies, decisions were made in each case based on our ability to attribute patents and other key data.

As many of the firms were young, it was recognized that serious problems could arise in trying to construct an accurate patenting history, especially since the element that mattered was patent applications rather than patent grants. In addition to the United States Patent and Trademark Office (USPTO) database, we consulted the Canadian Intellectual Property Office (CIPO) database, we reviewed the firms’ public announcements, press clippings, annual reports and mid-year reports for any information related to patents, changes to organization, or information related to other measures that we intended to use. For a patent to be taken into account, the firm had to be an assignee although we took note of inventors and used boolean searches to try to find other matches.
Where company names were known to have changed over time, we undertook separate searches for each known company name. Dates related to the application and to the granting of the patent were noted. When CIPO data were used, the application date taken was the date of application to the USPTO if it was available; otherwise, we used the Canadian application date. In cases where patent applications were filed with both agencies, the information provided in both applications was compared to ascertain as best as possible whether there was duplication.

While we are primarily interested in studying dedicated biotechnology firms, candidates did not have to be wholly biotechnology based, but we removed firms when it seemed clear that the patenting activity was not mostly in the area of biotechnology.

Finally, incomplete records were removed. Given that about three-quarters of the firms are privately owned, it was very difficult to pick up missing elements. There were two elements that led to most of the removals at this stage: R&D expenditures and data on alliances.

In sum, records that were removed were typically for relatively small, young and privately-owned firms.

**Variables**

There are four endogenous and eight exogenous variables in the specified models. These variables are as follows.

First, we used expenditures on R&D per employee in 1998, measured in tens of thousands of dollars. The use of average rather than total expenditures is due to concerns about the presence of heteroscedasticity.

For patents, we used the total number of known patent applications (TOTPAT). Hall and Ham (1999) were able to use annual patent counts. Only 5 of the 72 firms they surveyed had no known patents through 1996, and the fifth most prolific patenting firm in their population, Micron Technology, was known to possess 698 patents. This number comfortably exceeds the total number of known applications for the biotechnology industry in Canada as of 1998, the base year for our study. The use of total applications reflects scale concerns.

We used three variables related to alliances. We used a count of all known alliances (ALL). We also introduced two (assumed exogenous) dummy variables that flag alliances with partners and suggest that funds may have been part of the deal. To this end, we employed dummy variables for alliances with financial intermediaries (ALLF) and alliances with pharmaceutical and other biotechnology firms (ALLB). Clearly, it is not true that all the alliances under ALLB involve an exchange of funds, but our data did not permit a finer breakdown.
We suspect that both ALL and ALLF underestimate the number of deals made with financial intermediaries. We included a dummy variable for ownership status that differentiates between publicly-held and privately-owned firms (PRI).

The proxy used for firm size was the total number of employees in the firm (SIZE), as is found frequently in the literature. We also used a count of the firm’s staff engaged in R&D (RDSTF), a measure of human capital, to assess the importance of researchers relative to other employees. Our choice of including SIZE over a measure for other staff is a reflection of our preference for the spurious correlation inherent in using SIZE, and RDSTF, a clear subset of the former, over a measure for other staff with numerous zero values for the many small- and medium-sized firms found in our population.

We included the age of the firm as of the base year (AGE98). To eliminate the possibility of obtaining zero values, we added 1 and the measure should be interpreted as the firm then existing age plus one year.

We included three dummy variables to represent areas of specialization. The health variable (HLTH) flags all firms operating in the area of therapeutics, diagnostics or health-unspecified. Firms known to be operating in agriculture, agri-bio or food were counted under an agri-food grouping (AGFD). Finally, we included environment (ENV) as a separate grouping.

**MODELS, METHODS AND TESTS**

HALL AND HAM (1999) proposed a single equation production function in which they try to explain changes in output, as measured by patent counts per year, by the following variables: expenditures on R&D, size of firm, age of firm, capital intensity, and type of firm (which differentiated between manufacturers and designers of mask works).

For the Canadian biotechnology industry, we are proposing instead a structural model consisting of four equations. In the section below, we introduce each of the four equations.

**Production Function for New Economically Valuable Knowledge**

We begin with a function specification representing the production of new economically valuable knowledge. We specify this model as follows:

\[
\ln R&D = a_{10} + a_{12}\ln TOTPAT + a_{13}\ln ALL + b_{11}\ln SIZE \\
+ b_{12}\ln RDSTF + b_{13}\ln AGE98
\]

Cumming and MacIntosh (2000) found patent protection to be a significant factor in promoting R&D. We included total patent applications because
we want to test the hypothesis that patenting does indeed affect the growth of new economically valuable knowledge and investment.

We included a count of alliances to test the hypothesis that alliances lead to the growth of new economically valuable knowledge. Gans, Hsu and Stern (2000) supposed that control over IPRs or association with venture capitalists simply proxy for high quality. We treated association with venture capitalists as one of many kinds of alliances and considered the possibility that alliances lead to increased output of economically valuable knowledge. Powell and Koput (1996) found a positive correlation between the level of R&D and the number of alliances. Cumming and Maclntosh (2000) found a marginally significant relationship between strategic alliances and the share of a firm's expenditures that is reported for R&D.

Baldwin, Hanel and Sabourin (2000) suggested that size, measured by the number of employees, can be used as a proxy for both scale effects and differences in the internal abilities of firms. Cohen and Klepper (1996, p. 232) argued that the returns to R&D, and hence R&D itself, tended to increase with firm size. Alternatively, the variable SIZE may proxy the labour input.

To get at the competencies most closely related to R&D and additions to economically valuable knowledge, we included a measure of human capital (RDSTF). We used this variable recognizing that researchers may not all be dedicated to biotechnology. Henderson (1994, p. 104) suggested that firms that take advantage of knowledge created in all parts of the organization are significantly more productive than rivals, so this measure may be a useful predictor.

Since most biotechnology firms in Canada are relatively young and/or small, we did not include physical capital in the specification of the production function. Furthermore, a measure of capital is not expected to be a particularly helpful indicator for this exercise given that our output is technology/knowledge rather than actual products. Nevertheless, we included the age of the firm as of 1998 in our model recognizing that firms can become more capital intensive with age and developments in the product life cycle.

Equation (1) is a production function. The specified form of the model is a Cobb-Douglas production function, which Tong and Frame (1994, p. 138) noted is commonly used in economic studies to examine the relationship between inputs and outputs. We obtained the natural logarithms of the variables of equation (1) and we then applied the ordinary least squares (OLS) method.

One outstanding issue remains with regard to the production of economically valuable knowledge. It concerns the ownership status and requires an extended specification of the production function to include a dummy variable allowing for differentiation between publicly-held and privately-owned firms.

\[
\ln \text{R} \& \text{D} = a_{10} + a_{11} \ln \text{TOTPAT} + a_{12} \ln \text{ALL} + a_{13} \ln \text{PRI} + b_{11} \ln \text{SIZE} + b_{12} \ln \text{RDSTF} + b_{13} \ln \text{AGE98}
\]
Levin et al. (1987, p. 797) wondered whether the exclusion from their sample of firms that offered no publicly-traded securities may have biased their findings. A statistically significant coefficient for the dummy variable (PRI), which indicates whether a firm is publicly held or privately owned as of 1998, will suggest that the findings are affected at least for the biotechnology industry in Canada.

Model for Patenting

The specified model for patent applications is as follows:

\[
\ln \text{TOTPAT} = a_{20} + a_{21} \ln \text{R&D} + a_{23} \ln \text{ALL} + a_{24} \ln \text{PRI} + b_{21} \ln \text{SIZE} + b_{23} \ln \text{AGE98} + b_{24} \ln \text{HLTH} + b_{28} \ln \text{ALLF} + b_{28} \ln \text{ALLB}
\]

Joly and DeLooze (1999, p. 184) pointed out that patents play two roles for biotechnology firms. They serve as a base both for the development of new products and for further inventions. Thus, it can be argued that while patenting precedes R&D it may also result from it. Niosi (2000, p. 13) cited a number of studies suggesting that the growth of a firm is dependent upon R&D. Hall and Ham (1999) included R&D as a determinant of patenting, noting that the latter has traditionally been found to be the most important determinant of patent production. Fleischer (1999, p. 108) included the natural logarithm of R&D in a (natural log of) patents model and observed a statistically significant relationship between the two variables. We included R&D expenditures per employee as a determinant.

Firms engage in alliances at different times in the development of new products and processes. Therefore, it is difficult to say that most alliances either post-date or pre-date patent applications. We included the number of alliances in this equation to check empirically for a relationship showing that alliances substantially contribute to patenting activity.

We argued earlier that liquidity concerns are frequently an important motive leading young or small firms to apply for patents. We included indicators of alliances with financial intermediaries and with pharmaceutical and other biotechnology firms to test this hypothesis. However, we do not have ideal data to measure this effect. The number of alliances with financial intermediaries understates the effect because these arrangements are not always seen as alliances. The interpretation of the indicator for alliances with pharmaceutical and other biotechnology firms cannot be limited to liquidity concerns because these alliances often happen for other reasons.

We included ownership status in the equation to test the hypothesis that public firms are more likely to patent. Again, the direction of causality is unclear. It can be argued that firms more heavily engaged in patenting/signalling...
are more likely to be publicly held and this hypothesis will be addressed later in
the study.

We included both size and age in the equation. Brouwer and Kleinknecht
(1999, p. 622) found that larger firms have a higher probability to seek patent
protection. This effect is hard to predict, however. Small, young firms are more
likely to seek patents for their value as a signal of quality in order to obtain
funding, while larger firms are more likely to patent in order to collect rents.
Hall and Ham (1999) included both variables in their patenting model and
found that, controlling for their much larger size, older firms are less likely to
patent. Other things being equal, we anticipate a similar outcome. However, it
should be noted that there could be collinearity problems associated with the
inclusion of firm size, age and ownership status as there is an age element to
these other determinants.

McMahon and McVean (2001) found that Canadian biotechnology firms
operating in the health area were more likely to engage in patenting while envi-
ronmental firms were less likely to do so. We included HLTH in the model ex-
pecting to obtain a positive and significant result.

As was the case for the R&D equation, we treated equation (3) as a pro-
duction function. We thus took the natural logarithms of the variables (exclud-
ing the dummies) and then applied the OLS method.

Model for Alliances
We specify the model for alliances as follows:

\[ \text{ALL} = a_{33} + a_{32}\text{TOTPAT} + a_{31}\text{PRI} + b_{31}\text{SIZE} + b_{32}\text{RDSTF} \]
\[ + b_{33}\text{AGE98} + b_{34}\text{HLTH} + b_{36}\text{ENV} \]

Powell and Brantley (1992, p. 379) anticipated that several determinants
influenced the number of alliances. They suggested that larger firms, as meas-
ured by the number of employees, should enter into more alliances than small
firms. McMahon and McVean (2001) noted that all large surveyed biotechnol-
ogy firms in Canada engaged in alliances, with the proportion reaching
83 percent for mid-size and very small firms, and 71 percent for small firms.
The firm size variable is included in our model.

Barley, Freeman and Hybels (1992, pp. 329-330) pointed out the impor-
tance of the age of the firm as a determinant of alliance activity. One of their
explanations was that publicly-held firms are required in the United States to
report certain types of alliances, but not privately-owned firms. Consequently,
the information on alliances for publicly-held firms may be more complete.
Their second explanation was that publicly-held firms tended to be older and
had more resources and greater visibility. This argument was seconded by Powell
and Brantley (1992, p. 380). Potential suitors may consider publicly-held biotechnology firms to be more attractive and less risky partners for a strategic alliance. McMahon and McVean (2001) found that many top executives of biotechnology firms in Canada postponed alliances in the hope that their bargaining position would improve, or until they were forced to engage into alliances by investors. These arguments suggest that both firm age and (public) ownership status should be included in the proposed model.

Powell and Brantley (1992) also found that firms involved in therapeutics and diagnostics have a greater number of ties. McMahon and McVean (2001) observed a similar trend among Canadian biotechnology firms, with all firms in the health area reporting alliance activity and the proportion reaching 80 percent for agri-food firms and 67 percent for other firms. We looked at the possible inclusion of dummy variables for health and environment in the model to represent firms that are relatively more and less active in networking.

Smith-Doerr, Owen-Smith, Koput and Powell (1999, p. 396) noted that patents may serve as a form of publicity toward potential collaborators. Hence, the patent applications variable was included in the model. A proxy for human capital, the number of researchers, was also included. This variable may detect the effect of a firm’s research staff on networking.

The proxy for alliances is a straight count. While the number can potentially be quite large, there are in fact many zero and single-digit values. Hall and Ham (1999) have used maximum likelihood for the Poisson distribution to address this concern. Although we recognized that such a procedure may be more suitable, we applied the OLS method.

For the logistic analysis of acquisitions and minority equity positions, Hoang (1997) considered firm age, firm size, therapeutics, number of patents, and dummy variables for foreign-based firms and subsidiaries among potential determinants. The results from six models showed that only the intercept was significant in all cases. Firm age and firm size were never statistically significant, while the number of patents was significant only in the first model. The dummy variables for foreign-based firms and subsidiaries were significant in three of the six models. The results from a second set of logistic models were only slightly more encouraging: the number of patents was significant at the 1-percent confidence level in one model, while firm age and an index of survival (current assets to R&D expenses) were significant in three models.

Powell and Brantley (1992) performed a regression analysis on the number and types of agreements or ties. All of their models displayed a very good linear fit although the regressions on the percentage distribution of ties were somewhat weaker. For total agreements, public ownership was found to be statistically significant at the 1-percent level. The number of employees, product mix (as opposed to therapeutics alone) and region were also highly significant.
Barley, Freeman and Hybels (1992) looked at the organizational determinants of alliances and found that the degree of dedication to biotechnology and public ownership were statistically significant determinants. They worked with 466 observations and their models had $R^2$ values of 0.29 and 0.18, respectively.

Based on these experiences, one might reasonably expect that public ownership would come out as an important determinant of alliances, that age and patent applications might show up as important determinants, and that the linear fit of the models would not be particularly strong.

**Model for Ownership Status**

The specified form of the equation for ownership status is as follows:

\[
PRI = a_{40} + a_{41} R&D + a_{42} TOTPAT + a_{43} ALL + b_{41} SIZE + b_{42} AGE98 + b_{43} HLTH + b_{44} AGFD
\]

Pagano, Panetta and Zingales (1995) found that the second most important determinant of the decision to go public is the size of the firm. In fact, they pointed to arguments by Chemmanur and Fulghieri (1994) suggesting that the probability of going public should be negatively correlated with the age or size of the firm. However, they obtained a positive correlation when using the log of the lagged value of a firm’s revenues. We fully expect a positive correlation because as firms grow and get older, they become better known to investors. For this reason, we expect a positive correlation with age but AGE98 refers to the age of the firm as of the base year, 1998, and does not refer to the year when the firm went public.

Although we are unable to include many of the variables employed by Pagano, Panetta and Zingales (1995), it is important to note that they included two measures of a firm’s financing needs, investment and growth, in an attempt to focus on liquidity issues. We included R&D expenditures per employee in the equation, expecting to find a positive correlation that would suggest that liquidity issues increase the probability of a firm going public.

Individually and together, three variables — TOTPAT, ALL and R&D — attempt to isolate the importance of signals to the market concerning the value of the firm. Hence, although we have no specific proxy for the market-to-book ratio at which firms in an industry trade, these variables may serve as a useful substitute for the variable found by Pagano, Panetta and Zingales (1995) to be the most important predictor of a firm going public.

McMahon and McVean (2001) noted that 57 percent of Canadian biotechnology firms operate in the health area and 25 percent operate in the agri-food area. We wanted to ensure that the coefficient estimates for the other variables were conditioned on the areas in which firms operated and, therefore, we included HLTH and AGFD in the equation.
The Reduced Form

The general linear model consists of the four equations described earlier in this section. Simultaneous systems have been used for this purpose before. Baldwin, Hanel and Sabourin (2000) postulated a two-equation model. One equation mapped the determinants of patents and the other equation explored the determinants of innovations. Expenditures on R&D were treated as exogenous.

Crépon, Duguet and Mairesse (1998, p. 3) were also concerned about the endogeneity of innovative input and output, suggesting that R&D was endogenous in the innovation equation and that patents were endogenous in their productivity equation. Their model differed in a very important way from the conceptual model shown in Griliches (1990, p. 1671). The former suggests that innovations/patents, a function of knowledge capital, directly affect productivity, whereas the latter suggests that additions to economically valuable knowledge are the catalyst for patents and other desirable benefits from invention (perhaps improved productivity), but there is no explicit connection between patents and the desirable benefits arising from invention.

This particular aspect of the Pakes-Griliches model is a characteristic of the reduced form equation. There is no explicit representation of patents. For our model, the output measure is R&D expenditures per employee in 1998 while the predictors are firm size, number of researchers, firm age, dummy variables for areas of firm activity (health, agri-food, and environment) and dummy variables for alliances with financial intermediaries and pharmaceutical and other biotechnology firms.

Although we show the four equations as a system of equations, our intention is to analyze the individual equations rather than the reduced form.

EMPIRICAL FINDINGS

THEORETICAL CONSIDERATIONS underlying the decisions to apply the OLS method to the log-log version of the equation for R&D expenditures per employee in 1998 and of the equation for total patent applications have been noted earlier. Berry and Taggart (1998) referred to a strong evolutionary effect through which firms demonstrate a high degree of informality and flexibility in the early stages R&D expenditures in terms of both technology and business strategy. We thus applied the OLS method to the alliances equation in recognition of the fact that the majority of Canadian biotechnology firms would not be at a stage where formalization of strategies was an issue. We applied a logit regression to the ownership status equation to account for the fact that the dependent variable is binary.

Pakes and Griliches (1984) used a variant of the Box-Cox procedure to choose the form of the dependent variable and found that the log of patents
was clearly preferable over the absolute number of patents in their data set. We looked at the results of these tests including variables on both sides of the equation but excluding dummies. The transformation suggested by the data for the expenditures equation lay between logarithmic and square root. The transformation suggested by the data for the patent applications equation lay between linear and the square of the variables.

**SUMMARY STATISTICS (FROM INDUSTRY CANADA'S DATABASE)**

There were 218 biotechnology firms in the base year (1998) for which we have complete records. Of these, 104 firms (48 percent) are known to have applied for at least one patent. We also know that 180 firms (83 percent) were involved in at least one alliance. We found that only 57 firms (26 percent) were publicly held.

Table 1 provides descriptive statistics for the 218 Canadian biotechnology firms contained in the database. The mean number of patent applications over the entire history of the firm is 2.46.

**TABLE 1**

**DESCRIPTIVE STATISTICS FOR THE 218 CANADIAN BIOTECHNOLOGY FIRMS INCLUDED IN THE DATABASE IN 1998**

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>MEAN</th>
<th>STANDARD DEVIATION</th>
<th>MINIMUM</th>
<th>MAXIMUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Patent Applications</td>
<td>2.46</td>
<td>7.28</td>
<td>0</td>
<td>81</td>
</tr>
<tr>
<td>R&amp;D Expenditures per Employee (1998: in $10K)</td>
<td>5.48</td>
<td>6.73</td>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>Number of Alliances</td>
<td>3.18</td>
<td>3.40</td>
<td>0</td>
<td>28</td>
</tr>
<tr>
<td>Number of Employees</td>
<td>94.47</td>
<td>345.85</td>
<td>1</td>
<td>4,000</td>
</tr>
<tr>
<td>Number of R&amp;D Staff</td>
<td>14.41</td>
<td>26.58</td>
<td>0</td>
<td>300</td>
</tr>
<tr>
<td>Age as of 1998 (1999 minus year of establishment)</td>
<td>14.22</td>
<td>14.58</td>
<td>1</td>
<td>76</td>
</tr>
<tr>
<td>Dummy for Ownership Status</td>
<td>0.26</td>
<td>0.44</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Dummy for Firm Active in Health</td>
<td>0.57</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Dummy for Firm Active in Agri-food</td>
<td>0.43</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Dummy for Firm Active in Environment</td>
<td>0.22</td>
<td>0.42</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Dummy for Alliances with Financial Intermediaries</td>
<td>0.06</td>
<td>0.23</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Dummy for Alliances with Pharmaceutical or Other Biotech Firms</td>
<td>0.56</td>
<td>0.59</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Average R&D expenditures, expressed in tens of thousands of dollars, amounted to 5.48. That is, average expenditures on R&D in 1998 by the 218 biotechnology firms in the database were $54,800. On average, these firms were involved in 3.18 alliances. They reported an average of 94.47 employees and an average of 14.41 staff engaged in R&D. Average firm age is 14.22 years that is the firm is in its 14.22th year as of 1998, calculated as 1999 minus the year of establishment, to eliminate the possibility of zero values for this variable.

As can be seen from Table 1, there were zero values for many variables. There were 38 firms with no known alliances. Three firms reported no R&D staff and nine firms reported no expenditures on R&D. We did not omit these observations despite obvious inconsistencies.

Averages for dummy variables considered in the modelling are also presented in Table 1. They show that the probability that a firm reported to be active in health is 0.57 (therapeutics, diagnostics or simply health), compared to 0.43 for agri-food (agri-bio, agriculture or food — aquaculture was not included), and 0.22 for environment. These were not interpreted as areas of specialization so firms could report activity in any or all of these areas. We also had data on other areas of biotechnology such as genomics, forestry, aquaculture and bioinformatics, but the numbers were too small to warrant inclusion as separate entities; moreover, grouping them, while solving the scale problem, would have introduced difficulties in interpretation.

**EQUATION FOR R&D EXPENDITURES PER EMPLOYEE**

We applied the OLS method to equation (1) to test a number of hypotheses related to increases in economically valuable knowledge as measured by R&D expenditures per employee in 1998. The results are presented in Table 2. We used equation (1) because it was set up to reflect the modified Pakes-Griliches production function employed by Hall and Ham (1999). Other things being equal, we found some statistical support for the hypothesis that patent applications help to create new economically valuable knowledge. Given the fact that the industry was relatively young in 1998 and the result obtained by Cumming and McIntosh (2000), we could have expected a stronger relationship. Nevertheless, a stronger relationship is more likely to be found among U.S.-based patenting firms where the influence of the USPTO and the CAFC is most directly felt.

The relationship between alliances and the creation of new knowledge was found to be statistically insignificant. In contrast to the finding of Cumming and McIntosh (2000), alliances do not appear to affect directly the creation of economically valuable knowledge in any way.
TABLE 2

REGRESSION RESULTS FOR THE PRODUCTION OF NEW ECONOMICALLY VALUABLE KNOWLEDGE

<table>
<thead>
<tr>
<th>NATURAL LOG OF R&amp;D EXPENDITURES PER EMPLOYEE IN 1998 (IN $10K)</th>
<th>ESTIMATED COEFFICIENT (STANDARD ERROR)</th>
<th>ESTIMATED COEFFICIENT (STANDARD ERROR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation 1: (218 observations)</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Natural Log of Total Patent Applications</td>
<td>0.08* (0.04)</td>
<td>0.04 (0.04)</td>
</tr>
<tr>
<td>Natural Log of Alliances</td>
<td>–0.04 (0.05)</td>
<td>–0.05 (0.05)</td>
</tr>
<tr>
<td>Dummy For Ownership Status</td>
<td>–1.20*** (0.48)</td>
<td></td>
</tr>
<tr>
<td>Natural Log of Number of Employees</td>
<td>–0.56*** (0.17)</td>
<td>–0.62*** (0.17)</td>
</tr>
<tr>
<td>Natural Log of Number of R&amp;D Staff</td>
<td>0.49*** (0.13)</td>
<td>0.46*** (0.13)</td>
</tr>
<tr>
<td>Natural Log of Age as of 1998</td>
<td>0.04 (0.26)</td>
<td>0.00 (0.26)</td>
</tr>
<tr>
<td>Constant</td>
<td>1.46** (0.68)</td>
<td>1.36** (0.68)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>5.38</td>
<td>5.62</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: For estimates of regression coefficients:
* Statistically significant at the 10-percent confidence level.
** Statistically significant at the 5-percent confidence level.
*** Statistically significant at the 1-percent confidence level.

The estimated coefficient for R&D staff is highly significant. It is hardly surprising to find that human capital plays a critical role in the creation of new economically valuable knowledge especially since many of these firms are comprised largely of scientists.

The role of the variable representing the number of employees becomes somewhat ambiguous as R&D staff is accounted for in the equation. In effect, this variable may account less for the firm’s manpower in general and more for the residual staff. Since many biotechnology firms start as spin-offs from university research, the residual may be related to time.

The estimated coefficient for firm size is negative and highly significant. Given that R&D staff is directly responsible for the creation of new valuable knowledge, it is hardly surprising that the addition of employees who do not work on R&D is negatively related to the variable studied. Furthermore, as noted earlier, the size variable has an element of the passage of time. Accordingly, a negative coefficient can be expected.

This formulation of the model does not allow us to test the Cohen and Klepper (1996) theory that R&D itself tends to increase with firm size. In fact,
the findings point to the importance of differentiating between human capital and other staff employed by the firm.

Finally, we found firm age to be a poor predictor of the creation of new economically valuable knowledge. It is possible that the division of R&D expenditures by the number of employees seriously weakens the likelihood of finding such a relationship.

To test the effect of ownership status on the creation of new economically valuable knowledge, we reran equation (1) with the dummy variable for ownership status included in the specification. The dummy variable was given a value of one when the biotechnology firm was known to be publicly held.

As can be seen from the results for equation (2) in Table 2, there is a statistically significant relationship between ownership status and increments to economically valuable knowledge. We found that higher levels of new knowledge were associated with publicly-held biotechnology firms in Canada.

It is also clear that ownership status, age in 1998 and patent applications are correlated. The effect is most evident in the weakened relationship between patent applications and increments in economically valuable knowledge.

MODEL FOR PATENT APPLICATIONS

The regression results are presented in Table 3. For the 218 Canadian biotechnology firms, we do not find a statistically significant relationship between R&D expenditures per employee and patent applications. This result holds whether or not we control for ownership status (as shown). It is possible that there really is no such relationship. It is also possible that the results are affected by the fact that many patent applications remain in the USPTO inventory, and the undercount reduces the likelihood of observing this relationship.

We were also unable to find empirical support for the hypothesis that alliances promote patenting activity. The problem could again be related to the fact that patent applications are undercounted.

We found a statistically significant and positive relationship between ownership status and total patent applications. Publicly-held firms appear to be more likely to have a patenting history.

Firm size was found to be highly and positively related to patent applications. We also observed a statistically significant negative relationship between patent applications and the age of the firm in 1998. Hall and Ham (1999) obtained similar results for the U.S. semiconductor chip industry, while Brouwer and Kleinknecht (1999) found that propensity to patent varied with firm size.
We observed a strong positive relationship between patent applications and firm activity in the health area, adding further support to the finding of McMahon and McVean (2001) in their study of Canadian biotechnology firms.

Finally, we hoped to be able to test for the impact of liquidity concerns on the patenting behaviour of biotechnology firms in Canada. The results were not encouraging. Although there was a positive relationship between patent applications and alliances with financial intermediaries, it is too weak to conclude that there is empirical support. We did find a weak significant relationship between alliances with pharmaceutical and other biotechnology firms. However, the relationship is negative, suggesting that biotechnology firms who participate in alliances with these types of partners are less likely to patent.

ANALYZING ALLIANCES

The regression results for alliances are found in Table 4. The linear fit, at 0.28, is comparable to that obtained by Barley, Freeman and Hybels (1992).

The results from our models pretty much mirror what is found in the literature. Public ownership was not quite statistically significant at the 10-percent
confidence level, but the relationship was stronger in the absence of a firm size variable. Powell and Brantley (1992) suggested that public firms would be more likely to use both the knowledge gathering and the symbolic importance associated with external ties to provide appropriate signals to the relevant financial community.

Firm age was statistically significant at the 1-percent level. The sign of the coefficient deserves some discussion. As for Hoang (1997) and Powell and Brantley (1992), the estimated coefficient for age reported in Table 4 was negative. Powell and Brantley (1992) anticipated that older firms would have acquired knowledge about the ins and outs of networking and thus be more likely to engage in further agreements than younger firms. This suggests that they were expecting the sign of the estimated coefficient to be positive.

They also expected the sign of the coefficient for their size variable to be positive as larger firms should possess more ties than smaller firms. They do not explain this position but it might be suggested that alliances arise from the increased needs of growing firms. We found no such relationship involving the firm size variable. However, the relationship between the number of R&D staff and patent applications is highly significant.

### Table 4

<table>
<thead>
<tr>
<th>ALLIANCES</th>
<th>ESTIMATED COEFFICIENT (STANDARD ERROR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Patent Applications</td>
<td>-0.02 (0.03)</td>
</tr>
<tr>
<td>Ownership Status</td>
<td>0.82 (0.51)</td>
</tr>
<tr>
<td>Number of Employees</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>Number of R&amp;D Staff</td>
<td>0.06*** (0.01)</td>
</tr>
<tr>
<td>Age of Firm as of 1998</td>
<td>-0.04** (0.02)</td>
</tr>
<tr>
<td>Dummy for Firm Active in Health</td>
<td>-0.07 (0.51)</td>
</tr>
<tr>
<td>Dummy for Firm Active in Environment</td>
<td>-0.58 (0.54)</td>
</tr>
<tr>
<td>Constant</td>
<td>2.82*** (0.51)</td>
</tr>
</tbody>
</table>

Notes: For estimates of regression coefficients:
* Statistically significant at the 10-percent confidence level.
** Statistically significant at the 5-percent confidence level.
*** Statistically significant at the 1-percent confidence level.
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We included indicator variables for firms active in health and environment expecting to find that firms active in the health area would be more likely and firms active in environment less likely to participate in alliances. We were unable to obtain empirical support in either case.

Our results suggest that publicly-held and younger biotechnology firms are more likely to participate in alliances. They also show that the measure of human capital is a better determinant of alliance activity for Canadian biotechnology firms.

**EQUATION FOR OWNERSHIP STATUS**

The results of the logit regression for ownership status are presented in Table 5. The relative importance of ownership status in explaining the other variables under study only emphasizes the need to understand its determinants.

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ESTIMATION RESULTS FOR OWNERSHIP STATUS</strong></td>
</tr>
<tr>
<td><strong>OWNERSHIP STATUS (LOGIT)</strong></td>
</tr>
<tr>
<td>R&amp;D Expenditures per Employee in 1998 (in $10K)</td>
</tr>
<tr>
<td>Total Patent Applications</td>
</tr>
<tr>
<td>Number of Alliances</td>
</tr>
<tr>
<td>Number of Employees</td>
</tr>
<tr>
<td>Age of Firm as of 1998</td>
</tr>
<tr>
<td>Dummy for Firm Active in Health</td>
</tr>
<tr>
<td>Dummy for Firm Active in Agri-food</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>McFadden Adjusted $R^2$</td>
</tr>
<tr>
<td>Likelihood Ratio Test (7 degrees of freedom)</td>
</tr>
<tr>
<td>Number of Right Predictions</td>
</tr>
</tbody>
</table>

Notes: Estimation using probit results yielded slightly different coefficient estimates. With regard to statistical significance, results were very similar except that age was significant at the 5-percent rather than the 10-percent level.

* Statistically significant at the 10-percent confidence level.

** Statistically significant at the 5-percent confidence level.

*** Statistically significant at the 1-percent confidence level.
ON THE ROLE OF PATenting IN INNOVATION FOR THE BIOTECHNOLOGY INDUSTRY

We found that the probability of going public is positively and significantly related to increments in economically valuable knowledge, patent applications, alliance activity, firm size and age. We also found that firms active in health were more likely to have gone public, while firms active in agri-food were less likely although this last finding was not quite significant at the 10-percent confidence level.

We thus found statistical support for the Pagano, Panetta and Zingales (1995) argument that firm size is an important determinant of ownership status. More importantly, we found empirical support for the proposition that a firm’s use of value-enhancing activities, such as applying for patents, creating new economically valuable knowledge and engaging in alliances, is associated with public ownership.

A CLOSER LOOK AT PUBLICLY-HELD BIOTECHNOLOGY FIRMS

Many studies, such as those by Levin et al. (1987) and Hall and Ham (1999) have focussed on publicly-held firms. In fact, the former expressed concern that the study of public firms alone could lead to biased findings. Our database, which consists of both publicly-held and privately-owned firms, allows us to examine these concerns empirically.

Specifically, we have already tested the impact of ownership status on increments to economically valuable knowledge, patent applications and alliance activity. The regression results seem to suggest that there are statistical differences between publicly-held and privately-owned biotechnology firms in Canada. We shall now study the data in greater detail by examining the summary statistics and results of regressions for publicly-held Canadian biotechnology firms.

Table 6 presents summary statistics for the 57 publicly-held and 161 privately-owned biotechnology firms. In the database, 21 percent of publicly-held firms reported no patent applications while 63 percent of privately-owned firms had no known patent applications. The mean values for total patent applications reflect this disparity. Publicly-held firms were found to have an average of 6.63 patent applications, while privately-owned firms were found to have on average just under one patent application.

Publicly-held firms were found to have an average of 4.68 alliances while their privately-owned counterparts reported an average of 2.65 alliances. Publicly-held firms were larger on average (215.40 employees against 51.66) and had more staff engaged in R&D (28.16 researchers against 9.55). They were, on average, more likely to be active in the health area while privately-owned firms were more likely to be active in agri-food and environment.
It is also interesting to note that ownership status does not appear to be related to the age of the firm as of 1998. Public firms were found to be less than half a year younger on average than private firms.

Finally, nearly three-quarters of public firms were found to be involved with pharmaceutical or other biotechnology firms while one half of privately-owned firms were so involved.

Table 7 presents regression results for two models run on the 57 public biotechnology firms. All of the models reported in the table are log-linear. The results are shown for the model of increments to economically valuable knowledge, then for total patent applications. The former model is essentially unchanged from that applied to the 218 observations except, of course, for the omission of the ownership status variable. For the estimation of the patent applications equation, we removed ownership status and the variables identifying alliance partners. The latter were removed because it is presumed that the act of going public has addressed the underlying liquidity issue.21

Looking first at the results for the R&D expenditures per employee equation, we found that the relationship between patent applications and the study variable was no longer statistically significant. Patent applications are not as important to firms that are publicly held as they were found to be for the
population at large. One of the explanations for this phenomenon could be that upon going public, a firm’s liquidity concerns have been addressed. Although the test is indirect, we could conclude that liquidity concerns do exert some influence before we control for public ownership.

We were unable to find a statistically significant relationship between the number of alliances and increments to economically valuable knowledge for the 57 publicly-held firms in our database. Alliances do not appear to have any direct bearing in this regard.

The results for the size and human capital proxy variables were found to be similar to those obtained for the entire population, although the statistical significance was slightly weaker. In both cases, we found human capital to be an important determinant of the growth in new economically valuable knowledge. This result is hardly surprising and we were fortunate to be able to include such a variable in our analysis.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>R&amp;D EXPENDITURES PER EMPLOYEE</th>
<th>TOTAL PATENT APPLICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N=57)</td>
<td></td>
</tr>
<tr>
<td>Natural Log of R&amp;D Expenditures per Employee in 1998 (in $10K)</td>
<td>—</td>
<td>0.28</td>
</tr>
<tr>
<td>Natural Log of Total Patent Applications</td>
<td>0.11</td>
<td>—</td>
</tr>
<tr>
<td>Natural Log of Alliances</td>
<td>−0.06</td>
<td>−0.31**</td>
</tr>
<tr>
<td>Natural Log of Number of Employees</td>
<td>−0.77***</td>
<td>1.63***</td>
</tr>
<tr>
<td>Natural Log of Number of R&amp;D Staff</td>
<td>0.72**</td>
<td>—</td>
</tr>
<tr>
<td>Natural Log of Age as of 1998</td>
<td>−0.03</td>
<td>−0.78</td>
</tr>
<tr>
<td>Dummy for Firm Active in Health</td>
<td>2.59**</td>
<td>8.52***</td>
</tr>
<tr>
<td>Constant</td>
<td>3.06</td>
<td>15.84</td>
</tr>
</tbody>
</table>

Notes: For estimates of regression coefficients:
* Statistically significant at the 10-percent confidence level.
** Statistically significant at the 5-percent confidence level.
*** Statistically significant at the 1-percent confidence level.
Finally, we included age as of 1998 in our model. We were unable to find any relationship between age and increments to economically valuable knowledge for either publicly-held firms or the population as a whole.

The results of the regression on total patent applications for the 57 publicly-held firms are also presented in Table 7. The relationship between R&D expenditures per employee and patent applications was stronger but still not statistically significant at the 10-percent confidence level.

A more striking result occurs for alliances, where we found that the estimated coefficient was negative and statistically significant. The outcome suggests that for the 57 publicly-held biotechnology firms, alliances appear to be treated as substitutes for patenting. This is certainly not the situation for the population as a whole.

We found that size is again an important predictor of patenting although the impact of age was greatly reduced. We also observed that firms active in the health area were more likely to apply for patents.

Table 8 presents the results of the regression on alliances. For the population as a whole, it appeared to be appropriate to apply the OLS method to the untransformed variables. Berry and Taggart (1998) noted that, as firms developed, formality increased significantly and the firm took on a powerful

<table>
<thead>
<tr>
<th>TABLE 8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>REGRESSION RESULTS FOR ALLIANCES (57 PUBLIC FIRMS)</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VARIABLE (N=57)</th>
<th>ESTIMATED COEFFICIENT (STANDARD ERROR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Log of Total Patent Applications</td>
<td>–0.34*** (0.13)</td>
</tr>
<tr>
<td>Natural Log of Number of Employees</td>
<td>0.61 (0.45)</td>
</tr>
<tr>
<td>Natural Log of Number of R&amp;D Staff</td>
<td>0.66 (0.45)</td>
</tr>
<tr>
<td>Natural Log of Age as of 1998</td>
<td>–0.52 (0.66)</td>
</tr>
<tr>
<td>Dummy for Firm Active in Health</td>
<td>4.46*** (1.52)</td>
</tr>
<tr>
<td>Dummy for Firm Active in Environment</td>
<td>–1.72 (1.46)</td>
</tr>
<tr>
<td>Constant</td>
<td>–6.34** (2.50)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.20</td>
</tr>
<tr>
<td>F</td>
<td>3.39</td>
</tr>
</tbody>
</table>

Notes: For estimates of regression coefficients:
* Statistically significant at the 10-percent confidence level.
** Statistically significant at the 5-percent confidence level.
*** Statistically significant at the 1-percent confidence level.
market orientation. For the purpose of analyzing alliances, we assumed that a greater degree of formality could be associated with the fact that the firm has gone public. Therefore, we applied the OLS method in this case to the natural logarithms of the variables because these firms were believed to be formally working toward the creation of alliances.

We found that the results changed considerably when the functional form was assumed to be log-linear. When the regression was run on the natural log of the variables on both sides of the equation, we found that patent applications were negatively and significantly related to the number of alliances. We also found the health area to be a statistically significant determinant of alliances, but the effects of the number of employees and the number of R&D staff were not significant. We were also unable to establish a significant relationship between activity in the environment area and alliances.

A CLOSER LOOK AT THE 161 PRIVATELY-OWNED FIRMS

TABLE 6 PRESENTS SUMMARY STATISTICS for the 161 privately-owned biotechnology firms in the database. Slightly more than five-eighths of these firms have no known patent applications. It is difficult to pursue a model-type approach to data analysis when more than half of the observations show a zero value for a key variable. Private firms were found to have applied about once for a patent and to have participated in an average of 2.65 alliances.

We ran contingency table tests for a small number of key hypotheses. We checked to determine whether private biotechnology firms with at least one patent were more likely to be involved in alliances than those with no patenting history but there was no statistical support for this hypothesis. We also checked to determine whether biotechnology firms listing agri-food as an active business area were more likely to be patenting and again there was no statistical support for this hypothesis.

Other test results were more promising. Private biotechnology firms known to be active in the health area were more likely to have applied for at least one patent. The likelihood that a private biotechnology firm applied for at least one patent was found to increase with size although the break seems to occur most clearly at 10 employees. Finally, there was statistical support for the hypothesis that firms were more likely to apply for at least one patent with increased spending on R&D although the difference becomes clearest when $1 million is used as the threshold for comparisons.
SUMMARY AND CONCLUSIONS

The literature since Levin et al. (1987) has focussed on the fact that the primary benefit of patenting is that it helps firms appropriate rents. In this context, the estimation of production functions based on Pakes and Griliches (1984) has been predicated on the assumption that the best measure of innovation or of increases in economically valuable knowledge is an annual patent count. Stoneman (1983) suggested that patent counts be treated as determinants rather than dependent variables, but most of the evidence in support of the conceptual argument is recent. There remains the issue that the lack of success of economists in attempting to establish a link between patenting activity levels and innovation may be due to the fact that patent counts have been used as an output measure and R&D expenditures as a key determinant. The application of the Pakes-Griliches (1984) conceptual model, as illustrated in the Path Analysis Diagram, is inconsistent with the aim of patents, which is to protect investment. The influence of patents, and thus patent policy, on innovation and economic growth is indirect at best.

The ideal way of testing these arguments would be to examine the growth of patent-using industries in the United States since, with the creation of the CAFC and the recent relaxation of patenting standards to accommodate developments in new technologies (software, higher life forms, and business methods), the associated benefits would be felt primarily by U.S.-based businesses that use patents, though the general thrust can be tested in any event.

Accordingly, we developed a model that allows us to test the hypothesis that patent activity, as represented by applications for new patents, influences the creation of new economically valuable knowledge, as measured by the amount of money that firms spent on R&D per employee in 1998. We tested this hypothesis using data for the biotechnology industry in Canada and found that there was indeed a statistically significant relationship. We conclude from this finding that patenting activity levels may indeed serve as a leading indicator of economic growth. However, it must be recognized that because the effect is felt indirectly through investment, other economic factors linked to investment need to be factored into the equation. Jaffe (2000) suggested that patents are only one of many determinants. We are suggesting here that at least some of these other determinants are investment-related.

Although this finding is based on an analysis of data on Canada’s biotechnology industry, it can be argued that the effect will be much greater for U.S.-based businesses that use patent applications to attract investors. The record of support demonstrated by the CAFC for patents issued in the United States, combined with the stance of the USPTO on patenting new technologies, has...
nurtured an environment in which investors have very actively supported U.S.-based, patent-using firms.

The situation of Canadian-based biotechnology firms is complicated by the fact that they are subject to Canadian fiscal and monetary measures while they seek patents in the United States. With regard to competitiveness, it can be suggested that, other things being equal (which they are not), biotechnology firms in Canada are at a competitive disadvantage with respect to their U.S. counterparts. Canadian biotechnology firms have company in this regard. Susannah Rodgers (2001) cited an Ernst & Young report that found that the European biotechnology sector was still very much behind that of the United States, which was flooded with capital.

We had reason to expect a significant relationship between alliances and patent applications. Such a relationship was suggested in the study of biotechnology firms in Canada by McMahon and McVean (2001). Hoang (1997) found statistical support for this relationship. Brouwer and Kleinknecht (1999) noted that the propensity to patent was significantly higher among R&D collaborators. However, for the 218 biotechnology firms in our database, we were unable to find statistical support for the hypothesis that patent applications may lead to alliances. We were also unable to find statistical support for the hypothesis that alliances lead to greater patenting activity.

An important finding is that R&D expenditures per employee are not a significant determinant of patent applications. For many of these biotechnology firms, it might be argued that the filing of applications pre-dates much of the actual R&D. This finding is thus not surprising. Nevertheless, it may also be true that total expenditures per employee over the period associated with the development of the patent application would be a better measure.

Levin et al. (1987) expressed concern about the fact that the results of analyses of public firms may not be representative of all firms. Our database of Canadian biotechnology firms includes 57 publicly-held and 161 privately-owned firms. We looked at those concerns in two ways. First, we included ownership as a determinant of alliances, patent applications and then increments to economically valuable knowledge as measured by R&D expenditures per employee. We found that ownership status is a statistically significant determinant of total patent applications and per employee expenditures on R&D. It is also nearly significant as a determinant of alliances. These results suggest that we have found empirical evidence in support of the concerns raised by Levin et al.

In an attempt to determine where the biases may lie, we then ran the regressions for the 57 publicly-held firms. The most striking finding is that alliances and patent applications appear to be substitutes for each other. Regardless of the direction of causality, we found a negative and statistically significant relationship between the number of alliances and total patent applications. This finding suggests that publicly-held biotechnology firms are willing
to trade off alliances for patent applications (or the reverse). We found no such relationship when looking at the population as a whole. As such, these two findings appear to support the Berry-Taggart (1998) conclusion that there is an evolutionary effect wherein firms demonstrate an early degree of informality and flexibility where technology and business strategy are concerned. The act of going public appears to be associated with a greater degree of formality where strategic decisions about patenting and collaboration are concerned.

We looked at the relationship between per employee R&D expenditures and patent applications for the 57 publicly-held firms and again failed to find a statistically significant relationship although it is stronger than the test result for the entire population when ownership status is included as a determinant.

We looked at the determinants of ownership status and found many indicators of public ownership, including the firm’s R&D spending per employee, its patent applications and its collaborative efforts. Although public ownership is not necessarily a panacea for biotechnology firms in Canada, the results suggest that patenting activity is helpful in this regard.

It is worth noting that the inclusion of the ownership status effect in the per employee R&D expenditures equation weakened the impact of patent applications on investment. It was suggested earlier that liquidity concerns may lead firms to apply for patents. Results from the per employee R&D expenditures equation suggest that patenting helps a firm obtain investment in the short term, as well as in the longer term when it attempts to go public, as revealed by the results of the ownership status equation.

At the outset, we put forward the idea that, in addition to appropriability concerns, liquidity concerns are important when considering the relationship between patenting and increments to economically valuable knowledge in relatively young industries comprised mainly of small- and medium-sized firms. Our data did not permit ideal testing of this hypothesis.

However, the data allowed us to include a proxy variable for human capital. Our results demonstrated the value of knowledge workers both for the production of new economically valuable knowledge and for the creation of alliances among the 218 biotechnology firms.

The above analysis is subject to the typical caveats of studies looking at patent applications. Primarily, they pertain to the reality that patent application counts are biased downward. In part, this is due to the absence of record on patent applications to the USPTO that are eventually not granted, and to the fact that there are many applications still in the USPTO pipeline, as we are barely two and a half years past the study’s base year. Better data on the impact of financial intermediaries would also serve to improve the above analysis.
ENDNOTES

1. See Jaffe (2000), who suggests that “robust conclusions regarding the empirical consequences for technological innovation in patent policy are few because [...] patents are only one of many determinants [...] so even significant changes in patent policy may have only limited effects.”


5. See Hall and Ham (1999), who show how high-technology firms trade patents.


7. See Currier (2000, p. 339), who suggests that a patent is a type of academic publication.

8. Kortum and Lerner (1999) did suggest some of this in an alternative hypothesis.

9. Hall, Griliches and Hausman (1986) reiterate this point. Cumming and MacIntosh (2000) employed a questionnaire designed to direct causality from hypothesized variables, such as the importance of patent protection and strategic alliances, to R&D expenditures. They also tested and rejected the possibility of significant endogeneity effects.

10. It must be realized that respondents may not wish to divulge any information on patent applications that have not been made public.

11. It should be noted that Griliches (1979, p. 94) recognized that it was not easy to establish causality.


13. According to Mackaay (1992, p. 48), these characteristics are non-exclusion, which means that if the goods are available to one person, no one else can be excluded from their use; and non-rivalry in consumption which means that use by one person does not preclude use by another. Free riding tends to result because it is so expensive to prevent use. Congestion may arise with goods or services that are not completely non-rival.


20. They surveyed 46 biotechnology firms in Canada and conducted interviews with over 30 of the chief executive officers.

21. Although we recognize that the decision to go public reflects appropriability and governance issues as well.
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Intellectual Property Protection in the U.S. Software Industry

INTRODUCTION

THE SOFTWARE INDUSTRY is a knowledge-intensive industry whose output is information, the coded instructions that guide the operations of a computer or a network of computers. Both the inputs and much of the output of this industry consist of intangibles, the prices of which contain considerable Schumpeterian rents. The rewards to innovators in the software industry of the 1980s and 1990s were extraordinary, illustrated by the meteoric rise of William Gates III to control of the largest personal fortune in the world. The modern computer software industry is thus an extreme example of an industry where the returns to innovators’ investments, and in many cases market structure, are heavily influenced by the ownership of intellectual property. As such, it is hardly surprising that the legal framework establishing and regulating the ownership of such property has attracted considerable attention and debate.

The modern computer software industry of the 21st century differs sharply from the software industry of the 1950s or 1960s, most notably in the growth of mass markets for so-called “packaged” software. These differences are reflected in the central importance of formal intellectual property (IP) protection. The increased importance of formal (IP) rights protection, as well as the evolving economic and legal significance of different instruments for such protection, create significant challenges for U.S. intellectual property rights policy.

Although the computer software industry is global in nature, significant differences remain among the software industries and the associated intellectual property regimes of industrial economies. The United States, Japan and Western Europe differ in the extent to which domestic consumption and production of software are dominated by packaged software. As a result, domestic...
lobbying for the creation or modification of legal regimes covering this relatively new form of intellectual property has contributed to differences in the level and characteristics of intellectual property rights for computer software among major industrial economies. The recent controversies over business methods patents and the response of both the U.S. Congress and U.S. Patent and Trademark Office (USPTO) to these controversies (see below) are only the latest example of this endogenous character of national intellectual property rights regimes.

For example, intellectual property protection for software in Japan has been relatively weak, which is compatible with a domestic software industry that has been dominated historically by the production of custom software (Merges, 1996). Although intellectual property protection for software has been strengthened somewhat in Japan during the past decade, both the letter and the enforcement of this protection remain weaker than in the United States. In contrast, the Western European software industry has improved its performance in packaged software. The European Union has adopted stronger formal protection (and enforcement) policies for software than Japan, while exempting some forms of reverse engineering of protected software programs from legal challenges. The resulting policy has been more lenient in its treatment of this practice than U.S. policy (Merges, 1996).

The endogenous character of national and regional intellectual property rights regimes is hardly surprising. Analyses of their evolution and effects on industry must adopt a more nuanced and complex view of causes and effects. Among other things, this endogeneity means that the historical evolution of industries and national innovation systems is a path-dependent process.

**THE HISTORICAL DEVELOPMENT OF THE COMPUTER SOFTWARE INDUSTRY**

The growth of the global computer software industry has been marked by at least four distinct eras spanning the 1945-2001 period. During the early years of the first era (1945-65), covering the development and early commercialization of the computer, software as it is currently known did not exist. Even after the development of the concept of a stored program, software was largely custom-developed for individual computers. During the 1950s, however, the commercialization and widespread adoption of standard computer architectures supported the emergence of software that could operate on more than one type of computer or in more than one computer installation. In the United States, the development of the IBM 650, followed by the even more dominant IBM 360, provided a large market for standard operating systems and application programs. The emergence of a large installed base of a single
mainframe architecture occurred first, and to the greatest extent, in that country. During this period, however, most of the software for early mainframe computers was produced by their manufacturers and users.

During the second era (1965-78), independent software vendors (ISVs) began to appear. During the late 1960s, producers of mainframe computers unbundled their software product offerings from their hardware products, separating the pricing and distribution of hardware and software. This development provided opportunities for entry by independent producers of standard and custom operating systems, as well as independent suppliers of applications software for mainframes. Unbundling occurred first in the United States and has progressed further in that country and in Western Europe than in Japan.

Although independent suppliers of software began to enter in significant numbers in the early 1970s, computer manufacturers and users remained important sources of both custom and standard software in Japan, Western Europe, and the United States during this period. Some computer service bureaus that had provided users with operating services and programming solutions began to unbundle their services from their software, providing yet another cohort of entrants into the market for independent development and sale of software. Sophisticated users of computer systems, and especially mainframe computers, also created solutions for their applications and operating system needs. A number of leading suppliers of traded software in Japan, Western Europe and the United States were founded by computer specialists formerly employed by major mainframe users.

During the third era (1978-93), the development and diffusion of the desktop computer produced explosive growth in the traded software industry. Once again, the United States was the first mover in this transformation, and the U.S. domestic market became the largest single outlet for packaged software. Rapid adoption of the desktop computer in the United States supported the early emergence of a few dominant designs in desktop computer architecture, creating the first mass market for packaged software. The independent vendors that entered the desktop software industry in the United States were largely new to the industry. Few of the major suppliers of desktop software came from the ranks of the leading independent producers of mainframe and minicomputer software, and mainframe and minicomputer ISVs are still minor players in desktop software.

Rapid diffusion of low-cost desktop computer hardware, combined with the emergence of a few dominant designs for this architecture, eroded vertical integration between hardware and software producers and opened up opportunities for ISVs. The declining cost of computing technology has continually expanded the array of potential applications for computers; many of these applications rely on software solutions. A growing installed base of ever-cheaper computers has been an important source of dynamism and entry into the
traded software industry, because the expansion of market niches in applications has outrun the ability of established computer manufacturers and major producers of packaged software to supply them.\textsuperscript{5}

The packaged computer software industry now has a cost structure that resembles that of the publishing and entertainment industries much more than that of custom software — the returns on a hit product are enormous while production costs are low. As in these industries also, the growth of a mass market for software has elevated the importance of formal intellectual property rights. However, a key contrast between software and the publishing and entertainment industries is the importance of product standards and consumption externalities in the software market. In the mass software market, users often resist switching among operating systems or even well-established applications because of the high costs of learning new skills, as well as concerns over the availability of an abundant library of applications software that complements an operating system. These switching costs typically are higher for less-skilled users who dominate mass markets for software, and promote the development of bandwagons that create de facto product standards. As the widespread adoption of desktop computers created a mass market for software during the 1980s, these de facto product standards in hardware and software became even more important for the commercial fortunes of software producers than in the 1960s and 1970s.

The fourth era in the development of the software industry (1994-present) has been dominated by the growth of networking among desktop computers, both within enterprises through local area networks linked to a server and among millions of users through the Internet. Networking has created opportunities for the emergence of new software market segments (for example, the operating system software currently installed in desktop computers may reside on a network or a server), the advent of new dominant designs, and potentially, the erosion of currently dominant software firms’ positions. Some rapidly-growing network applications, such as the World Wide Web, use a code (HTML) that operates on all platforms rather than being locked into a single hardware architecture. Like the previous eras of this industry’s development, the growth of network users and applications has been faster in the United States than in other industrial economies, and U.S. firms have maintained dominant positions in these markets (see Mowery and Simcoe, 2002).

How has the growth of the Internet changed the economics of intellectual property protection in the software industry? At least three different effects are apparent at this early date in the Internet’s development. First, the widespread diffusion of the Internet has created new channels for low-cost distribution and marketing of packaged software, reducing barriers to entry into the packaged software industry that are based on the dominance of established distribution
channels by large packaged software firms. In this respect, the Internet expands the possibilities for rapid penetration of markets by a hit packaged software product (in the jargon of the software industry, a “killer application”), which enhances the economic importance of protection for these types of intellectual property. The Internet is also a key factor behind the growth of patents for business methods, many of which concern tools or routines employed by online marketers of goods and services. Although they frequently are embodied in software, these business methods need not be sold directly to end users, but instead may support the delivery to end users of online services or products. Nevertheless, there is abundant evidence to the casual observer of the importance and economic returns to Internet-based hits that may rely on unique methods for supporting the delivery of such products and services.

But the Internet has also provided new impetus to the diffusion and rapid growth of a very different type of software, open-source software. Although so-called “shareware” has been an important form of software in all of the eras of the software industry described above, the Internet’s ability to support both rapid, low-cost distribution of new software and (crucially) the centralized collection and incorporation into that software of improvements from users has made possible such widely used operating systems as Linux and Apache (see Kuan, 1999; and Lerner and Tirole, 2000). The Internet has thus increased the returns to inventors of patented software, while at the same time supporting the growth of open-source software.

THE EVOLUTION OF INTELLECTUAL PROPERTY RIGHTS POLICY AND PRACTICE IN THE U.S. SOFTWARE INDUSTRY

This study is primarily concerned with intellectual property rights in software that combine the grant of a limited monopoly in exchange for an element of disclosure or public use. As such, it is most appropriate to examine in detail copyright and patent protection, particularly because software has been brought underneath the umbrella of each of these regimes in distinct and interesting ways over the last several decades. In the near future, however, the use by software innovators of legal protections in the areas of trade secret, misappropriation, trade-marks, and even the Semiconductor Chip Protection Act will remain important.

COPYRIGHT

Copyright protection for software innovations was singled out by policymakers during the 1970s as the preferred means for protecting software-related intellectual property (Menell, 1989). In its 1979 report, the National Commission on New Technological Uses of Copyrighted Works (CONTU),
charged with making recommendations to the U.S. Congress on software protection, chose copyright as the most appropriate form of protection for computer software (CONTU, 1979). Because copyright protection adheres to an author-innovator with relative ease and has a long life — now 100 years for works created for hire — the Commission determined that copyright was the preferred type of intellectual property protection for software. Congress adopted the Commission's position when it wrote "computer program" into the Copyright Act in 1980.6

The federal judiciary's application of copyright to software in the aftermath of the CONTU initially promised strong protection for inventors. Over time, however, the courts' interpretation of copyright as applied to software has yielded a narrower form of protection. Apple Computer, Inc. v. Franklin Computer Corp.7 is an early and important case of copyright litigation over packaged software. Although the federal judiciary had long held that copyright protects only expression in works,8 the Court in Apple Computer argued that Apple's specific code was protected by its copyright. The Court concluded that efforts by a follower firm to use the copyright holder's code for purposes of achieving compatibility with the original software were inconsequential to the determination of whether infringement had occurred. This decision strengthened copyright protection considerably, making it possible for one firm's copyrighted software to block the innovative efforts of others. Subsequent decisions — the so-called look and feel cases — extended traditional copyright protection of expression to such non-literal elements of software as structure, sequence and organization.9

The sweeping interpretation of copyright protection in the Apple Computer case was narrowed and weakened considerably in the outcome of a series of copyright infringement cases brought by Lotus Development. Lotus successfully sued Paperback Software International over the latter's alleged imitation of the look and feel of Lotus's spreadsheet software in a case that was decided in favour of Lotus in 1990. Lotus then sued Borland International over the alleged infringement by Borland's Quattro software of the look and feel of Lotus's 1-2-3 spreadsheet software in a case that lasted for six years, producing four opinions in federal district court and appeals to both the Court of Appeals and the U.S. Supreme Court. The district court found that Borland had infringed Lotus's 1-2-3 spreadsheet software. Borland rewrote its software to achieve partial compatibility with elements of Lotus's software, but this modification also was met with infringement findings by the district court and a permanent injunction banning its sale.10

The Court of Appeals ultimately reversed some of the district court's conclusions, arguing that second-movers in the software industry must be allowed to emulate and build on certain of the innovator's code and methods.11 The decision of the Court of Appeals was affirmed in 1996 by the U.S. Supreme Court in a 4-4 decision.12 The Borland decision weakened the strong protection for
software inventions provided by *Apple Computer v. Franklin Computer*, and along with other decisions affirming the strength of software patents, may have contributed to an increased reliance on patents by some U.S. software firms in the 1990s.\(^\text{13}\)

**PATENTS**

In contrast to copyright, federal court decisions during the past decade have consistently broadened and strengthened the economic value of software patents. Although some early cases during the 1970s supported the initial stance of the USPTO in stating that software algorithms were not patentable,\(^\text{14}\) judicial opinions have shifted since then to support the use of patents for software (Samuelson, 1990).\(^\text{15}\) In the *Diamond v. Diehr*\(^\text{16}\) and *Diamond v. Bradley*\(^\text{17}\) cases, both decided in 1981, the Supreme Court announced a liberal rule that permitted the patenting of software algorithms. Both the courts and the USPTO have supported this policy, strengthening patent protection for software (Merges, 1996). A vivid example of the effects of this stronger patent regime is the 1994 court decision that found Microsoft guilty of patent infringement and awarded $120 million in damages to Stac Electronics, the plaintiff. The damages awarded were hardly a crippling blow to Microsoft, but the firm’s infringing product had to be withdrawn from the market temporarily, compounding the financial and commercial consequences of the court’s decision (Merges, 1996).

As the USPTO adopted a more favourable posture toward applications for software patents, the ability of patent examiners to identify *novelty* in an area of technology in which patents historically have not been issued to cover major innovations was criticized well before the surge of business methods software patent applications in 1998 and 1999. The celebrated multimedia patent issued by the USPTO to Compton’s Newmedia in 1993 is one example of the difficulties associated with a lack of patent-based prior art. On November 15, 1993, Compton’s Newmedia announced that it had won a *fundamental* patent for its multimedia software that rapidly fetched images and sound.\(^\text{18}\) The patent was quite broad, covering

> a database search system that retrieves multimedia information in a flexible, user-friendly system. The search system uses a multimedia database consisting of text, picture, audio and animated data. That database is searched through multiple graphical and textual entry paths.\(^\text{19}\)

Compton’s President Stanley Frank suggested that the firm did not want to slow the growth of the multimedia industry, but simply “want[ed] the public to recognize Compton’s Newmedia as the pioneer in this industry, promote a standard that can be used by every developer, and be compensated for the
investments we have made.” Armed with this patent, Compton’s traveled to Comdex, the computer industry trade show, to detail its licensing terms to competitors, which involved payment of a 1-percent royalty for a non-exclusive licence.20

Compton’s appearance at Comdex launched a political controversy that culminated in an unusual event — the USPTO reconsidered and invalidated Compton’s patent. On December 17, 1993, the USPTO announced that it was re-examining its award of the patent to Compton’s Newmedia because, in the words of Commissioner Lehman, “this patent caused a great deal of angst in the industry.”21 On March 28, 1994, the USPTO released a preliminary statement declaring that “[a]ll claims in Compton’s multimedia patent issued in August 1993 have been rejected on the grounds that they lack ‘novelty’ or are obvious in view of prior art.”22 This declaration was confirmed by the USPTO in November of 1994.23

Patents in Business Methods

Recent federal judicial decisions have continued to support the rights of patent holders and have expanded the definition of software subject to protection by patent. On August 23, 1998, the Court of Appeals for the Federal Circuit (CAFC) validated a business methods software patent in State Street Bank v. Signature Financial Group.24 In 1993, Signature was awarded a patent for its data-processing system used in financial transactions, but controversy kept it bottled up in the courts until the 1998 ruling by the CAFC, the highest federal court specialized in patent appeals.25 In ruling that the software was patentable, the court announced that

the transformation of data, representing discrete dollar amounts, by a machine through a series of mathematical calculations into a final share price, constitutes a practical application of a mathematical algorithm, formula, or calculation, because it produces ‘a useful, concrete, and tangible result.’26

This sweeping language supports recent software patenting guidelines by the USPTO that have expanded the definition of patentable software subject matter. A patent attorney suggested that the language used in this opinion was so sweeping as to allow Newton to receive a patent for the calculus.27

Since the State Street decision, business methods patenting has expanded rapidly, especially for Internet-based transactions and marketing techniques. USPTO Commissioner Dickinson noted in March 2000 that the number of patent applications for such techniques expanded from 1,275 in fiscal 1998 to 2,600 in fiscal 1999, resulting in the issuance of 600 business methods patents in 1999. Although the doubling in business methods patent applications is
noteworthy, issued patents in this class accounted for less than 0.5 percent of all issued patents in 1999.28 Several firms have filed patent applications for one-click Internet ordering techniques, and Amazon.com, an Internet vendor of books and other products, has threatened to sue other Internet firms for allegedly infringing its patent on one-click order methods. Priceline.com, another Internet marketing firm, has sued Microsoft over the latter’s alleged infringement of its patented reverse auctions, which allow buyers to name a price for a good and sellers to respond.

As in the case of Compton’s patent, the proliferation of Internet-based business methods patents was facilitated by a lack of patent-based prior art available for review by USPTO examiners.29 Tim Berners-Lee, developer of the HTML software code that is widely used for the creation of websites, argues that some of the Internet business methods patents “combine well-known techniques in an apparently arbitrary way, like patenting ‘going shopping in a yellow car on a Thursday.’” (Waldmeir and Kehoe, 1999).

Political reactions to the surge in business methods patents and the controversy surrounding their validity were swift and involved both the U.S. Congress and the USPTO. In late 1999, the Congress passed the American Inventor Protection Act (AIPA). This statute was originally drafted in order to revise the U.S. patent system to make it consistent with the World Trade Organization (WTO) agreements that concluded the Uruguay Round of trade negotiations, but additional provisions were added specifically to address the business methods patent controversy. One important provision of the AIPA that was incorporated to conform to WTO requirements stipulated the publication of most U.S. patent applications within 18 months after their submission to the USPTO. This publication requirement should make it easier for a would-be inventor to verify that he or she is not infringing pending patents. A second provision of the AIPA, which was inserted in response to the business methods patenting controversy, created a first-to-invent defence against infringement claims. Defendants who can show that they were practicing the relevant method or art one year or more prior to the filing of the patent application are protected against infringement suits. This provision also should reduce the exposure of inventors to infringement suits based on their use of long-established, non-patented prior art.

Administrative responses to the business methods controversy included the USPTO’s Business Methods Patent Initiative, unveiled in the spring of 2000. This initiative included several provisions:

1. Hiring more than 500 new patent examiners specialized in software, computer and business methods applications.
2. Tripling the number of examiners assigned to examine applications in Class 705, the primary locus of business methods patenting activity.

3. Expanding the number of non-patent prior art databases to which these examiners have access.

4. Requiring that non-patent and foreign prior art be searched systematically for all applications in Class 705.

5. Requiring examination of all applications in Class 705 by a second examiner in addition to the primary examiner to whom the application was assigned.

This administrative initiative will raise the level of scrutiny devoted to business methods patent applications and is likely to reduce the fraction of applications in this class that result in the issuance of a patent.

Nevertheless, the economic significance and validity of U.S. business methods patents will be determined ultimately through litigation. The re-examination procedure instituted in 1980 allows interested parties to request that an issued patent be re-examined by the USPTO, but it bears little resemblance to the more elaborate opposition process of the European Patent Office (EPO) and a number of European countries. In the United States, parties requesting a re-examination do not participate directly in the proceeding, which takes place on an ex parte basis, and the evidence considered during the re-examination is limited. By contrast, the formal processes of most European countries allow the opposing parties to introduce evidence and present arguments as part of the proceedings. According to Merges (1999), the EPO opposition processes result in the invalidation of roughly one-third of the opposed patents, while the U.S. re-examination process invalidates only 12 percent of the patents for which a re-examination is requested.

Our recent research in the USPTO records of re-examination proceedings indicates that more than 40 percent of all re-examinations during 1980-99 were requested by the patent owner. Moreover, nearly 14 percent of the more than 3,000 re-examinations that we analyzed involved adding claims, and almost 7 percent of these proceedings resulted in both the addition and deletion of patent claims. While a full cancellation of the patent is likely in a third of all opposition proceedings, under the re-examination system a full cancellation of all claims occurs in less than 10 percent of the cases. Clearly, the re-examination procedure is very different from patent oppositions found in the European Patent Office and other European national patent systems.

Although litigation provides rigorous scrutiny of patent claims and validity, it is a very costly tool for maintaining patent quality — the cost of a typical
An infringement suit is estimated to run between $1 million and $3 million. Moreover, litigation involves a lengthy process (one estimate suggests that the duration of the average patent suit in district court is 31 months), meaning that the validity of key foundational patents in software or business methods — those on which subsequent inventors may rely (and for which they are either paying royalties or risking costly infringement penalties) — may take years to establish. In rapidly-evolving fields like software, such delays raise the prospect of high uncertainty, high transaction costs and impediments to the innovation process.

The non-litigation avenues to establish the validity of business methods patents in the United States are thus limited and the ultimate effectiveness of the Congressional and administrative initiatives described above cannot yet be ascertained. Nonetheless, it may be that the global nature of markets in which business methods patents are applied, especially those whose operation rely on the Internet, may limit the proliferation of junk patents. Given the footloose nature of the Internet (an Internet enterprise can be established virtually anywhere in the world where there is a reasonably well-developed infrastructure), the value of Internet-based business methods patents may well rest on a global recognition of their validity. At present, most European patent systems do not recognize the validity of business methods patents that do not have a technical effect (Hart, Holmes and Reid, 1999). The precise meaning of this distinction is subject to considerable debate and interpretation, suggesting that at least some, but by no means all, business methods patents issued in the United States will be upheld as valid in Europe. Therefore, the value of many U.S. business methods patents may be limited, although much uncertainty remains about their validity in foreign jurisdictions.

Indeed, the broader question of patent quality requires some reinterpretation in light of the fact that most valuable patents are the subject of an application in more than one region of the global economy. As such, the effects of the limited quality-control mechanisms of the U.S. system on patenting of genuinely important or valuable inventions may be less pronounced than occasionally suggested. The relatively loose quality control system of the United States may allow some free riding on the more rigorous scrutiny afforded in other jurisdictions where inventors feel that patent protection is essential. The interaction among the different standards and scope of patent protection applied in the various industrial economies, and the economic significance of patents in global industries remain important topics for future research.

**Patenting Trends in the U.S. Software Industry**

In this section, the limited data on software patents in the United States during the 1980s and 1990s are examined. As with most other elements of the software industry, definitional issues loom large — what is a
software patent? Moreover, rapid growth in the number of software-related USPTO patents creates severe problems for longitudinal analysis — we wish to examine changes in software patenting, rather than changes that may reflect a reclassification of patents from the “all other” to the “software-related” categories. Lacking a clear a priori definition of “software-related” patent classes, we focused on the following 11 main groups of the International Patent Classification (IPC):33

**G06F Electric Digital Data Processing:**

3/ Input arrangements for transferring data to be processed into a form capable of being handled by the computer.
5/ Methods or arrangements for data conversion without changing the order or content of the data handled.
7/ Methods or arrangements for processing data by operating upon the order or content of the data handled.
9/ Arrangements for programme control.
11/ Error detection; Error correction; Monitoring.
12/ Accessing, addressing or allocating within memory systems or architectures.
13/ Interconnection of, or transfer of information or other signals between, memories, input/output devices or central processing units.
15/ Digital computers in general.

**G06K Recognition of Data; Presentation of Data; Record Carriers; Handling Record Carriers**

9/ Methods or arrangements for reading or recognizing printed or written characters or for recognizing patterns.
15/ Arrangements for producing a permanent visual presentation of the output data.

**H04L Electric Communication Technique**

9/ Arrangements for secret or secure communication.

These main groups were identified by examining overall patenting activity during 1984-95 by the six largest U.S. producers of personal computer (PC) software, based on their calendar 1995 revenues.34 These firms were granted 156 patents over the period (Table 1), and more than 58 percent of those patents fell into the 11 IPC groups. Those groups account for a higher share of the patents of the six firms during the same period (72.8 percent) when we exclude unclassified design patents and IPC groups created after 1984 (for example, the main group G06F 17/ came into existence in 1990). These groups account for a
similar share of the overall patenting activity of the largest specialized producers of computer software (any type of software, not just PC software) based on global software revenues for 1995. Patenting activity in the eleven main IPC groups accounts for 58.2 percent of overall patenting in this second set of firms during 1984-95, and when we consider only patents that were neither unclassified nor assigned to late-appearing groups, patenting in the eleven main groups rises to 71.2 percent of overall patenting activity for the second set of firms. These patent classes thus appear to capture a substantial share of the patenting activity of both PC and non-PC software producers, and their content and coverage were relatively stable throughout the 1984-97 period.

Since they existed throughout the 1984-97 period, these patent classes provide a useful basis for examining time trends in U.S. software patenting. Note that they do not cover all software patents. We believe that trends in these classes are representative of overall software patenting activity, particularly since they include the areas where patenting appears to have grown rapidly during 1980-2001. The data in Figure 1 indicate that the share of all U.S. patents accounted for by patents classified in these IPC groups more than doubled during 1987-97, rising from 1.7 percent in 1984 to 3.8 percent in 1997. Moreover, growth in this share appears to accelerate after 1991. The evidence on patenting by the largest U.S. packaged software firms presented below provides some corroborative evidence of acceleration in the growth of overall software patenting in the 1990s, perhaps in response to the more expansive

<table>
<thead>
<tr>
<th>INTERNATIONAL PATENT CLASS</th>
<th>PATENT COUNT</th>
<th>SHARE OF ALL FIRM PATENTS (%)</th>
<th>CUMULATIVE TOTAL (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G06F 15/</td>
<td>30</td>
<td>19.2</td>
<td>19.2</td>
</tr>
<tr>
<td>G06F 9/</td>
<td>20</td>
<td>12.8</td>
<td>32.0</td>
</tr>
<tr>
<td>G06F 13/</td>
<td>10</td>
<td>6.4</td>
<td>38.4</td>
</tr>
<tr>
<td>G06F 3/</td>
<td>9</td>
<td>5.8</td>
<td>44.2</td>
</tr>
<tr>
<td>G06F 11/</td>
<td>6</td>
<td>3.8</td>
<td>48.0</td>
</tr>
<tr>
<td>G06K 9/</td>
<td>5</td>
<td>3.2</td>
<td>51.2</td>
</tr>
<tr>
<td>G06F 12/</td>
<td>3</td>
<td>1.9</td>
<td>53.1</td>
</tr>
<tr>
<td>G06K 15/</td>
<td>3</td>
<td>1.9</td>
<td>55.0</td>
</tr>
<tr>
<td>H04L 9/</td>
<td>3</td>
<td>1.9</td>
<td>56.9</td>
</tr>
<tr>
<td>G06F 5/</td>
<td>1</td>
<td>0.6</td>
<td>57.5</td>
</tr>
<tr>
<td>G06F 7/</td>
<td>1</td>
<td>0.6</td>
<td>58.1</td>
</tr>
</tbody>
</table>
judicial treatment of the breadth and strength of patents in the early 1990s.

**Figure 1**

Packaged Software Patents as a Share of All Patents, 1987-97

---

Patents Issued to Packaged Software Firms from 1987 to 1997

We now turn to a detailed examination of the patenting behaviour of large U.S. software firms during the 1980s and 1990s. The discussion centers on the patenting behaviour of U.S. packaged software firms (based on revenues) drawn from the annual lists of the 100 leading U.S. packaged software firms compiled for 1985, 1990, 1995 and 1997 by Softletter, a trade newsletter. We focus on packaged software producers because their share of industry output has grown rapidly since 1980, and because we noted earlier that packaged software is the product area where the importance of intellectual property protection appears to have increased considerably. These firms are also among the few U.S. firms whose publicly-reported research and development (R&D) spending can be treated, for analytic purposes, as devoted largely to software R&D, in contrast to highly diversified firms like IBM that produce electronic systems as well as software.

Our discussion of the patenting behaviour of U.S. software firms focuses on three issues:

1. How has the propensity to patent of these firms, measured as the ratio of patents to constant-dollar R&D spending, changed during the past decade?

2. Do we observe significant differences in the patenting propensities of incumbents (firms founded before 1985) and entrants (firms founded after 1985) in the U.S. packaged software industry?
3. How has the importance of these firms’ software patents (measured by the proportion of citations to these firms’ patents in the four classes defined above, to citations to all patents in these classes) changed during the same period?

We use slightly different samples of U.S. packaged software firms to examine each of these questions, because of the need for both R&D spending and patent data at the firm level to analyze patent propensities. Immediately below (Figures 2 and 3), we present firm-level data on patenting propensities for the nine and eight (Figure 3 excludes Borland/Inprise) largest U.S.-based packaged software firms — all publicly traded firms that report annual R&D spending. Firm-level patenting trends for a larger number of firms become almost unintelligible when presented in a single graph, and we thus supplement firm-level data with data on trends in overall patenting propensity for the 15 largest U.S.-based packaged software firms in Figures 4 and 5.

In subsequent figures, we summarize data on the patenting propensities of the 15 largest U.S.-based packaged software firms founded before and after 1985 (a total of 30 firms), by way of addressing the second question listed above. However, the third question requires only firm-level patent data, which enables us to draw on a larger sample of software firms.

Figures 2 and 3 display trends in firm-specific patenting propensities (based on a 3-year moving average) during 1988-96 for the nine and eight largest U.S. PC software firms (as identified in the 1997 Softletter ranking of the top 100 packaged software firms — Figure 2 includes, and Figure 3 excludes Borland/Inprise) with significant patenting activity in 1997. The data, based on the IPC main classes discussed above, present a mixed picture. Microsoft, by far the largest of these firms, displays an upward trend (increasing by roughly fourfold) in its post-1991 patenting propensity. Novell, Symantec, Wall Data and Borland also exhibit increases in patenting propensity during the 1990s.Interestingly, the 1996 patents/R&D spending ratio is highest for Borland, a packaged software firm with extensive experience in intellectual property litigation. Another firm with hard-won experience in the consequences of unfavourable intellectual property decisions, Microsoft, was also among the most intensive users of patents by 1997.
FIGURE 2

FIRM-LEVEL PATENT PROPENSITY, 3-YEAR MOVING AVERAGE, 1988-96

Patents per $100 of R&D (1992$)

FIGURE 3

FIRM-LEVEL PATENT PROPENSITY, 3-YEAR MOVING AVERAGE, 1988-96

Patents per $100 of R&D (1992$)
This evidence is hardly definitive, but it suggests that the judicial decisions of the early 1990s on copyright and patent protection for software may have influenced the patenting behaviour of at least some large U.S. packaged software firms. Not only did two leading defendants in patent infringement
suits (Borland and Microsoft) increase their patenting intensity during this period, but several other firms not directly involved in these cases also did.

Patent propensities for the largest U.S. software firms as a group also grew during the 1987-97 period. Figures 4 and 5 show trends in the aggregate patents/R&D spending ratio over 1988-96 for the 15 U.S. PC software firms listed by Softletter among the top 100 firms for which data are available throughout the period (again, a 3-year moving average is used). Figure 4 displays an unweighted average, and Figure 5 a weighted average (by R&D spending, which weights Microsoft heavily) of the patents/R&D spending ratios of these 15 firms. The weighted average exhibits a significant upward trend, reflecting Microsoft’s behaviour. Nonetheless, even when Microsoft is excluded from the data presented in Figure 4 (Figure 5), a modest increase in patent propensities is still apparent. Thus, there is some evidence of an increase in the aggregate patenting propensities of leading U.S. PC software firms (as of 1997) during 1988-96, although the size of the increase is heavily affected by the behaviour of the largest firm (Table 2 presents data on Microsoft’s patenting and R&D spending during 1986-97, revealing the firm’s large share of total R&D investment by the 10 largest packaged software firms during this period).

<table>
<thead>
<tr>
<th>TABLE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MICROSOFT R&amp;D AND PATENTING ACTIVITY, 1986-97</td>
</tr>
<tr>
<td> </td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>1986</td>
</tr>
<tr>
<td>1987</td>
</tr>
<tr>
<td>1988</td>
</tr>
<tr>
<td>1989</td>
</tr>
<tr>
<td>1990</td>
</tr>
<tr>
<td>1991</td>
</tr>
<tr>
<td>1992</td>
</tr>
<tr>
<td>1993</td>
</tr>
<tr>
<td>1994</td>
</tr>
<tr>
<td>1995</td>
</tr>
<tr>
<td>1996</td>
</tr>
<tr>
<td>1997</td>
</tr>
</tbody>
</table>
As noted earlier, the data on patent propensities are restricted to firms reporting annual R&D spending. A slightly different but more comprehensive assessment of patenting by packaged software firms considers the share of overall software patenting accounted for during 1987-97 by the patents assigned to the 100 largest U.S. packaged software firms (based on the 1997 Softletter ranking). This share has increased sharply since 1987, rising from 0.06 percent of all software patents in 1988 to nearly 3.25 percent in 1997 (Figure 6). Moreover, the trend is unchanged when Microsoft is excluded from the ranks of the top 100 U.S. software firms (Figure 7), although the magnitude of the share increase is much smaller (from less than 0.1 percent in 1987 to slightly more than 0.7 percent in 1997). In both cases, the increase in large-firm patenting activity is most pronounced during the 1990s. The largest U.S. software firms have increased their patenting activity relative to other software firms and now account for a larger share of overall software patenting in the U.S. economy.

Is increased patenting by large U.S. packaged software firms a result of entry by firms that are especially active patenters? We lack a clear basis for separating our group of large U.S. packaged software firms into incumbents and entrants, but on a visual examination of the data on these firms’ founding dates, we chose 1985 to split incumbents from entrants within the top 100 firms in 1997 (48 of these firms were founded before 1985). Figure 8 displays trends over 1990-97 in the weighted-average patenting propensities of the 15 largest incumbents and the 15 largest entrants (based on the 1997 Softletter ranking), defined as above (our sample size and the length of the time series are limited by the need to have a balanced panel of publicly traded firms, so as to

**Figure 6**

**Packaged Software Patents as a Share of All Software Patents, 1987-97**
enable us to compute the patent propensity measure. There is almost no time trend in the patenting propensities of entrants (indeed, they show a sharp decline during 1992-94), but incumbents exhibit a steady increase in their patenting propensity. Moreover, this difference is unaffected by excluding Microsoft.

The conclusion that older firms are more intensive patenters is consistent with recent work by Sorensen and Stuart (1999), who find that patenting activity increases with the age of the firm in the semiconductor and

**Figure 7**

**Packaged Software Patents (excluding Microsoft) as a Share of All Software Patents, 1987-97**

---

**Figure 8**

**Patent Propensities of Incumbents and Entrants, 1990-97**

---
biotechnology industries. Increased patenting by more mature firms may reflect a payoff from the larger knowledge stock created by a longer stream of R&D investments. But this finding seems to conflict with the conclusion of Kortum and Lerner (1999) that the increased overall rate of patenting in the United States during 1985-96 reflects more intensive patenting by smaller, younger firms.

Increased patenting by large packaged software firms appears to track the trends in federal court decisions, such as Stac Electronics, which were followed by increases in large firms’ patent propensities. It is possible that software patents are being used by these firms for strategic purposes, such as cross-licensing or blocking of other firms’ innovations, as well as to protect their intellectual property (Hall and Ziedonis, 2001; Cohen, Nelson and Walsh, 1998). Further research on this issue is needed.

A closely related issue concerns the quality of software patents issued to these firms, relative to all patents in our software classes, during this recent period of rapid growth in patenting activity. As noted earlier, the growing use of patents for the protection of intellectual property in the software industry raises unusual challenges. The examination of patents at the USPTO for novelty, utility, and non-obviousness relies heavily on the study of patent-based prior art. Has the lack of patent-based prior art resulted in USPTO examiners approving the issue of trivial, junk software patents to leading software firms, as critics (Aharonian, 1993) have argued?

In order to examine trends in the quality of recent industrial software patents, we analyzed the frequency of citations to the software patents of the top 100 packaged software firms, relative to citations to all software patents (defined as above). Because of the requirement for inventors to cite prior art and the need for examiners to supplement these citations to prior art, the number of citations received by a patent serves as a crude measure of its technological importance. Moreover, recent empirical work (Trajtenberg, 1990) has found that heavily cited patents also have greater economic value.

Our measure of the relative importance of patents compares the citation rates of patents issued to the Softletter top 100 firms (in 1997) during the three years following patent issue, with the citation rates of all software patents issued in that year during the three years following the year of issue. Relatively important patents will have citation ratios greater than one, while relatively unimportant patents will have citation ratios of less than one. We compute the ratio of citation rates for these firms’ patents to those for all software patents for a period of two years after the date of issue. This patent citation measure is not sensitive to the truncation of the time period during which more recently issued patents can be cited, since it compares the citation rates of patents within the same cohort. Our citation measure also omits self-citations by the firm assigned the patent.
We computed this measure of patent importance for patents issued during 1987-97 to the 100 largest U.S. software firms in 1997 (Figure 9). The measure displays a modest upward trend over much of the 1985-95 period, suggesting that the patents issued to the Sof til feeder top 100 software firms were cited more heavily than were all software patents. Moreover, through 1996 these firms’ patents were being cited with growing intensity, relative to all software patents. However, the data in Figure 9 must be interpreted with caution, since it is possible that the importance of all software patents dropped precipitously during this period — we are able to compare only the importance of software patents issued to the Sof til feeder top 100 firms with the importance of software patents issued to all inventors. We also cannot compare the importance of these software patents with that of non-software patents — instead, these indicators shed light only on the relative importance of software patents (as defined earlier) assigned to large software specialists. Nonetheless, these trends indicate that the relative importance of patents issued to large specialized producers of PC software — firms that have intensified their patenting activity during the 1990s — has not deteriorated during this recent period of significant growth in their software patenting.

SOFTWARE PATENTING BY ELECTRONICS FIRMS

An important characteristic of software is its status as a general purpose technology, one with applications over a broad array of products. Among other things, this characteristic of software means that many firms that are not
specialized producers and vendors of software rely heavily on software to incorporate new features into their products. In addition, of course, a great deal of software is produced by users of advanced computing and electronics technologies, many of whom are manufacturers of electronic systems products. Finally, major producers of mainframe and minicomputer products retain an important role as producers and vendors of software (indeed, IBM’s revenues from software sales alone exceeded the corporate revenues of the largest specialized software firm, Microsoft, until 1997). For all of these reasons, we wished to examine trends in software patenting activity (defining software patents as above) for each of the following producers of electronic systems and devices: IBM, Intel, Hewlett-Packard, Motorola and National Semiconductor. We also analyze combined patenting data for a larger group of electronic systems producers, one that included all of the firms above as well as NEC, Digital Equipment Corporation, Compaq, Hitachi, Fujitsu, Texas Instruments and Toshiba. Because of space constraints, we present data only for the combined 12-firm sample.

Our relatively restrictive definition of software patents, as well as our reliance on data from specialized producers of packaged software to develop this definition, mean that our data on the patenting activity of these firms assuredly understate their software-related patenting. We almost certainly omit significant patenting activity in the embedded software (software incorporated directly into a product and whose operation is typically not controlled by the user) included in such products as microprocessor chips or measurement instruments. Nevertheless, since patenting of packaged software appears to have grown faster than for most other product areas, we believe that these data are of interest. We lack data on these firms’ software-related R&D, which means that an analysis of the software patent propensity of these firms is infeasible. Instead, we focus our discussion on two issues: (1) How has software patenting grown, if at all, relative to overall corporate patenting? and (2) How has these firms’ software patenting grown, if at all, as a share of overall software patenting, defined as above?

Figures 10 and 11 display trends during 1987-97 in software patenting as a share of overall corporate patenting, and corporate software patents as a share of all software patents for a group of electronic systems firms (IBM, NEC, DEC, Compaq, Hitachi, Fujitsu, National Semiconductor, TI, HP, Rockwell International, Intel and Toshiba). Figure 10 depicts the share of software patents (as defined above) in the total patenting activity of these firms during the 1987-97 period, revealing a modest increase from less than 15 percent to more than 20 percent of total patenting by these firms. In some firms, such as National Semiconductor, software patents increased from less than 5 percent of corporate patenting in 1987 to roughly 20 percent in 1997. The 1980s and 1990s were a period of rapid growth in overall patenting by major U.S. semiconductor manufacturers. The increase in the share of software patents at a major
semiconductor firm such as National Semiconductor thus represents very strong growth, since the total number of corporate patents also grew rapidly during the same period. At IBM, a major producer and seller of software throughout the period, software patents grew from slightly more than
20 percent of total corporate patenting to almost 35 percent between 1987 and 1997.

Nevertheless, there is little evidence that these large diversified producers of electronic systems and devices expanded their share of overall software patenting during 1984-97. As Figure 11 shows, the combined software patenting activity of this group of firms grew from approximately 40 percent in 1984 to slightly less than 50 percent in 1997. Consistent with the data discussed elsewhere in this study (notably, in Figures 2 to 7), the major increases in software patenting (based on our definition) are found among specialized packaged-software firms.

**University Software Patents**

U.S. Universities have long played a prominent role in the innovative activities of the U.S. software industry (Steinmueller, 1996; Mowery, 1999). Surprisingly, however, in view of the significant increase in their patenting activity in other fields (like biomedical technologies), U.S. universities have accounted for a small share of overall software patenting (defined as patents in the four classes described earlier) throughout the 1984-97 period. As Figure 12 shows, university patents have never accounted for even 2 percent of the annual flow of software patents issued in the United States, less than the 3.6 percent share of overall patents accounted for by U.S. universities in the late 1990s (Mowery and Sampat, 2001). Although the share of university patenting grew during the 1984-88 period, and remained higher during the 1990s (at 1.0-1.5 percent) than during the earlier period, the 1990s witnessed a slight decline in the share of software patents accounted for by universities.

We obtained additional information on the role of universities in software patenting from the data on faculty invention disclosures, patents and licences for Stanford University and Columbia University. Since Stanford University began its patenting and licensing program in 1970, its data cover the 1970-92 period, while those for Columbia University cover only the period 1981-92 (the data and discussion are drawn from Mowery, Nelson, Sampat and Ziedonis, 2001). The overall patenting propensity of U.S. universities has increased dramatically since 1970, as Henderson, Jaffe and Trajtenberg (1998) and Mowery et al. (2001) have noted — the number of patents issued to U.S. universities and colleges more than doubled between 1979 and 1984, more than doubled again between 1984 and 1989, and doubled yet again between 1989 and 1997 (Table 3). This increase in academic patenting activity is attributable to the Bayh-Dole Act of 1980, as well as to the rapid growth in academic research in biomedical technologies, which has yielded a number of scientific advances of great commercial interest.
Although both Stanford and Columbia were active software licensors, they patented very few software inventions through at least the 1980s. Virtually all of the software inventions licensed by Columbia University are protected by copyright rather than by patents. Software licences account for well over 50 percent of Columbia licensing agreements after 1988; however, the majority of these licences (420 of a total of 648), are associated with one software invention.63

**Table 3**


<table>
<thead>
<tr>
<th>Year</th>
<th>Number of Patents</th>
</tr>
</thead>
<tbody>
<tr>
<td>1969</td>
<td>188</td>
</tr>
<tr>
<td>1974</td>
<td>249</td>
</tr>
<tr>
<td>1979</td>
<td>264</td>
</tr>
<tr>
<td>1984</td>
<td>551</td>
</tr>
<tr>
<td>1989</td>
<td>1,228</td>
</tr>
<tr>
<td>1994</td>
<td>1,780</td>
</tr>
<tr>
<td>1997</td>
<td>2,436</td>
</tr>
</tbody>
</table>

Like the Columbia University data, Stanford’s invention disclosures include a number of software inventions, which account for 10-15 percent of annual disclosures. As was the case at Columbia during the 1980s, most of these inventions were not patented and thus cannot be traced through annual patent counts. The importance of software disclosures in Stanford’s licensing activity has grown over time. Only 2 of the 41 inventions disclosed during 1974-79 (less than 5 percent) and licensed within eight years of their disclosure were software inventions, but this fraction increased to more than 20 percent in the 1984-88 period. Many of these software inventions (for example, the WYLBUR operating system) were licensed on a non-exclusive basis to academic institutions through Stanford’s Software Distribution Center during the 1980s. The majority of these licences involved a small, one-time payment (e.g. $1,000) by the licensee institution.\textsuperscript{41} Partly because of the large number of such site licences, the coverage by our data of Stanford University’s software licensing agreements is incomplete and our estimate of the share of all Stanford licensing agreements accounted for by software is less accurate. Nonetheless, like Columbia University, a significant portion of Stanford’s licensed inventions (at least 10-20 percent of annual licensing agreements, and a smaller share of gross revenues) cover non-patented inventions.

We analyze trends in the importance of university software patents using the same measure as the one employed in our examination of patents issued to U.S. software firms (Figure 13). In some contrast to the patents issued to the Softletter top 100 firms, which increase in importance relative to all software patents, the importance of university software patents displays little or no trend over the 1987-97 period. The value of the importance ratio drops from a peak of nearly 3.0 in

**Figure 13**

**University Software Patent Citations as a Share of All Software Patent Citations, 1987-97**
1987 to a level slightly above 1.0, where it remained through 1996, increasing to nearly 2.0 by 1997.

This brief descriptive analysis of university software patenting presents an interesting contrast to the earlier discussion of industry software patenting. We lack the necessary data on research funding to compute any statistics on the patent propensity of U.S. universities; but the Bayh-Dole Act appears to have raised U.S. universities' propensity to patent faculty inventions in all fields, not just in software (see Mowery et al., 2001). Nonetheless, there is little evidence of increased reliance by universities on patents to protect their software-related intellectual property during the 1980-97 period, in contrast to software firms. Moreover, the apparently lower level of patenting of software inventions did not prevent U.S. universities from licensing these inventions (albeit on a non-exclusive basis for relatively modest fixed fees), suggesting that copyright protection may suffice to support markets for technology in software.

**THE RELATIONSHIP BETWEEN PATENTING AND COPYRIGHT IN SOFTWARE-RELATED INTELLECTUAL PROPERTY**

As noted earlier, both copyright and patent protection have been extensively employed in software-related intellectual property and some of the current controversies over software patents have clear precedents in debates over the advisability of using copyright. Indeed, one of the first scholarly analyses of methods for protecting software-embodied intellectual property, that of Menell (1989), argued that patent protection of software was preferable because of the higher standards and more stringent reviews of prior art required for the issuance of patents.

Along with other scholars, Lemley and O'Brien (1997) assert that the "primary means of legal protection for computer software has shifted from copyright to patent...", but little direct evidence has been adduced to support the contention that software inventors have shifted from copyright to patent. Rather than a shift in the preferred instrument for protection of intellectual property throughout this very large and heterogeneous industry, it is equally plausible that the fastest-growing segments of the industry have been those relying on patents for protecting their intellectual property. Have computer software firms switched from copyright to patents as the preferred means of protection of their intellectual property? What are the characteristics of firms that have switched to patenting from copyright protection? What are the implications of any such move? In this section, we examine new data on software copyright registrations in a preliminary analysis of the changing relationship between copyright and patent protection for software.
COPYRIGHT DATA

OUR DATA ON COPYRIGHTING OF COMPUTER PROGRAMS by packaged software firms are drawn from the United States Library of Congress (LOC) collection of registered U.S. copyrights. The LOC has data on all materials registered for copyright with the United States Copyright Office since 1978. Each record includes the identity of the entity requesting registration of a copyright, a unique registration number and the media type. Three dates are recorded for each registration: the date of creation of the work; its date of publication; and its date of registration for copyright. As of January 2001, the LOC copyright database included over 13 million records.

Using Softletter’s list of the largest packaged software firms in 1997, we searched these LOC records for uniquely numbered copyrights registered upon computer programs. Computer software can be designated as such by the author on the copyright registration form, and the copyright office assigns an internal computer program code to the relevant pieces of intellectual property. We rely upon this latter internal code when defining a registered computer program copyright.

Although copyright provides some protection for a piece of written software regardless of whether it is registered with the Copyright Office, there are additional incentives to pursue registration of a copyright. The registration procedure is quick and inexpensive, and the legal strength of the resulting protection is greater for a registered copyright. Registration within five years of original publication gives the copyright a presumption of validity under law. Infringement actions cannot be brought before the courts until a copyright is registered. The holder of a registered copyright is entitled to the recovery of attorney fees and statutorily defined damages, including those for wilful infringement, only for the period after registration. Usually, the owner cannot collect these damages for the period between the publication of the work and the registration of a copyright, but the law offers an incentive for registering early: damages are available from the date of publication only if the owner registers the copyright within three months of publication of the work.

Faced with these incentives, we believe that rational actors in a crowded commercial space will register intellectual property protections on their software soon after its creation. We therefore use data on registered copyrights to analyze trends in the use of copyright to protect software-related intellectual property. This means that we are examining trends in firms’ use of copyrights for which some positive action and (modest) expenditure are required on the part of the inventor, rather than simply counting the number of copyrights that are created more or less automatically with the development of a new piece of software. Although all software arguably is copyrighted at the moment of its
creation, all software does not receive a registered copyright. And only registered copyrights provide a basis for filing a suit against an alleged infringer.


As in our analysis of software patenting among the largest U.S. packaged software firms, we restrict our sample to firms for which R&D spending data are available, enabling us to compute copyright propensities for these firms. The analysis also resembles the examination of patenting propensities in that we lack good data on propensities by disaggregated software product classes. Nonetheless, the data provide a basis for comparing packaged software firms’ use of these two forms of intellectual property protection.

Figure 14 presents the weighted 3-year moving average of copyright propensity for the same 15 large packaged software firms for which patent propensity data were plotted in Figures 4 and 5. The data tend to support the Lemley and O’Brien (1997) assertion that copyright protection has been supplanted by the use of patents in software, at least among these leading producers of packaged software. In data not displayed here because of space limitations, the copyright propensities of Novell, Microsoft and Adobe all show declines in the number of copyrights registered per million of (constant-dollar) R&D spending during 1985-98. In particular, Novell and Microsoft exhibit sharply contrasting trends in patents/R&D spending and copyrights/R&D spending; both firms show increases over this period in their propensity to patent and a downward

Figure 14

COPYRIGHT PROPENSITY OF THE 15 LARGEST PACKAGED SOFTWARE FIRMS (IN 1997), 3-YEAR MOVING AVERAGE, 1988-96

Registered Copyrights per $100 of R&D (1992$)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

trend in their propensity to copyright their intellectual property. Adobe, which exhibited little or no consistent time trend in its patent propensity, also shows a downward trend in its copyright propensity. A comparison of the copyright behaviour of incumbent and entrant firms among the Softletter top 100 (defined as above) also yields little indication of contrasting behaviour among the two groups in their copyright propensities. Both incumbents and entrants decreased their use of copyright, relative to R&D spending, as a means to protect their intellectual property during the 1980s and 1990s.

This preliminary analysis of packaged software firms’ use of copyright to protect software-related intellectual property suggests that patents have indeed replaced copyright during 1988-96. As noted earlier, this shift from copyright to patent protection was once seen as an important step to raise the threshold for protection of software-related intellectual property, and it is ironic that the increased use of patents by software firms has been accompanied by a chorus of concerns over junk patents. Junk patents may indeed be a problem (although our limited evidence on citations does not support this claim for large packaged software firms’ patents), but the problem might have been much more severe had firms continued to rely heavily on copyright in preference to patents.

Why have firms shifted from copyright to patent protection? As noted earlier in our discussion of the evolution of the intellectual property regime for software, the treatment of copyright by the U.S. federal judiciary has changed over time to weaken somewhat the sweeping rights originally claimed by copyright holders. This shift in judicial opinion may reflect the absence of a specialized appeals court that would support copyright holder rights as vigorously as the Court of Appeals for the Federal Circuit has done for patent holders. Certainly, software patents have enjoyed a more supportive judicial climate during the past decade than copyright. In addition, patents may better support the types of defensive intellectual property strategies that Hall and Ziedonis (2001) describe for the semiconductor industry — the cross-licensing of portfolios of patents may be less difficult than similar transactions in copyrighted material.

The use of software patents to support markets in intellectual property and/or as a complement to defensive intellectual property strategies remains an important issue for future research. Nonetheless, to the extent that transactions in intellectual property are facilitated by reliance on patent rather than on copyright, and to the extent that the (admittedly limited) quality controls imposed by the USPTO on the issuance of patents enforce a higher average quality level among software patents than is the case of copyrighted material, the shift from copyright to patent protection may well be a desirable development.
CONCLUSION

The U.S. and global computer software industries have been transformed during the past 20 years as a result of the explosive diffusion of the microcomputer and the development of the Internet. No longer are the business activities and revenues of leading firms dominated by sales of products that incorporate high levels of user-specific customization. Instead, the dominant firms in the U.S. software industry, enterprises that account for a leading global market share as well, rely on sales of standard products to mass markets. Accordingly, formal instruments for intellectual property protection have assumed much greater importance, despite their hazy and evolving legal status. In the United States, which can be broadly described as an economy characterized in recent years by relatively strong protection of intellectual property rights, copyright protection for software-related intellectual property has been supplemented by patent protection, and the boundaries of both forms of intellectual property protection have been extended substantially. The culmination of this broadening of patent protection for software was the 1998 State Street Bank decision, which extended patent protection into the previously unexplored area of business methods. The rapid growth in this class of patenting since State Street presages increased litigation over validity and infringement.

The U.S. judicial and legislative arenas have substantially strengthened the rights of owners of intellectual property in a number of industries since 1980, including computer software. The strong protection of intellectual property provided in the United States is followed by Western Europe, where the European Commission has applied a somewhat more lenient treatment to reverse engineering of software for purposes of complementary invention, and by Japan where, historically, protection of software-related intellectual property has been relatively weak (See Merges, 1996). These contrasting regional or national systems of intellectual property policy have evolved in parallel with the software industries in each area. Indeed, the furore over the Compton’s multimedia patent, as well as the more recent controversy over business methods patents, provides additional evidence of the influence of industry-led political action on the decisions of the USPTO. It is hardly a coincidence, therefore, that the United States provides the strongest formal protection of intellectual property rights and has the strongest global firms in the packaged software market. Although the characteristics of each economy’s intellectual property rights policy has influenced the development of its software industry, the reverse is also true. In other words, the relationship between the development of the domestic software industries and the intellectual property rights regimes of the United States, Western Europe and Japan is best characterized as one of co-evolution, involving mutual causation and influence (Nelson, 1994).
The discussion in the previous section suggests that a number of relatively large firms in the U.S. PC software industry are shifting toward a more patent-intensive approach for the protection of their intellectual property, as the largest firms increase their propensity to patent. Moreover, the evidence of increased patenting is strongest for older (and, in most cases, larger) firms in the U.S. software industry. We observe no tendency for entrants to seek patent protection more intensively than incumbent firms. On its face, this evidence of more intensive use of formal intellectual property protection by established firms could be taken to mean that these firms are using software patents to erect barriers to entry. However, we have no evidence to suggest that entry has been curtailed by these policies, and much more information is needed on entry, profitability and the long-term evolution of the industry’s structure before such a conclusion is warranted. The limited evidence on the importance of patents obtained by the largest U.S. software firms does not support a characterization of these patents as junk patents, by comparison with overall software patents. Taken as a whole, however, the data suggest some shift in the underlying competitive dynamics of the U.S. software industry, as major firms seek to develop much larger patent portfolios. Moreover, large packaged software firms appear to be substituting patent for copyright protection, based on a comparison of trends in patent and copyright propensities.

Although computer software as a product of inventive effort is nearly 50 years old, the application of intellectual property rights to these products is relatively recent. Although patents were originally viewed by some experts as preferable to the extensive reliance on copyright for protection of software-related intellectual property (Menell, 1989) because of the higher threshold for patent protection, the expanded use of patents to protect software-related intellectual property has also sparked controversy. Software patents in particular raise unusual challenges for the U.S. patent system, which relies on inventors and patent examiners for searches of prior art, rather than allowing for interested parties to challenge patents before their issue in a formal pre-grant opposition process. Because of the historical lack of software patents, a primary source of software-related prior art scarcely exists, which contributes to the issuance of patents (such as the multimedia patent discussed above) of potentially sweeping breadth and limited validity. As the multimedia patent example suggests, there are few cases thus far of such broad patents being issued and upheld by either the USPTO or the courts. But the general problem is nonetheless serious — how can searches of prior inventions be undertaken in a technology where patents have only recently become common?

The slow pace of issuance of patents on (allegedly) new software art creates still other problems — some industry experts argue that software developers may become aware of a related patent only after they have completed the development of a new product. Innovation in software is generally a cumulative
activity, and individual software products frequently build on components from other products. The requirement for publication of patent applications after 18 months should reduce somewhat the severity of this problem. The liberalized prior use defence embodied in the AIPA could also reduce the incidence of litigation over infringement. Nevertheless, given the rapid pace of innovation in this industry and the very short lives of most products, even these policy changes cannot eliminate the risk that a software invention may be subject to infringement suits because of its reliance on a piece of prior art that subsequently receives patent protection. In this context, extensive reliance on patents, combined with their slow issuance and the lack of reliable prior art searches, could paralyze commercial innovation in the software industry and/or provoke a flood of litigation.

It is important to distinguish problems associated with the transition to a new, patent-based regime of intellectual property protection for software from the very different problems associated with a steady state characterized by greater reliance on patents. Many of the problems associated with a lack of prior art that can be searched by patent examiners should dissipate as software patenting grows and this body of prior art expands. The costs of this transition will be high, because of the reliance on litigation to establish the validity of the growing body of prior art, but the mechanisms and incentives to effect this transition are readily apparent. Alternative mechanisms, such as a modified form of pre-grant opposition, might facilitate this and other shifts to patent-based systems for protecting intellectual property in new technologies at a lower cost than litigation — with its attendant costs, inefficiencies and unintended consequences. Given the desirability of mechanisms other than litigation to guarantee the quality and validity of patents in this and other new technologies, the existing re-examination process may merit review and reform.

The computer software industry provides a fascinating laboratory to observe the transition from a relatively open intellectual property regime to one in which formal protection, especially through patents, figures prominently. The cross-national differences in domestic patent systems, combined with cross-national differences in the structure of domestic software industries and software markets, provides additional rich material for comparative studies of the interaction of intellectual property systems, innovation and industrial development. Current research, including this study, has scarcely scratched the surface of this fertile subject.
ENDNOTES

1 Bresnahan and Greenstein (1996) point out that a similar erosion of multi-product economies of scope appears to have occurred among computer hardware manufacturers with the introduction of the microcomputer.

2 A trade secret is formally some information used in a business which, when secret, gives one an advantage over competitors. The secret must be both novel and valuable. *Metallurgical Industries Inc. v. Fourtek Inc.*, 790 F.2d 1195 (1986).


4 Protects names, words, and symbols used to identify or distinguish goods and to identify the producer. *Zatrains, Inc. v. Oak Grove Smokehouse, Inc.*, 698 F.2d 786 (5th Cir., 1983).


7 *Apple Computer, Inc. v. Franklin Computer Corp.*, 714 F.2d 1240 (3rd Cir. 1983).

8 Historically, a major distinction in the copyright law has been that ideas are not protected, only expressions are. *Baker v. Selden*, 101 U.S. 99 (1879).


11 *Lotus Development Corp. v. Borland Int’l Inc.*, 49 F.3d 807 (1st Cir. 1995).


13 Interestingly and ironically, in light of subsequent controversies over the role of software patents, Menell’s influential 1989 analysis of intellectual property protection of software, written in the wake of the strong judicial interpretation of copyright embodied in *Apple Computer, Inc. v. Franklin Computer Corp.*, argued that patents had significant advantages over copyright as a means for protecting computer applications software: “The patent system’s threshold requirements for protection — novelty, utility, and non-obviousness — are better tailored than the copyright standard to rewarding only those innovations that would not be forthcoming without protection.” (p. 47). As we note below (see also Merges, 1999), the debate over software patents centers on precisely these issues — is the United States Patent and Trademark Office able to apply these requirements with sufficient rigour to prevent the issue of low-quality patents?


15 Samuelson (1990) argues that the Patent and Trademark Office was at odds with the Court of Customs and Patent Appeals (CCPA) throughout the 1970s over
the patentability of software and concludes that the CCPA’s views in favour of
patentability ultimately triumphed.

18 See Peltz, 1993. Compton’s had actually been awarded the patent on August 31,
numbered 5,241,671, and titled “Multimedia Search Systems Using a Plurality of
Entry Path Means Which Indicate Interrelatedness of Information.” See Markoff,
1993.
21 See Markoff, 1993.
22 See Riordan, 1994.
25 See Riordan, 1998. There was a significant movement in the programming
community to oppose patenting of software on all grounds. See Samuelson (1990) for
28 These data count only applications and issued patents in U.S. patent class 705
(“Data Processing: Financial, Business Practice, Management or Cost/Price De-
termination”) as “business methods” patents. Depending on one’s definition of
this elusive concept, the number of applications and issued patents could in fact
be substantially greater.
29 “Now we’re dealing with a much broader universe of ‘prior art,’ says J.T. Wester-
meier, a Washington (D.C.) Internet attorney with the law firm of Piper and Mar-
bury, pointing out that many allegedly novel Internet business methods may
already have been in use at universities or elsewhere.” (Waldmeir and Kehoe,
1999).
30 Merges (1999) argues that such re-examination requests have increased during
the 1990s. But the data presented in his study (p. 577), which cover re-
examination requests in all patent classes, indicate that the number of requests
remains quite low and has grown rather slowly. The USPTO reported 243 re-
quests for re-examination of issued patents in 1989, and 376 such requests in
1997. But the number of re-examination requests grew most sharply between
1989 and 1992 (when 392 requests were reported by the USPTO), and the 1997
figure is well below the 418 requests reported for 1996. Regardless of the rate of
growth, the small number of such requests is striking, given the number of patents
issued in these years. Further research is needed on the factors influencing the fil-
ing and effects of such re-examination requests.
31 Patent holder motives for requesting re-examinations are unclear, but patents
that are not invalidated in the re-examination process are accorded a higher pre-
sumption of validity in judicial proceedings. In at least some cases, the outcomes
of the proceedings suggest that patent holders may have sought to narrow claims
made in their patents, something that could result in both the addition and dele-
tion of claims.
INTELLECTUAL PROPERTY PROTECTION IN THE U.S. SOFTWARE INDUSTRY


33 The IPC is a hierarchical classification system consisting of sections, classes, subclasses and groups (main groups and subgroups). The IPC divides all technological fields into sections (designated by a capital letter), each section into classes (designated by a two-digit number), and each class into subclasses (designated by a capital letter). For example, “G 06 F” represents Section G, class 06, subclass F. Each subclass is in turn broken down into subdivisions called “groups” (which are either main groups or subgroups, although the former “main group” is of immediate concern in this study). Main group symbols consist of the subclass symbol followed by a 1- to 3-digit number and an oblique stroke (for example, G 06 F 3/).

34 As reported in the Softletter 100 (1996), this group includes Microsoft, Novell, Adobe Systems, Autodesk, Intuit and Symantec. We chose to focus our analysis on the patents assigned to specialized, publicly-traded software firms, because the computation of a software patent propensity measure (software patents deflated by R&D spending) is meaningful only for firms reporting R&D spending which can be assumed to be devoted, for the most part, to software development. As a result, our definition of software classes is somewhat narrower than that of Kortum and Lerner (1999), although these authors also found that the fraction of overall U.S. patenting accounted for by software patents increased during the 1985-91 period.


36 We are grateful to Softletter for permission to use these data. The Softletter data cover only PC software firms, rather than the specialized producers of computer software of any type that formed the basis of our original patent sampling strategy.

37 Borland/Inprise is excluded from Figure 3 in order to decompress the scaling of the figure and facilitate the clearer depiction of trends in the patenting propensities of the other seven large packaged software firms.


39 According to Walsh (1995), Oracle Corporation, a major producer of database software “…has embarked on an aggressive program to secure patents for its software products — primarily to protect itself against potential infringement claims, in the face of a sharp increase in recent years in the number of software patents issued by the PTO.” (p. 1; cited in Merges, 1997, p. 129).

40 In addition, and similarly to the situation at Stanford University (see below), more than 300 of the 420 licences for this software invention are academic licences.

41 Some indication of the relative magnitude of licensing revenues from these site licences, which for some years were administered by Stanford University’s Office of Technology Licensing (OTL) Software Distribution Center, is given by the following data cited in the 1988-89 report of the OTL, which separated software licensing revenues into those derived from “direct software distribution through OTL’s Software Distribution Center ($453,581 from 515 use licences), and from royalties
paid by commercial distributors ($420,000 from 40 distribution licences to software firms, computer companies and publishers).” (Office of Technology Licensing Twentieth Annual Report, 2/13/90, p. 4). Unfortunately, we have been unable thus far to consistently separate software licences between these two distribution channels.

42 Including books, maps, sound recordings, computer files, dramatic works, toys, games, jewellery, technical drawings, photographs, multimedia kits, sculptural works, textiles, motion pictures, and choreography, among others.

43 The 1976 Copyright Act, in accord with the international Berne Convention, gives copyright protection to authors regardless of registration status.

44 As of March 2001, registration required a two page filing and fees totalling $US30.


48 It is possible that software firms are choosing not to register copyrights because such early registration no longer is necessary to support litigation against alleged infringers, a possibility that would indicate greater judicial deference to copyright. This possibility seems unlikely, however, in view of the more circumscribed role accorded to copyright by the federal bench since the late 1980s. As Lemley and O’Brien note in their discussion, “...in each of the three main computer software copyright issues, the courts have cut back the scope of protection rather dramatically in the past five years.” (1997, p. 280).

49 Dan Bricklin, a pioneer in the packaged software industry and developer of the first spreadsheet program, argues that a typical software product may involve literally thousands of patentable processes, which creates enormous hazards for independent or small-firm inventors who may belatedly discover that important components of their newly developed product are in fact patented by others (Merges, 1997, pp. 119-120).

ACKNOWLEDGMENTS

An earlier version of this study was presented at the Industry Canada Conference on Intellectual Property and Innovation in the Knowledge-Based Economy, held May 23-24, 2001, in Toronto, Canada. We are grateful to conference participants and to Professors Jonathan Putnam, Rosemarie Ziedonis and Brian Silverman for comments on the study. We also appreciate assistance with our analysis of patenting data from Arvids Ziedonis. This study draws on research supported by the Andrew Mellon Foundation and the National Research Council.
BIBLIOGRAPHY


OTHER REFERENCES


INTRODUCTION

Since 1989, the Canadian Patent Act has undergone extensive changes. Among these were: the conversion from a first-to-invent to a first-to-file system; an increase in patent duration from 17 years from the date of issue to 20 years from the date of filing; the adoption of disclosure rules requiring the publication of new applications within 18 months of the filing date; and the elimination of automatic examination of applications. Perhaps the most prominent reform was the repeal of the compulsory licensing system for pharmaceuticals in 1992.

The changes made to Canada’s Patent Act are representative of a series of sweeping reforms in intellectual property that are taking place throughout the world. From the international arena came the Trade-Related Aspects of Intellectual Property Rights (TRIPs) Agreement that established minimum standards for the protection of intellectual property in all member countries of the World Trade Organization (WTO), as well as trade-related penalties for non-compliance. At the country level, extensive legislative and policy reforms have been implemented in the United States over the past two decades, including the establishment of the Court of Appeals for the Federal Circuit and the extension of patentability to business methods, software and genetic material. The widely-held view is that, on balance, these country-specific reforms and international agreements have strengthened the rights of patent holders.

Around the time the Canadian reforms were taking place, the rate of patent applications in Canada from both domestic and foreign innovators began to increase, after having been constant throughout most of the 1970s and 1980s. Figure 1 shows total patent applications filed in Canada, disaggregated...
by domestic, U.S., European and Japanese applicants. During the years 1985-92, the average annual growth in patent applications rose to 6.44 percent from 1.37 percent over the previous seven years (Rafiquzzaman and Whewell, 1998). In addition to becoming a desirable destination for foreign patentees, Canada has developed into a fertile source of new products and processes over the past decade, as shown in Figure 2.

As was the case for reforms, the surge in patenting has not been unique to Canada. Patenting activity increased throughout the industrialized world. For example, patenting has been steadily climbing in the United States since the mid-1980s, particularly among domestic inventors who have increased their patenting activity at home and in foreign markets, as shown in Figures 3 and 4.

These facts — world-wide patent reform and an acceleration in patenting activity — have caught the attention of many academics and policymakers. And, the passage of time has provided an opportunity to examine a key question raised by these observations: Could the strengthening of patent rights be credited with the increase in patenting?

A growing literature sheds light on this question. The results from these studies are remarkably consistent in showing weak support, if any, for a causal relationship between the strengthening of patent protection and increased innovation. However, several studies find evidence of a positive relationship between stronger patents and an increase in the propensity to patent, as measured by patenting per unit of research and development (R&D). (For example, see Hall and Ziedonis (2001) and Hicks, Breitzman, Olivastro and Hamilton (2001) for the United States; Rafiquzzaman and Whewell (1998) for Canada; Scherer and Weisburst (1995) for Italy; Arundel and Kabla (1998) for Europe.)

Measuring the impact of policy changes in the United States and the implications of the TRIPs Agreement for less-developed countries has occupied the research agendas of many academics and policymakers. In contrast, only limited attention has been devoted to recent patent reforms in Canada (Rafiquzzaman (1999), Rafiquzzaman and Whewell (1998), Pazderka (1999) and McFetridge (1999)). Except for the repeal of compulsory licensing for pharmaceuticals, there is little systematic evidence to show whether the 1989 reforms have led, on balance, to a strengthening or a weakening of patent rights. While the data available limit our ability to address this issue directly, we are able to provide some new insights on the determinants of patenting in Canada, particularly among foreign inventors, and the relevance of intellectual property rights for the decision to patent.

Total patent applications (or grants) may vary in response to a strengthening of patent rights because inventors have a greater incentive to develop innovations and/or because they patent a greater proportion of their inventions. It is the latter effect — the propensity to patent — that we are interested in explaining.
Figures 1 and 2
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**Figure 3**

**Patent Applications in the United States by Source, 1972-97**

![Graph showing patent applications in the United States by source from 1972 to 1997.](image)

**Figure 4**

**Patent Applications by U.S. Inventors Abroad, 1972-97**

![Graph showing patent applications by U.S. inventors abroad from 1972 to 1997.](image)
Why should we be interested in studying the propensity to patent in Canada? First, an increase in foreign patenting in Canada may simply reflect an increase in innovative activity in the foreign country that spills over into Canada, but may have little to do with incentives provided in Canada.\textsuperscript{5} Focusing on the propensity to patent in Canada controls for this possibility. Second, while domestic patenting in Canada has increased significantly over the past decade, foreign patenting still accounts for 90 percent of total applications filed in Canada. Identifying the determinants of foreign patenting may inform policy directed toward attracting new technologies in Canada. Third, as Hall and Ziedonis (2001) suggest, some patenting may be socially wasteful. To determine whether patenting activity occurring in Canada is beneficial or costly requires an analysis of private incentives to patent. More broadly, understanding the determinants of the propensity to patent may guide current policy in Canada and identify whether further reforms are warranted.

We measure the propensity to patent in two ways: (1) the number of patent applications filed in a destination country \( j \) from a source country \( i \) per million dollars of R&D spent in \( i \) (i.e. conditional on \( i \)'s R&D input); and (2) the number of patent applications in destination country \( j \) from source country \( i \) per domestic patent application filed in \( i \) (i.e. conditional on \( i \)'s R&D output). With these two measures of the propensity to patent, we present two types of analyses. In the first, we estimate a model of the aggregate propensity to patent, in which data are aggregated across all industries for each of 17 countries (both source and destination) observed at four points in time that are distributed before and after the reform of the Canadian patent system.

We find that the quality of patent protection offered by a destination country has a significant impact on the propensity of source country inventors to seek patents in that destination, especially if the destination country has a permissive antitrust policy or high imports from the source country. While performing well overall, the model over-predicts patent propensity for Canada as a destination country in the latter part of the sample. With this lesson from the aggregate analysis, we turn to a more disaggregated approach that attempts to identify differences in patent propensities from major industrial countries across a wide range of industries in Canada. In this analysis, we document changes in the patterns of patent grants across industries and countries prior to and after the patent reforms of 1989.

In the second section, entitled \textit{The Propensity to Patent}, we describe an economic framework from which the two patent propensity measures are derived and review the relevant literature within this framework. In the third section, entitled \textit{Aggregate Analysis}, we present the empirical results from the aggregate analysis and, in the fourth section, entitled \textit{Applying the Model to Canada}, we examine the model’s predictions for this country. The disaggregated industry analysis of the propensity to patent in Canada is presented in the
fifth section, entitled Industry-level Analysis. The last section concludes and suggests directions for future research.

THE PROPENSITY TO PATENT

IN THIS SECTION WE DEVELOP AN ECONOMIC FRAMEWORK for the propensity to patent, which we estimate in the fourth section, drawing from the analysis of Eaton and Kortum (1996) and Kortum and Lerner (1998).

AN ECONOMIC FRAMEWORK

CONSIDER A SINGLE RESEARCHER IN COUNTRY $i$, contemplating research on multiple research projects at time $t$. $N_i$ projects are directed toward patentable inventions; the time subscript is suppressed for convenience.\(^6\) We assume that research on a patentable project is an independent draw from a distribution $f(q)$, with cumulative distribution $F(q)$ and support $(0, Q)$, that yields a technology of uncertain quality, $q$. The cost of researching $N_i$ projects is given by $R(N_i)$, where $R'(N) > 0$. The researcher faces a two-stage problem. The first stage is the innovation decision in which the number of research projects is chosen; the second stage is the patenting decision in which the researcher decides which of the $N_i$ projects to patent in country $i$ (at home) and in country $j$ (abroad).

We begin in the second stage, after the investment has been made and the research results are known. For simplicity, we assume that all $N_i$ projects yield products or processes that are sold or used in independent and identical markets in each country and, furthermore, that the set of patentable subject matters is the same in both countries.\(^7\) Suppose that if the technology is patented in country $j$, the gross return will be $v_p(s_j, x_j, z_{ij})$ per unit of quality $q$, where $s_j$ represents the level of patent protection in country $j$; $x_j$ are features of the economic environment in country $j$ (e.g. market size, imitation costs, etc.); and $z_{ij}$ are features that describe the relationship between the source and destination countries (e.g. bilateral treaties, trade between countries).\(^8\) If an invention is not patented in country $j$, the firm earns $v_n(s_j, x_j, z_{ij})$ per unit of quality, which may also depend on $s_j, x_j$ and $z_{ij}$.\(^9\) The filing cost of a patent in country $j$ is $c_j$.\(^{10}\) Then a firm will patent an innovation with quality $q$ in country $j$ if $q[v_p(s_j, x_j, z_{ij})] > c_j$. The quality level that makes the researcher from country $i$ indifferent between patenting and secrecy\(^{11}\) in country $j$ is:

$$q_{ij}^* = \frac{c_j}{[v_p(s_j, x_j, z_{ij})] - v_n(s_j, x_j, z_{ij})}.$$
A parallel decision, made with respect to patenting in the home country, yields a reservation quality level for secrecy, $q^*_i$.

Next, consider the research investment decision in the first stage. The level of investment will depend on the return that the inventor expects to receive from patenting or secrecy, as outlined above. Without loss of generality, assume that $q^*_i \leq q^*_j$, which implies that if the invention is patented abroad, it will also be patented at home. Then, the researcher maximizes expected profits over $N_i$, where expected profits are given by:

$$\mathbb{E}(\pi_i) = \int \left\{ \int q[v_n(s_i, x_i) + v_n(s_j, x_j, z_{ij})]f(q)dq + \int q[v_s(s_i, x_i, x_{ij})]f(q)dq - c_i \right\} dq - R(N_i).$$

The solution to the maximization problem reveals that the number of profit-maximizing research projects depends on the expected return from patenting which, through the patenting decision, depends on the strength of patent protection, the costs of patenting and other features of the economic environment in both countries. That is, the profit-maximizing number of inventions is given by:

$$N^*_i = N(s_i, s_j, x_i, x_j, z_{ij}).$$

To complete the model, we denote by $\rho^*_i$ the probability that an invention from country $i$ will be of sufficiently high quality for patenting to be profitable in country $j$. So $\rho^*_i = Pr(q > q^*_j)$ or, from (1):

$$\rho^*_i = 1 - F[c_j / (v_n(s_i, x_{ij}, z_{ij}) - v_n(s_j, x_j, z_{ij}))] = \rho(s_i, x_i, z_{ij}, c_i).$$

Of course, the above model is a gross simplification of actual R&D processes. Among the apparent criticisms are that innovations are not, in reality, so easily classified as patentable or non-patentable, and the standards for patentability may not be the same across countries. But, in its simplicity, the determinants of patenting that enter our empirical analysis are easily gleaned. To see this, let $P^*_j$ be the number of patent applications (grants) in destination country $j$ filed by researchers from source country $i$. Then, the expected $P^*_j$ equals the
number of patentable inventions generated in country \( i \), times the probability that an invention generated in country \( i \) will be patented in country \( j \). That is,

\[
E(P_{ij}) = N_i^* \rho_j^* = N(s_j, s_p, c_p, c_j, x_j, z_j) \rho(s_j, x_j, z_j, c_j).
\]

Equation (5) highlights a direct and an indirect mechanism through which patent policy in a destination country impacts on the total number of patents filed in that country. First, stronger protection in destination country \( j \) may increase researchers’ incentives to develop more patentable inventions if a higher return from patenting is anticipated (the innovation effect). Second, researchers may have a greater incentive to patent rather than keep inventions secret for a given number of patentable inventions in source country \( i \) (the patent propensity effect). So, if the relationship in equation (5) was estimated by a regression analysis, the coefficient on \( s_j \) would reflect both the direct (innovation) and indirect (patent) effects of changes in patent strength on the total number of patents.\(^\text{13}\)

**MEASURING THE PROPENSITY TO PATENT**

IN ORDER TO ISOLATE THE IMPACT of intellectual property rights on the propensity to patent, which is our focus, we control for the innovation effect. If our data were disaggregated (by inventor), we could do this by estimating equation (4) directly. Since they are not, but \( P_i \) [total patent applications (or grants) from country \( i \), filed in country \( j \)] is observable, an alternative approach is to estimate equation (5) by controlling for the innovation effect \( (N_i^*) \). As the literature review below reveals, this is typically done by estimating the relationship in equation (5) after substituting a proxy for \( N_i^* \), or by redefining the dependent variable as total patents per patentable innovation, in which case the relevant model becomes:

\[
E(P_{ij}/N_i^*) = \rho(s_j, x_j, z_j, c_j).
\]

To proxy the total number of patentable inventions, which is unobservable (since inventions kept secret are not observed), a measure of R&D (dollars or number of scientists and engineers) is typically used. This measure of patent propensity — patents filed in country \( j \) by country \( i \) per million dollars of R&D invested in the source country — is the first of two measures we implement in this study. Since the priority country in which a patent is first filed is typically the source country, then when \( i = j \), this input-based propensity measure gives the proportion of inventions that are disclosed rather than protected by secrecy.
As an alternative proxy for $N_i$, we use the number of domestic patents filed in country $i$. So, the second propensity measure can be interpreted as the proportion of inventions already patented in source country $i$ that are also filed in destination country $j$.\(^\text{14}\) In contrast to the first measure, this output-based propensity applies only to foreign patenting (since it equals one when $i = j$) and reflects the diffusion, rather than the disclosure, of innovations.

The two propensity measures for Canada as a destination country, disaggregated for four source countries — the United States, Germany, the United Kingdom and Japan — are shown in Figures 5 and 6. Note that the U.S. propensity to patent in Canada in Figure 6 has been steady; the German propensity has been increasing, while Japan’s has been steadily falling. A comparison of these results with those for the United States in Figures 7 and 8 suggests considerable variation in patent propensities between destination countries from a particular source, as well as variation among source countries toward a particular destination country.

We attempt to explain this variation with an empirical model based on the above framework. Before describing the specification of the estimated model and its results, we review briefly a subset of studies from the relevant literature.

**Figure 5**

**Propensity to Patent in Canada, Ratio of Applications in Canada to R&D by Source Country, 1974-97**
Figure 6

Propensity to Patent in Canada
Ratio of Applications in Canada to Source Country Patents, 1973-97

Figure 7

Propensity to Patent in the United States,
Ratio of Applications in the United States to R&D by Source, 1974-97
LITERATURE REVIEW

WITH CHANGES IN THE U.S. PATENT REGIME providing a natural experiment, Kortum and Lerner (1998) set out to determine whether the recent rise in patenting into and out of the United States (Figures 3 and 4) can be attributed to pro-patent policy changes. If so, they hypothesize, the United States should have become an increasingly attractive destination for both domestic and foreign inventors, relative to other countries. They call this the “friendly court” hypothesis, in reference to the most prominent change, the creation (in 1982) of the Court of Appeals for the Federal Circuit (CAFC), which hears the appeals of all patent-related judicial decisions.¹⁵ A related hypothesis, the “regulatory capture” hypothesis, explains the increased patenting activity by lobbying pressures from large firms. The “fertile technology” hypothesis explains the increase in patenting either by an expansion in the set of new patentable areas (e.g. biotechnology, software and business methods) or by an increase in the productivity of managing R&D that redirected research efforts toward more applied activities. According to Kortum and Lerner, the last hypothesis reflects changes that lie outside of the patent system.

Using aggregate data, they test a model similar to equation (5), where the destination and source countries, time and interaction effects are represented by a set of dummy variables. Based on evidence of a weak increase in foreign
patenting in the United States relative to the increase by U.S. inventors at home and abroad, they reject the friendly court hypothesis. Also rejecting the regulatory capture hypothesis and the first part of the fertile technology hypothesis, Kortum and Lerner attribute the rise in U.S. patenting activity to a (primarily U.S.-based) productivity increase in the management of the R&D process that led to an increase or re-orientation toward applied research.

Kortum and Lerner's study provides an innovative analysis of patenting patterns into and out of the United States, but it raises some questions. In particular, the authors claim that the increase in U.S. patenting activity abroad is not consistent with the pro-patent hypothesis. However, as the expression in equation (5) implies, stronger patent rights may have induced more innovation in the United States, which may account for some of the increase in patenting abroad. (See also Hall and Ziedonis, 2001.) Also, the management explanation, attributed to productivity effects outside of the patent system may, in fact, have been motivated by changes in patent policy. As Hall and Ziedonis (2001) interpret the management hypothesis, firms may have harvested more of their R&D output (rather than redirected R&D input toward more applied research, as in Kortum and Lerner) in response to a more litigious environment brought about by a pro-patent regime.

In their study on the semiconductor industry in the United States, Hall and Ziedonis (2001) argue that stronger patent rights have stimulated a strategic response: patenting to stave off costly litigation, especially for overlapping technologies that are common in this industry. Through detailed field interviews, they find that firms commonly accumulate portfolios of patents that are used as bargaining chips in cross-licensing agreements. Under the strategic view, patents are valuable assets that can be traded to avert costly court battles, rather than instruments for protecting one’s investment against infringement, as under the traditional view. As a second hypothesis, they conjecture that strong patent rights facilitated vertical specialization by R&D-intensive entrants that contract out the manufacturing of their products.

Using firm-level data from the semiconductor industry, Hall and Ziedonis estimate a patent production function that relates patents to R&D and firm characteristics. Their model can be interpreted within the framework of equation (5) above, with the production function replacing $N_i^*$ and the remaining explanatory variables corresponding to patent propensity. The latter variables are given by year dummy variables, which measure the growth of patent propensities over time that is not attributed to characteristics of the firm. They find strong evidence of increased propensity to patent among manufacturing firms, although the specialized entrants appear to have also added significantly to the increase in patent propensity.

The Canadian experience is analyzed by Rafiquzzaman and Whewell (1998), who perform an analysis similar to Kortum and Lerner to examine the
impact of policy changes that occurred over the past decade. As in Kortum and Lerner, they employ aggregate country patent counts and estimate a model based on Eaton and Kortum and similar to equation (5) above. Likewise, they control for the innovation effect with (aggregate) R&D in the source country. The remaining variables, which they attribute to the propensity to patent, include characteristics of the destination country and destination-source countries’ effects. Rather than using year dummy variables to control for changes in patent policy, they include an index of patent strength in the destination country, which they find to be significant. They conclude that the sharp increase in patenting activity in Canada can be attributed to both the pro-patent hypothesis and the fertile technology hypothesis.

As an alternative to the approach in equation (5), the relationship in equation (6) has been estimated in several studies, with patents per unit of R&D as the endogenous variable [Scherer and Weisburst (1995), Arundel and Kabla (1998) and Hicks et al. (2001)]. In these studies, the strength of patent protection is found to impact significantly on the propensity to patent. Scherer and Weisburst (1995) find that the introduction of product patents for pharmaceuticals in Italy, while not generating more innovations, increased the propensity to patent abroad. Using survey data on European firms, Arundel and Kabla (1998) find that the propensity to patent is significantly higher among firms for which patents are effective instruments against infringement. Hicks et al. (2001) show that the propensity to patent in the United States between 1991-94 and 1995-98 increased by 70 percent in information technologies, but was stable for other technology categories which, they conjecture, may be explained by the strategic effect suggested by Hall and Ziedonis (2001).

Lessons from the Literature

As this brief review indicates, notable attempts have been made to disentangle the impact of policy changes from alternative explanations of the increase in patenting activity. Falling squarely under explanations attributed to patent reform would be more effective enforcement of patents and the extension of patentability to new classes of products. Less clear are hypotheses regarding changes in the management of the R&D process but, as Hall and Ziedonis (2001) insightfully note, a reorganization of the way in which firms conduct their R&D business may be attributed to changes in the patent regime. Arguably, a change in the technical production of R&D lies outside of the patent system but, even then, patents may play a role in facilitating licensing and alliances between research firms that permit them to re-orient their research toward more productive uses. Not to consider this wider impact of patent changes would be to underestimate the role of policy, but crediting patent policy entirely with changes to the R&D process would grossly overestimate its impact.
With these lessons from the literature reviewed above, we proceed cautiously to our empirical analysis.

**The Empirical Model**

We attempt to identify the variables that determine the propensity to patent, focusing on the Canadian experience. Our empirical model is based on equation (6) with a measure of patent propensity as the dependent variable, as in the second set of studies listed above. Because of data limitations, we employ aggregate country data, as in Kortum and Lerner (1998) and Rafiquzzaman and Whewell (1998), but for a larger number of countries over fewer time periods.

Our central hypothesis is related to Kortum and Lerner’s friendly court and Hall and Ziedonis’s pro-patent hypotheses that an increase in intellectual property rights in a destination country j impacts significantly on the propensity of source country i to patent in country j. We test this hypothesis with an empirical model based on the relationship depicted in equation (6) (taking logs and including the t subscripts), that is given by:

\[
\log \frac{P_{ijt}}{n_{it}} = \alpha_0 + \beta s_{jt} + \gamma x_{jt} + \delta z_{ijt} + \eta c_{jt} + \alpha_i + \alpha_j + \alpha_{it} + \epsilon_{ijt}
\]

where the dependent variable, \(P_{ijt}\), is the number of patent applications filed in destination country j by source country i at time t; \(n_{it}\) is a proxy for \(N_i\) (either R&D or domestic patents); \(s_{jt}\) is the strength of patent protection in country j; \(x_{jt}\) is a set of variables describing the economic environment in country j; \(z_{ijt}\) are source-destination pair variables that may influence the decision to patent; and \(c_{jt}\) is the cost of filing a patent application in country j. Since we are particularly interested in explaining why countries may be attractive destinations for patenting, we include specific features of their environments rather than dummy variables as in Kortum and Lerner.

We also include time and source-country fixed effects, denoted by the \(\alpha\) parameters. To capture idiosyncratic features of source countries, such as the level of patent protection and economic conditions that may influence the decision to patent abroad, we include \(\alpha_i\), Global effects, such as international agreements bearing on patents, are captured by \(\alpha_i\). In some specifications, we include time-source country fixed effects to account for changes over time in the economic or legal environments of source countries that may impact on patenting decisions. Finally, \(\epsilon_{ijt}\) is an error term.

We look to the estimated coefficient on \(s_{jt}\) for support of our central hypothesis. For this to be a persuasive test, we must be able to distinguish among the alternative hypotheses discussed above. First, consider a hypothesis related to Kortum and Lerner’s fertile technology hypothesis, that the variation in patent propensity can be explained by changes in the productivity of the R&D process.
If the set of inventions patented abroad is a subset of inventions patented at home, then the second propensity measure (based on innovative output) will not be influenced by an increase in the productivity of the research process, either on the R&D input side [as in Kortum and Lerner (1998), or on the output side, as in Hall and Ziedonis (2001)]. However, a variant of Hall and Ziedonis’s output hypothesis — that inventors have become more efficient at international patenting — might impact on the measure of this patent propensity. Since data are unavailable to estimate this effect, we simply include source country dummy variables, both by country and interacted with year effects.

A second alternative to the central hypothesis is that a change in the propensity to patent may be explained by policy changes in source countries. For example, as implied in equation (1) above, an increase in the economic value of patents in source country $i$ may lower the quality of the marginal patent in country $i$ (i.e. $q_i^*$ falls). But, if the quality level above which patenting is desirable in destination country $j$ does not change, then the additional lower-quality patents in $i$ will not be patented in $j$. Hence, the propensity to patent in country $j$, as given by the second propensity measure, may fall. As noted earlier, the source-country and time-source-country dummy variables are used to control for these effects. Finally, global effects may alter patent propensities throughout the world. This may be attributed to international treaties or a reduction in the cost of patenting abroad, which we control for with year dummy variables.

Our study most closely resembles the aggregate analysis in Rafiquzzaman and Whewell (1998). As discussed in more detail in the next three sections, we extend their analysis in several directions. Most notably, we: (1) propose a second propensity measure, based on innovative output; (2) expand the set of destination variables to include a measure of antitrust strictness and ease of imitation in the destination country; and (3) evaluate the model for Canada. Lastly, using disaggregated industry patent and import data, we offer some insights on patenting activity in Canada by industrial sectors.

We now turn to the estimation results of the model corresponding to equation (7).

**AGGREGATE ANALYSIS**

**EXPLANATORY VARIABLES**

In this section, we present the estimation results for an empirical model based on equation (7). Our model contains several important explanatory variables, some of which are destination-specific ($z_{j,t}$, $c_j$, and $x_j$), while others correspond to source-destination pairs ($z_{i,j,t}$). We also include year and source-country dummy variables.
Country-specific Variables

As the central hypothesis highlights, countries that provide stronger protection of intellectual property should receive more patent applications; thus, there should be a positive relationship between the strength of patent protection \((s_p)\) and the propensity to patent.

The cost of obtaining patent protection in country \(j\) \((c_{jt})\) is also a determinant of the propensity to patent. We capture the cost effect in two ways. First, from Helfgott (1993), we classify countries according to whether their filing costs (the sum of application and agent’s fees) are high, where we define high as above the mean level in 1992. Second, as translation fees represent an important component of costs for foreign patentees, we include a dummy variable indicating whether translation is necessary, which will be the case when the source country and destination country do not share an official language. We expect these cost measures to be negatively related to the propensity to patent.

Next, we turn to additional destination-specific variables \((x_{j})\) which both our model and previous studies have shown to be important [Eaton and Kortum (1996) and Rafiquzzaman and Whewell (1998)]. Since larger markets are likely to be more attractive to foreign patentees, we include the log of the destination country’s real GDP to control for market size.

A destination country with a highly educated population is expected to receive a higher share of patent applications, as such countries can more readily absorb or imitate technologies from abroad. We control for this by including a term based on the average number of years of schooling. Following Eaton and Kortum (1996), we use the negative reciprocal of the average number of years of schooling as our measure of human capital.

A destination country that can easily imitate foreign technologies may be seen as a less desirable place in which to patent. Thus, while we expect destination country human capital to have a positive impact on the propensity to patent, we hypothesize that if imitation is a concern this positive effect should be driven largely by countries with strong patent rights. In contrast to Eaton and Kortum (1996), who posit the hazard of imitation simply as a function of destination country patent protection, we capture the threat of imitation by including an interaction term between destination patent strength and our measure of human capital. We hypothesize that if imitation is an important concern, specifications including this interaction should generate a negative coefficient on the human capital term and a positive coefficient on the interaction term.

Finally, the extent to which a destination country’s antitrust policy constrains the ability of a patentee to exercise market power may influence the patenting decision. To capture this effect, we interact a measure of the strength of patent rights with a proxy for the effectiveness of antitrust policy in some specifications. We hypothesize that stronger patent rights increase the negative
effect of antitrust policy on the propensity to patent, as patentees with stronger (e.g. broader) patents may be subject to closer scrutiny. The interaction of antitrust strictness with patent strength is thus expected to have a negative sign.

**Destination and Source Country-specific Variables**

Next, we turn to explanatory variables corresponding to specific pairs of source and destination countries \((z_{ijt})\). Exports from a source country to a destination country provide a mechanism for technology diffusion: trade in R&D-intensive intermediate goods helps diffuse technology internationally [Coe and Helpman (1995) and Eaton and Kortum (1996)]. We expect to see a positive relationship between the destination country’s imports from the source country and the propensity to patent. We also explore a variant of this idea, based on findings by Maskus and Penubarti (1995) and Smith (1999) that a country’s exports are influenced positively by the strength of patent rights in the importing country. Patents on technologies used with or embodied in highly-traded products are expected to be more valuable, the stronger is patent protection against imitation of those technologies. Therefore, the coefficient on the interaction term between destination country imports and patent strength is expected to be positive.

We control for the distance between the source and destination countries by including distance and distance squared terms to capture transportation and other distance-related transaction costs. Geographical features naturally act as barriers to the international diffusion of technologies (see also Eaton and Kortum, 1996).

**Time and Country Fixed Effects**

The explanatory variables discussed above are all specific to \(j\), the destination country. Although we are primarily interested in these destination country-specific determinants of the propensity to patent, the framework discussed in the previous section suggests that source-country effects (such as the strength of domestic patent protection) may be important. To capture time-invariant source country-specific heterogeneity in the propensity to patent, we include source-country dummy variables in all of our specifications. In addition, globalization and participation in the General Agreement on Tariffs and Trade (GATT) and the TRIPs Agreement would imply an increase over time in the patenting activity abroad of all countries. To control for this, we also include year dummy variables. Lastly, we estimate specifications that include a full set of dummy variables for source country-time interactions to account for changing domestic patent policies or other economic changes.
DATA AND VARIABLE CONSTRUCTION

Our aggregate analysis covers 17 countries: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Italy, Japan, Netherlands, Norway, Spain, Sweden, Switzerland, the United Kingdom and the United States. We consider two ways of empirically measuring the propensity to patent. First, as discussed above, we could take the total amount of R&D performed domestically as a proxy for the country’s innovative effort, and define a propensity measure as the number of patent applications filed in the foreign country per million dollars of domestic R&D (in the previous year).26 We thus construct PROP1 = P_{ij}/R&D_{it-1}, where i indicates the source country and j the destination country. Alternatively, the propensity to patent is captured by the proportion of domestic applications that are also filed the following year in the (foreign) destination country. Our variable PROP2 = P_{ij}/P_{i,t-1} corresponds to this definition.27 If inventors in country j subsequently patent only a fraction of their inventions abroad, then PROP2 will vary between zero and one.28

Because our patent strength and human capital data are available only at five-year intervals, our study covers the years 1980, 1985, 1990 and 1995. Business expenditures on R&D (in U.S. dollars) are taken from the Organisation for Economic Co-operation and Development (OECD) ANBERD database, and are expressed in 1990 dollars. Patent application data are from the OECD Basic Science and Technology Statistics publications. GDP data are also from OECD publications. Bilateral trade data in U.S. dollars come from Robert C. Feenstra’s World Trade Flows, 1980-1997 database.

We use the Ginarte and Park (1997) index of patent rights (updated to include 1995, courtesy of Walter Park) to proxy for the strength of intellectual property rights (IPRs). The updated Barro-Lee dataset on educational attainment (discussed in Barro and Lee, 2000) contains average years of education at five-year intervals, which we use as our measure of human capital. Distances are in thousands of kilometres between capital cities and are taken from Fitzpatrick and Modlin (1986). As indicated above, we use as a cost measure Helfgott’s (1993) estimates of the total costs involved in obtaining patent protection. The index of antitrust policy is taken from the 1994 issue of the World Competitiveness Report, and is the product of a survey of a large sample of managers in each country.29 We were able to obtain these data for only one year, so we assume the values are constant across time periods for each country.

EMPIRICAL RESULTS

Table 1 presents summary statistics for the primary variables of interest. As discussed above, some of the values correspond to source or destination countries, while others relate to a pair of source-destination countries (for a given year). The average source country conducts $12.6 billion of business
R&D per year. Because of the variability of R&D expenditures, PROP1 has a larger variance than PROP2. Approximately 26 percent of a country’s domestic patent applications are also filed abroad. The mean distance between source and destination countries is over 4,700 kilometres. About 30 percent of our observations are from countries with high filing costs, while 82 percent of source-destination pairs require translation of the patent application. The imports/GDP ratio for a given source-destination pair is 1.2 percent on average.

Table 2 reports regression coefficients for our base specification using both log(PROP1) and log(PROP2) as the dependent variable. Robust standard errors are used to account for heteroscedasticity of an unknown variety. The specification in column (1) explains almost 80 percent of the variation in the propensity to patent. The signs of our variables of interest are as hypothesized. An increase of 0.1 points in the patent strength index for a destination country increases the propensity to patent by approximately 4 percent. The import term is also positive and significant, although small in impact: an increase in country j’s imports from country i (normalized by j’s GDP) of 10 percent raises i’s propensity to patent by 2 percent. Our control variables are also signed as expected and significant. The propensity to patent is decreasing with distance and cost (including both filing and translation costs) and increasing with destination market size and level of education. Because this specification includes observations for which the source and destination countries are the same, a dummy variable was included. Not surprisingly, the coefficient is positive, suggesting that more patenting takes place in the home country. [Eaton and Kortum (1996) and Rafiquzzaman and Whewell (1998) present a similar finding.]
TABLE 2

REGRESSION ESTIMATES: COMPARISON OF DEPENDENT VARIABLES

<table>
<thead>
<tr>
<th>INDEPENDENT VARIABLES</th>
<th>LOG(PROP1)</th>
<th>LOG(PROP2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-6.713***</td>
<td>-9.258***</td>
</tr>
<tr>
<td></td>
<td>(0.331)</td>
<td>(0.298)</td>
</tr>
<tr>
<td>Distance</td>
<td>-0.073**</td>
<td>-0.079***</td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>Distance Squared</td>
<td>0.003*</td>
<td>0.004***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>High Cost</td>
<td>-0.154***</td>
<td>-0.209***</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(0.049)</td>
</tr>
<tr>
<td>Translation Required</td>
<td>-0.199***</td>
<td>-0.182***</td>
</tr>
<tr>
<td></td>
<td>(0.042)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>IPR Strength</td>
<td>0.414***</td>
<td>0.481***</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.042)</td>
</tr>
<tr>
<td>-1/(Human Capital)</td>
<td>2.184**</td>
<td>2.586***</td>
</tr>
<tr>
<td></td>
<td>(0.947)</td>
<td>(0.827)</td>
</tr>
<tr>
<td>Log(GDP)</td>
<td>0.486***</td>
<td>0.487***</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.018)</td>
</tr>
<tr>
<td>Log(Imports/GDP)</td>
<td>0.201***</td>
<td>0.178***</td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Dummy Variable (Source=Destination)</td>
<td>0.657***</td>
<td>0.657***</td>
</tr>
<tr>
<td></td>
<td>(0.173)</td>
<td>(0.173)</td>
</tr>
<tr>
<td>N</td>
<td>1.017</td>
<td>1.052</td>
</tr>
<tr>
<td>R²</td>
<td>0.792</td>
<td>0.862</td>
</tr>
</tbody>
</table>

Notes: Robust standard errors appear in parentheses.
***, ** and * indicate significance at the 1%, 5% and 10% levels, respectively.
Regressions include year and source-country dummy variables.

The coefficients in column (2) for PROP2 are quite similar in magnitude and significance, although the data used for estimation are slightly different: here, observations for which the source country is the same as the destination country are dropped. Even so, the similarity suggests that we can restrict our attention to one dependent variable without substantial loss of generality. Accordingly, for the remaining specifications we report only the results corresponding to the use of PROP2 in our dependent variable. Column (2) will be referred to as our base specification.

Table 3 presents results of our main hypothesis tests. In column (1), we add the proxy for the threat of imitation, the interaction between destination country human capital and patent rights. The results do not confirm our hypothesized imitation relationship. In fact, human capital influences patent propensity positively when patent rights are weak, and has a decreasing effect with
stronger patent rights. This suggests that the channel through which imitation might operate is subtler than our proposed mechanism.\textsuperscript{10}

In column (2) we further investigate our finding that imports have a positive effect on the propensity to patent, which previous studies have failed to find. [See, for example, Eaton and Kortum (1996) and Rafiquzzaman and Whewell (1998).] When the interaction between imports and patent strength is included, we find that as hypothesized the interaction term is positive while
the import term is insignificant. To the extent that imports embody new technologies (Coe and Helpman, 1995), a larger amount of trade to the destination country enhances the value of strong patent rights.

Column (3) presents a specification incorporating our index of the effectiveness of antitrust policy. While the other coefficients remain essentially unchanged from the base specification, the interaction between antitrust and patent rights yields our anticipated result. This negative coefficient can be given the following interpretation: a foreign firm is better able to exploit strong patent rights when antitrust is relatively weak, since its potentially strong market position is less likely to be actively scrutinized.

In column (4) of Table 3 we address a potential concern with our specification of the basic patent equation, namely the possibility that imports are determined endogenously with patenting activity. For instance, random shocks to the error term of the propensity to patent equation may also affect the amount of imports into the destination country (as, for example, if the same foreign firms are responsible for filing patent applications and for exporting goods). Then, the coefficient on imports would be biased and inconsistent. To attempt to address this possibility, we adopt an instrumental variables (IV) approach. The gravity model of international trade (e.g. Bergstrand, 1989) posits that bilateral trade is a function of source and destination countries’ incomes and populations, as well as other factors. Therefore, the logarithm of source country population might qualify as a suitable instrument, as it is likely correlated with trade, but uncorrelated with disturbances to the patent propensity equation.

The results of the IV regression suggest that when this potential endogeneity is accounted for, imports are not an important predictor of international patenting, as the coefficient is not significantly different from zero. However, most of the other coefficients remain relatively precisely estimated, and comparable to the estimates in column (2) of Table 2. This lack of significance parallels similar results in Eaton and Kortum (1996) and in Rafiquzzaman and Whewell (1998). Whereas these studies found imports to be insignificant in OLS regressions, we find that this can only be established if endogeneity is believed to be a serious problem. In fact, a Hausman test does not allow us to reject the null hypothesis that the OLS specification is consistent, so we retain column (2) of Table 2 as our base set of estimates, and thus the finding that imports appear to help predict the propensity to patent.

**Robustness Tests**

We perform a variety of additional robustness tests on our base specification, a selection of which are reported in Table 4. To control for the possibility that source country characteristics might be changing over time (and thus not be adequately captured by source country dummy variables), we include in
equation (1) a full set of source country-year interaction dummy variables. While these improve the fit of the equation somewhat, the other estimated coefficients remain almost exactly the same as in the base regression. As an alternative control for time-variant source country characteristics, we estimate an (unreported) specification including source country per-capita real R&D expenditures (in the previous year) and find that while the R&D coefficient is positive and significant, the other coefficients are essentially unchanged.\textsuperscript{11}

As an additional test of our specification, we exploit the fact that PROP2 is theoretically a proportional measure and varies between zero and one. We estimate in column (2) a logit model for grouped data; again, the coefficients are found to be significant in the same pattern as specification (2) of Table 2.\textsuperscript{32}

\begin{table}
\centering
\caption{Robustness Tests}
\begin{tabular}{lccc}
\hline
 & (1) & (2) \\
 & OLS\textsuperscript{1} & WLS\textsuperscript{2} \\
 & Log(PROP2) & Log[PROP2/(1–PROP2)] \\
\hline
Constant & –9.601*** & –9.162*** \\
 & (0.316) & (0.264) \\
Distance & –0.082*** & –0.111*** \\
 & (0.025) & (0.021) \\
Distance Squared & 0.004*** & 0.004*** \\
 & (0.001) & (0.001) \\
High Cost & –0.210*** & –0.121*** \\
 & (0.049) & (0.032) \\
Translation Required & –0.184*** & –0.083** \\
 & (0.037) & (0.039) \\
IPR Strength & 0.486*** & 0.509*** \\
 & (0.041) & (0.036) \\
–1/(Human Capital) & 2.618*** & 2.816*** \\
 & (0.799) & (0.584) \\
Log(GDP) & 0.486*** & 0.512*** \\
 & (0.017) & (0.013) \\
Log(Imports/GDP) & 0.173*** & 0.142*** \\
 & (0.029) & (0.023) \\
\hline
Year Dummies & Yes & Yes \\
Source Country Dummies & Yes & Yes \\
Year*Source Country Dummies & Yes & No \\
N & 1,052 & 1,040 \\
R\textsuperscript{2} & 0.875 & 0.887 \\
\hline
\end{tabular}
\end{table}

Notes: \textsuperscript{1} OLS: Ordinary least squares method.
\textsuperscript{2} WLS: Weighted least squares method.
***, ** and * indicate significance at the 1%, 5% and 10% levels, respectively.
APPPLYING THE MODEL TO CANADA

THE PREVIOUS SECTION’S RESULTS ESTABLISH that equation (2) of Table 2 provides a fairly robust explanation of international patenting activity patterns. However, these results reflect data from all 17 countries. In this section, we briefly examine how well the predictions of the empirical model apply to Canada, exploring in particular some of the model’s properties when attention is restricted to Canada as a destination country.

Figure 9 plots the difference between actual and predicted propensities to patent from specification (1) as a function of time, with Canada as the destination country, for each of the five primary technology-exporting countries. This graph strongly suggests that as a destination, Canada’s characteristics have changed over time in ways that our regression model does not entirely capture. It appears that the model initially under-predicts the propensity of each of these countries to patent in Canada, while over time this under-prediction disappears; for the United States, Germany and France, there is a high degree of over-prediction by the final year of the sample. Thus, by 1995, it seems that factors which accurately predict patent flows for the full set of countries in the aggregate tend to overestimate the propensity of foreign inventors to patent in Canada.

Figure 9

RESIDUALS WITH CANADA AS DESTINATION COUNTRY, 1980-95
FIGURE 10

PROPENSITY TO PATENT, GERMANY, 1990-1995

FIGURE 11

PROPENSITY TO PATENT, UNITED KINGDOM, 1990-1995

FIGURE 12

PROPENSITY TO PATENT, UNITED STATES, 1990-1995
Why might this be the case? Figures 10-12 plot actual and predicted propensities to patent for Germany, the United Kingdom and the United States. The figures also show the contribution of patent rights to the change in the predicted propensity, holding all other factors constant at their 1990 levels. The Ginarte and Park data indicate that Canada's score on the patent rights index increased from 2.76 prior to 1995 to 3.57 in 1995. The index increases in Canada's case due to the enhanced patentability of pharmaceuticals, and Canada's participation to the Patent Cooperation Treaty (simplifying administrative procedures) and to the International Convention for the Protection of New Varieties of Plants (allowing for plant breeders' rights). Therefore, according to that index, Canada was providing significantly stronger protection of intellectual property rights in 1995 than previously. Our regression estimates suggest that this should have a major impact on foreign patent applications in Canada. Specifically, holding other factors constant, the propensity for each source country to patent in Canada should increase by exp\[(3.57–2.76)*0.481\]–1 = 47.6 percent.

As presented in Figures 10-12, the predicted propensities to patent in Canada indeed increased from 1990 to 1995 for these countries, with the change in the patent strength index accounting for the majority of the increase. However, in unreported plots of the eight most active patenting countries in Canada in 1995, five countries exhibited either a decrease or no significant change in the actual propensity to patent in Canada between 1990 and 1995. Because our predicted propensities are largely driven by the change in the patent strength index, these results suggest that the index may be overstating the degree of change in intellectual property protection, at least for Canada.

This over-prediction may be attributed to two types of aggregation in our analysis. First, the data are aggregated across industries. This may confound potentially significant industry-specific responses to patent policy, or systematic changes in the industrial composition toward low- or high-propensity industries. Second, the patent strength index is a broad combination of regime changes that occurred contemporaneously in Canada, some of which may not be as important as the weights imply, either in the aggregate or for particular industries. These suggestive findings motivate our analysis in the following section in which we disaggregate patenting activity by industry and offer some speculations on the importance of industry-level changes in patent policy.

**INDUSTRY-LEVEL ANALYSIS**

In this section, we apply the framework developed in the second section to data disaggregated by industry in order to determine whether patent policy may have differential effects across technologies in Canada, as documented in previous studies for the United States based on survey data (e.g. Cohen, Nelson and Walsh, 2000). Estimates of the distribution of patent
value at the industry level likewise suggest a considerable amount of heterogeneity among industries [e.g. Lanjouw (1998) and Schankerman (1998)], although these studies do not take account of industry-specific economic activity or other variables that might affect patent value. In our model, we control for the level of industry economic activity, measured by industry imports, to isolate differences in the propensity to patent across manufacturing industries.

Following the reduced-form specification discussed in the previous sections, we estimate the propensity to patent as a function of year, source-country and industry effects, and industry imports. For this estimation, we need to construct measures of the propensity to patent at the industry level. This is a challenging task, since patents are not classified by industry, but rather by field of technology. Because industries are both sources and users of many types of technology, there is no good one-to-one map from patent counts (which are classified by technology type) to industry. One approach to this problem has been to construct a probabilistic concordance among industries and technologies. The most widely used of these concordances is based on data originally collected in Canada, which for many years classified its patents by technology, industry of origin and industry of use.

The concordance has also been applied to other countries, but its usefulness may be limited by unobserved differences in the joint distribution of industries and technologies between Canada and other countries. Kortum and Putnam (1997) offer alternative means of constructing a concordance based on Canadian data and test the stability of such concordance by source country and time period. We employ the Johnson-Evenson data to construct estimates of the propensity to patent in Canada at the industry level for patents originating from four countries: the United States, France, the United Kingdom and Germany. The data are then aggregated to the approximately 2½-digit level of the International Standard Industrial Classification in order to match them to standard industry-level trade data.

Not surprisingly, the data have some significant limitations. First, patent grants (rather than applications) are observed. This implies that propensity measures can only be approximately correct, since we cannot ascertain the exact application dates in the source and destination countries. Also, as Rafiquzzaman (1999) points out, Canadian patent grants have fallen dramatically over our sample period, both absolutely and relative to applications. While we can control for this to some extent by using year dummy variables, we do not know whether the use of grant data involves any additional biases. Second, the Johnson-Evenson data do not permit propensities to be constructed prior to 1993, which limits our ability to directly address the reforms adopted from 1989 to 1992. We can, however, describe cross-sectional variation at the industry level and, by constructing two cohorts (for 1993 and 1995), increase the efficiency of the estimation.
The analysis of variance results in Table 5 show that, as one might expect, industry-level variation dominates source-country variation in patenting propensity, accounting for one-third of the total sum of squares. Interestingly, cohort effects figure as prominently as source-country effects in this sample, which likely reflects the sharp drop in the number of Canadian patents granted between the two periods.

In addition to the variables used in the analysis of variance, we obtained data on industry-level Canadian imports from each source country. To isolate the effects of industry economic activity on the rate of patenting, we regress the propensity to patent on the level of industry imports into Canada, in addition to source-, year- and industry-level dummy variables. Because the propensity to patent is a proportional measure, we use logit estimation for grouped data. The dependent variable is thus the log of the odds ratio. The results are shown in Table 6.\textsuperscript{37}

As in the aggregate analysis presented in the third section, we find that the level of imports significantly affects the propensity to patent. The U.S. dummy variable is negative, suggesting that the U.S. propensity to patent in Canada is lower than that of France (the omitted country), controlling for other factors.\textsuperscript{38} Among European exporters, inventors from the United Kingdom patent relatively more frequently in Canada, while those from Germany patent relatively less frequently, than those from France, holding the level of imports constant. This ranking corresponds to the degree of language similarity between these countries and Canada, and reflects, in part, the cost of translation, shown to be a significant predictor of the propensity to patent in the aggregate analysis. Since we focus on a single destination country, all such pairwise-specific terms (e.g. distance and language) are absorbed into the source country intercepts.
## Table 6

**WLS Logit Estimates: Industry Data**

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-3.484***</td>
</tr>
<tr>
<td>Log(Imports)</td>
<td>0.323***</td>
</tr>
<tr>
<td>Year 1995</td>
<td>-0.707***</td>
</tr>
<tr>
<td>Germany</td>
<td>-0.667***</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.267**</td>
</tr>
<tr>
<td>United States</td>
<td>-1.005**</td>
</tr>
<tr>
<td>Electrical and Electronics</td>
<td>-0.694**</td>
</tr>
<tr>
<td>Chemicals</td>
<td>-0.073</td>
</tr>
<tr>
<td>Drugs</td>
<td>0.323</td>
</tr>
<tr>
<td>Petroleum</td>
<td>0.838*</td>
</tr>
<tr>
<td>Transportation</td>
<td>-0.932**</td>
</tr>
<tr>
<td>Rubber and Plastics</td>
<td>-0.115</td>
</tr>
<tr>
<td>Non-ferrous Metals</td>
<td>0.168</td>
</tr>
<tr>
<td>Fabricated Metals</td>
<td>-0.224</td>
</tr>
<tr>
<td>Instruments</td>
<td>-0.001</td>
</tr>
<tr>
<td>Other Machinery</td>
<td>-0.739**</td>
</tr>
<tr>
<td>Food</td>
<td>1.221***</td>
</tr>
<tr>
<td>Textiles</td>
<td>0.388*</td>
</tr>
<tr>
<td>Rubber and Plastics</td>
<td>-0.118</td>
</tr>
<tr>
<td>Non-metallic Minerals</td>
<td>0.046</td>
</tr>
</tbody>
</table>
Unsurprisingly, the rate of patenting varies substantially across industries; an F-test decisively rejects the equality of intercepts across industries. Several of the individual coefficients are also significant and can be given intuitive interpretations. In most countries, one might expect that the rate of patenting in the pharmaceutical industry is higher than in other industries. Our estimated pharmaceutical coefficient shows that indeed, immediately after Canada repealed compulsory licensing, the rate of foreign pharmaceutical patenting was higher than average, although the standard error of the estimate is large. However, this policy change did not affect other important determinants of the value of pharmaceutical patents, such as the precision with which pharmaceutical claims are specified in chemical formulae, or regulatory barriers to entry that retard the ability of imitators to invent around the patent. In this sense, the relatively large pharmaceutical fixed effect is likely not due to the regime change but rather to the technological and regulatory features inherent in pharmaceutical inventions.

Among other industries, the results show much higher than average patenting for petroleum, food and textile inventions, perhaps reflecting Canada’s comparative advantage in resource-based industries. It should be noted that our reduced-form model and data cannot distinguish the supply side effects of relatively high imitation by domestic Canadian firms, from the demand side attributes like relatively inelastic demand for patented products in industries such as pharmaceuticals where these effects are relevant. At the other end of the spectrum, the electrical and electronics industry exhibits a relatively low rate of patenting, probably reflecting the relatively rapid rate of technological obsolescence. The “other machinery” industry, which encompasses mechanical
inventions that are relatively easy to imitate, and transportation also exhibit relatively low propensities.  

The primary finding of this section is the considerable degree of heterogeneity among industries in their propensity to patent in Canada. This heterogeneity illustrates the inherent difficulty in assuming that the efficacy of patent rights is the same across industries (as in the aggregate analysis). Apart from the fact that patent reform may target industry-specific practices, such as compulsory licensing, the factors that influence the value of patents may vary across industries along a number of other dimensions. Among these are technology (e.g. the ease of specifying claims), industry practices (e.g. established licensing practices) and unrelated regulatory requirements (e.g. pharmaceutical safety and efficacy).

Thus, although the results presented in the section entitled Aggregate Analysis indicate that the strength of patent protection positively influences the propensity to patent in the aggregate, this section suggests that, at a more micro level, a multinational firm’s decision to patent abroad must incorporate a richer set of determinants. These results accord with our conjecture in the section entitled Applying the Model to Canada that industry effects may account for the aggregate model’s weak performance with Canada as the destination country. Even if a broad index of patent strength accurately reflects IPR policy, a trend in the industrial composition of patenting away from high-propensity industries could dominate the patent strength effect. Providing accurate empirical evidence of such trends remains an important task for future research.

CONCLUSIONS

In this study, we have attempted to determine whether a causal link exists between the 1989 patent reforms in Canada and the acceleration in foreign patenting activity over the past decade. By focussing on the propensity to patent, we control for the possibility that increased foreign innovation, unrelated to Canadian policy changes, may be the driving force behind the recent surge in patenting.

The study is only a first step in carrying out this objective. Although the data used are primarily at the aggregate level, we have been able to make some new observations. Most striking is the robust significance of patent strength in explaining a source country’s propensity to patent in a destination country, especially when the latter’s antitrust laws are weak or trade flows with the source country are large.

While the model has a good fit overall, it over-predicts the propensity to patent in Canada following the most recent patent reforms. A second analysis, employing disaggregated patent and import data for 17 industrial sectors in Canada, provides evidence that the over-prediction is likely attributed to
heterogeneity in the value of patenting across industries. An extended time series and data on a wider set of explanatory variables (as in the aggregate analysis) would allow for a richer exploration of these sectoral responses to changes in patent protection.

In such an analysis, it would be useful to consider separately the influence of the various policy changes, rather than to package them into a composite index, as in the aggregate analysis. As noted earlier, the effect of individual policy changes may vary across industries (e.g. strengthening plant breeders’ rights is not likely to have much significance in the electronics industry). Moreover, if policy changes have opposing effects on patent protection, an index may yield biased results. For example, if two such reforms are weighted equally, the level of the composite index may stay constant but the joint impact may result in an increase in the number of patents observed. So, if the respective effects of policy changes cannot be identified in the data (perhaps because they occurred simultaneously, or because theoretical predictions on their joint effect are ambiguous), one may incorrectly under-estimate the role that policy may play in influencing patent decisions.

Some studies have examined empirically the impact of isolated policy changes; for example, conversion to multi-claim patents in Japan (Sakakibara and Branstetter, 2001) and the granting of product patents in Italy (Scherer and Weisburst, 1995). Where policy changes occur contemporaneously, as they did in Canada, or where the impact of a policy is not obvious, we must turn to economic theory for guidance.

Unfortunately, testable predictions are not always evident, especially when innovation is cumulative. For example, a strengthening of patents, defined by a broadening of patent scope, may: (1) reduce innovation if early inventors can hold-up later researchers [Merges and Nelson (1990) and Bessen and Maskin (2000)]; (2) incite costly litigation, thus lowering the economic value of patents [Lanjouw (1994), Lerner (1995) and Lanjouw and Schankerman (2001)]; or (3) facilitate coordination of future research if contracting over R&D is possible, increasing the likelihood that subsequent research will be developed (Green and Scotchmer, 1995). In an ambitious empirical study, Lerner (2001) collects these results and hypothesizes an inverted U-shaped relationship between patent strength and patenting activity. Categorizing 177 policy changes over 150 years in 60 countries into those that clearly strengthen, clearly weaken, and have an ambiguous effect on patent strength, he tests his hypothesis and finds that strengthening patents increases patenting activity if patents are initially weak, and reduces patenting if protection is initially strong. As the study by Hall and Ziedonis (2001), Lerner’s analysis is particularly valuable in linking together theoretical results and empirical testing.

The time is ripe for continuing this trend, especially given the growing theoretical literature on specific patent reforms [e.g. conversion to first-to-file
from first-to-invent (Scotchmer and Green, 1990), public disclosure of patent applications (Aoki and Spiegel, 1998) and changes in the standards for patentability (O’Donoghue, 1998). Attaining a better empirical understanding of these aspects of patent policy would undoubtedly lead to further theoretical refinements, and more importantly would provide some guidance to policymakers regarding the practical decisions that must be made.

ENDNOTES

1 Patent strength is not a clearly defined concept in the literature. Economists would consider a change in policy as having strengthened patents if it increased the value of patents. Three instruments of the patent system that can affect the value of patents are: the standards for patentability (novelty, non-obviousness), the scope of a patent and enforcement of a patent against infringement. Generally, whether patents are strong (higher-valued) depends on a mix of policies offered both ex ante (via patentability standards) and ex post (via enforceability in court). Although it seems plausible that an increase in (or broadening of) any of the three patent components will make patents more valuable, this may not necessarily be the case especially in a cumulative context, as cautioned by the recent theoretical works (e.g. Green and Scotchmer, 1995). See the last section for further discussion of this point.

2 For example, in a study of patent reform in Japan, Sakakibara and Branstetter (2001) show that the addition of multiple-claim patents to the prior single-claim-only regime in Japan did not result in any perceptible increase in innovation. Baldwin, Hanel and Sabourin (2000) find only a weak relationship between innovation and the effectiveness of patents. Bessen and Maskin (2000) show that the extension of patent protection to software has not induced an increase in R&D relative to sales in the United States. Kortum and Lerner (1998) identify an increase in innovative output, as measured by patents, but do not attribute this increase to the reforms. Jaffe (2000) rejects the hypothesis that the increase in patenting is attributed to increased R&D investment since the significant increases in R&D occurred prior to the reforms.

3 Several studies have examined more generally the determinants of innovation in Canada. See, for example, Baldwin, Hanel and Sabourin (2000), Tepperman (2001a), Baldwin (1997), Baldwin and Da Pont (1996) and Caves, Porter, Spence and Scott (1980).

4 See Binkley (1998) for further discussion of the Canadian patent system.

5 As Lerner (2001) suggests, if a country’s market is modest relative to an invention’s total market (as the Canadian market is likely to be for many countries), then changes in patent protection in that country are not likely to guide a foreign inventor’s research agenda. However, they may very well alter incentives to seek patent protection in Canada, which is captured by the propensity to patent.
By “patentable” we mean inventions whose subject matter is patentable and that satisfy patentability standards. The latter typically include novelty, non-obviousness and usefulness. Research may also be conducted on non-patentable projects, which may include some forms of basic research, as well as development and other types of technical know-how. For simplicity, we treat the benefits and costs of these two research programs as separable and focus only on the former type of research.

In reality, the set of patentable subject matter and the standards for patentability may not be the same in both jurisdictions. For example, business methods are patentable in the United States but not in Canada. This assumption is made for convenience; relaxing it would not alter the qualitative results.

Note that the value of patenting does not depend on characteristics of country $i$, except through interaction terms. However, this would not be the case if some of the assumptions of the model were relaxed, as is explained below.

For example, if patent protection is strong, firms may be more inclined to enforce their rights; thus, the return from not patenting may be less than if patents are weak.

We adopt the simplifying assumption that costs are independent across countries. In reality, the applicant may incur fixed costs of filing a patent application (regardless of the number of countries in which protection is sought), along with an incremental cost for each additional country. This cost structure induces dependence in the decision to file across countries. The effects of introducing this dependence on the applicant’s filing decisions are examined in Putnam (1996).

We use “secrecy” as short-hand for non-disclosure of the patented invention in country $j$. Obviously, if the inventor draws a $q$ greater than the minimum required to justify filing in the home country, the initial decision to seek patent protection at home destroys secrecy worldwide.

This may not always be true. For example, in some years the number of patent applications filed in the United States by Canadian researchers exceeded the number of patent applications they filed in Canada.

In a more elaborate model, the coefficient on $s$ (ignoring subscripts) in the propensity relationship may also reflect an innovation effect, but of a different type than noted above. That is, $\rho$ may depend on $N$ if firms can direct their research toward projects that have a higher chance of being patented (e.g. because it is more likely to pass the novelty requirement or to satisfy the cut-off quality). To see this, suppose that the firm faces a three-stage decision: first, it chooses total patentable inventions, $N$; second, it chooses $\lambda$, the proportion of projects that will be patented with probability 1; third, for the $1-\lambda$ projects with random quality, it decides whether to patent, after observing quality. Then, the solution to the firm’s maximization problem will yield an expected number of patents equal to $N(s)[\lambda(s) + (1-\lambda(s))\phi(s)]$ implying that when patent strength, $s$, increases, more of the uncertain projects may be patented; the mix of projects may change toward a larger proportion of certain projects; and the total number of inventions may increase. The propensity in this case will be $\lambda(s) + (1-\lambda(s))\phi(s)$, which reflects an innovation effect attributed to a change in the mix of research projects toward patented ones, as well as a propensity effect (as before) in which a smaller proportion of
uncertain projects are kept secret due to a reduction in the cut-off quality. Then, the coefficient on \( s \) in a regression based on equation (5) would reflect the three effects on innovative output, mix of research projects and propensity.

14 In reality, the inventions patented in country \( j \) may not be a subset of those patented in country \( i \).

15 Among the other changes were: an expansion in the set of patentable products to include life forms (1980), software (1978-84) and business methods (1996); and the enactment in 1984 of the Bayh-Dole Act (which gave universities and nonprofit institutions title to patents on inventions made with the use of public funds). See also Merges (1997) and Jaffe (2000) for a discussion of the changes. Jaffe (2000) reports that, after the creation of the CAFC, the proportion of cases that resulted in a finding of infringement and validity rose from 62 percent to 90 percent.

16 Solving for \( N_i^* \) from equation (2) and differentiating with respect to \( s \) reveals that under reasonable conditions, \( \partial N_i^*/\partial s_j > 0 \); that is, a strengthening of patent rights increases innovative output. In a context of cumulative innovation, this may not be true, as discussed in more detail in the last section. Whether this relationship holds empirically has been the subject of a great deal of research. Sakakibara and Branstetter (2001) hypothesize that if the reforms in Japan had resulted in more innovation, some may have appeared in the United States in the form of increased patenting. But, after adjusting patent counts for quality, they find no evidence to support that hypothesis.

17 For example, the management explanation is consistent with a pro-patent hypothesis in the extension of the model described in note 13.

18 If firms are harvesting more of their marginal patents, then a reduction in quality would be expected. Hall and Ziedonis (2001) test this hypothesis against no change that would be consistent with Kortum and Lerner’s input interpretation of the hypothesis. Note that this prediction is consistent with the framework in equation (1) above; in particular, if \( \partial v_i/\partial s_j > 0 \) and \( \partial v_j/\partial s_j < 0 \), then the quality cut-off, \( q_{ij}^* \), will fall. They find only weak support for that hypothesis, although they emphasize that quality is measured with error.

19 Sakakibara and Branstetter (2001) model the relationship between patent applications and patent reforms in Japan, particularly the conversion from single-claim to multiple-claim patents. Like Hall and Ziedonis (2001), they estimate a patent production function and, in addition to variables that enter the production function, they include year dummy variables to measure the impact of the reforms. However, they interpret the latter parameters as growth in innovative output rather than growth in the propensity to patent, as in Hall and Ziedonis (2001). Their study is thus more about the response of innovation than of patent propensity to changes in the patent regime. Lerner (2001) also estimates the impact of the patent system on innovation by examining 177 policy changes in 60 countries over a 150-year period. The propensity to patent is assumed to be stable, in which case patenting activity is a reasonable proxy for innovation. Lerner finds that a strengthening of patent protection has a stronger impact on patenting activity by foreign inventors than by residents of the country undergoing the change.
For example, see Merges (1998), Tepperman (2001b) and Gallini and Scotchmer (2001) for discussions on the impact of strengthening intellectual property rights on firms’ incentives to reorganize those rights through integration, licensing and other forms of alliances.

The theoretical framework in equation (6) and in Kortum and Lerner (1998) assumes that features of the source country will not impact on the propensity to patent in a destination country. However, there are reasons why source-country characteristics may, in fact, influence the propensity to patent abroad (for example, if the standards for patentability are not identical in the two countries, as noted in note 7 for Canada and the United States). If R&D and domestic patent decisions depend on patentability standards in the source country, then the variation in patentability standards will impact on the propensity to patent abroad.

The propensity measure will be less than one if the home country is the priority country for most of their inventions. In that case, the patents filed in a foreign country will be a subset of the patents filed at home. This is not true for Canada since the United States is the priority country for many Canadian inventions.

Offsetting this may be a reduction in the marginal cost of filing in a destination country after the invention has been patented in the source country, since the fixed cost of prior art searches has already been incurred (Scherer and Weisburst, 1995). If the increase in domestic value is large enough to overcome this fixed cost, filing abroad may become feasible even if the marginal cost of filing has not changed, leading to an increase in the propensity to patent abroad (Putnam, 1996).

We only observe application fees for a single year, but we assume that countries that are classified as high cost in 1992 remain so over our sample period.

Our results do not depend qualitatively on this construction.

Hausman, Hall and Griliches (1984) show that contemporaneous R&D is the best predictor of current patents. But, because most of our observations are from foreign countries which file inventions in the home (priority) country one year earlier, we lag R&D by one year.

The lag on patents in the source country reflects the Paris Convention that gives inventors 12 months to file in other countries after filing in the priority country (which we take to be the source country).

As a practical matter, this variable presents a construction challenge for Canada in particular, as the majority of Canadian patent applications are filed first in the United States. For example, out of 3,056 (ultimately successful) patent applications filed by Canadian inventors in the United States in 1994, only 404 were previously filed in Canada (U.S. Patent and Trademark Office database). We therefore use patent applications in the United States for Canada’s domestic applications. See Putnam (1996) for details about patent priority and the correct definition of the home country.

The precise question corresponding to this index was the extent to which managers agree with the statement “Antitrust laws do prevent unfair competition in [my] country.” Countries are assigned a value ranging from 0 to 10 based on these responses.
We also estimated specifications including destination-country R&D expenditures as a proxy for the threat of imitation, with similar results.

One further concern might be that unobserved bilateral (i.e. source-destination countries specific) heterogeneity causes a mis-specification of our model. To address this possibility, we run unreported regressions in which the 1980 values of our dependent and independent variables are subtracted from the 1995 values. This differencing sweeps out any time-invariant unobservables. With this specification, we find that the patent rights coefficient is essentially unchanged, while other coefficients are imprecisely estimated.

The logit model for grouped data estimates weighted least squares for the equation where \( \log[\text{PROP1}/(1-\text{PROP1})] \) is the dependent variable.

Rafiquzzaman (1999) also presents some descriptive statistics on patenting by industry in Canada.

The data have subsequently been updated by Dan Johnson of Wellesley College and used by both Johnson and Robert Evenson; see http://www.wellesley.edu/economics/johnson/jeps.html.

For example, patents granted in Canada to German inventors in 1995 may not correspond to the 1995 cohort of German domestic patent grants, as we assume here, if the lag between application date and grant date differs across countries.

The drop in the number of patents granted may have been due to the change from a mandatory to an elective examination system. If some industries exhibit a higher ratio of applications to examination requests than others, our propensities constructed with grant data would be biased. The extent to which this is a problem remains an issue for future research.

The reference year is 1993, the reference country is France and the omitted industry is ‘Other manufacturing’.

Interestingly, in an unreported regression excluding the import term, the U.S. effect is strongly positive. This suggests that trade between Canada and the United States accounts for a great amount of the existing technology diffusion.

The latter includes the U.S.-dominated automobile industry, which has evolved a fairly stable set of licensing practices that do not depend on patenting in Canada, despite extensive intra-industry trade between the two countries.

See Tepperman (2001a) for further discussion of this point.

See, for example, Scherer and Weisburd (1995) for an empirical analysis of pharmaceutical patent protection, and O’Donoghue (1998) for a theoretical analysis of patentability standards. More precisely, O’Donoghue predicts that R&D will fall with a reduction in the non-obviousness requirement but that more low-quality inventions will be patented.
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Do Intellectual Property Rights Stimulate R&D and Productivity Growth?
Evidence from Cross-national and Manufacturing Industries Data

INTRODUCTION

Through domestic and international legislative reforms, various countries are adopting new and stronger intellectual property protections. Canada is among them. In recent years, Canada has undertaken (and is expected to undertake further) actions to revise its laws. For example, through Bill C-32, Canada has amended its Copyright Act, and through Bill S-17, it will update its Patent Act to conform with its obligations under the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs), of the World Trade Organization (WTO). Canada has also become a signatory to treaties of the World Intellectual Property Organization (WIPO), for example the Copyright Treaty and the Performances and Phonograms Treaty in 1997. More recently (in May 2001), Canada became a signatory to WIPO’s Patent Law Treaty (PLT). Both the PLT and the TRIPs Agreement are major (and complementary) international initiatives. Whereas the TRIPs Agreement largely focuses on substantive laws, the PLT focuses mainly on procedural laws and formalities and seeks to simplify and harmonize administrative practices. Differences in these laws and practices across countries (or jurisdictions) are viewed as imposing significant transaction costs on inventors interested in obtaining global patent protection. In the future, further intellectual property (IP) reforms are expected in Canada in light of new technological developments (related, for example, to the Internet, telecommunications, software, biotechnology, etc.).
These changes in intellectual property laws come with some costs; for instance, infrastructural costs (of rewriting national laws and providing the means for enforcement and administration), static deadweight losses (in terms of the deviation of markets from competitive structures), and rent transfers (from consumers and rival producers to rights holders). Offsetting these costs, it is argued, are the benefits of IP reform — namely the stimulation of research and development (R&D), innovation, and ultimately productivity growth. In policy debates, arguments are often made that strengthening and clarifying intellectual property laws is vital to Canada’s domestic economic progress and international competitiveness. It is also argued that these changes will help Canada become a major player in the emerging international digital economy.

However, outside of these debates, a severe shortage of evidence exists as to the effects of intellectual property rights (IPRs) on R&D and productivity growth, among other things. The purpose of this study, therefore, is to help enhance the debate by providing some quantitative estimates of the benefits of IP protection to national economies, such as Canada. The plan of the study is to examine the extent to which various kinds of IPRs can explain productivity growth, directly and indirectly. The different kinds of IPRs considered here include: patent rights, copyright, trade-mark rights, parallel import protection, software protection, prevention of piracy, and enforcement mechanisms (statutory and actual execution of laws). These kinds of rights can impact on potential output directly by affecting the technical efficiency of production, or indirectly by stimulating factor accumulation (particularly R&D capital) by enhancing the returns to investment (or rather the ability to appropriate those returns). These two channels by which IPRs can affect productivity (technical efficiency of production and R&D accumulation) have been stressed in academic and policy debates. The institutionalists would emphasize the important role of the legal environment in which markets operate. The new growth and/or knowledge-based economy adherents would emphasize the role of R&D, inventions and technology as the primary engines of growth. The focus in the study is to develop quantitative measures of different kinds of IPRs and determine the extent to which technical efficiencies and R&D investments are functions of these different kinds of IPRs.

The outline of the study is as follows: the next section provides a brief literature review of the few studies that investigate the impact of IPRs on economic growth and R&D. The third section, entitled Conceptual Framework, develops a model of how IPRs may affect productivity growth directly and indirectly. It derives the empirical growth rate equation and R&D investment equation that will be estimated. The fourth section, entitled IPR Indexes, discusses indexes for the different kinds of IPRs. The fifth section, entitled Data, discusses two sample datasets: a national sample and a manufacturing industries sample. In both samples, the unit of analysis is the country. The sixth section,
entitled _Empirical Results_, presents the empirical results and discusses their implications for the Canadian macro-economy. The _Conclusion_ summarizes the results of this study and suggests extensions for future work.

**BRIEF LITERATURE REVIEW**

Currently, there is still quite a controversy about whether IPRs matter for productivity growth, directly or indirectly. The theoretical literature is divided over the welfare and efficiency effects of stronger intellectual property regimes, and empirical works are few and far between. For example, in a theoretical study, Takalo and Kanninen (2000) find that a strengthening of patent rights can delay the introduction of new technology to the market (i.e. raises the value of waiting for the innovator). Bessen and Maskin (2000) develop a model of sequential and complementary innovation in which patent protection reduces innovation and social welfare. In an international (North-South) setting, Helpman (1993) argues that weak IPRs in the South may actually be welfare-enhancing for that region, while stronger IPRs in the South may not necessarily benefit the North (consumers, for example, would forgo the benefits of cheaper imitated imports). On the other hand, theoretical studies by Diwan and Rodrik (1991) and Taylor (1994) reveal that stronger IPRs may enhance global welfare and productivity.

Though not always explicit about it, a large number of theoretical studies on IPRs actually deal with patent rights and inventive activity. Landes and Posner (1987, 1989) provide a theoretical analysis of non-patent IPRs, such as trademarks and copyright. Essentially, trademark protection encourages economic efficiency by reducing search costs for consumers (allowing them to recognize quality products through symbols or names). Furthermore, firms or intellectual property owners invest in promotional expenditures to attract consumers, and in expenditures aimed at maintaining the quality of their products and services. If they were unable to link their investments and products to their trademarks, they would have less incentive to invest in those quality-promoting investments. However, there are occasions where trademark protection can be too broad (e.g. when a name or symbol becomes generic) and would increase the cost of business for rival firms such that economic efficiency is harmed in the aggregate. Copyright over original and derivative works also stimulates creativity by increasing the odds of appropriating the benefits of the creations. Copyright can also complement other rights, such as patent rights, where the ideas are not protectable but the expression is — e.g. pure computer and mathematical algorithms. There may also be situations where stronger copyright may be adverse to economic efficiency — namely, where those rights reduce the incentive of rivals to create, or the owner’s incentive to produce new creations. Each creator is part of an intertemporal chain of creators. Thus, stronger protection
of expressions affects subsequent generations of creators (who themselves would like to build on previous works).

In terms of empirical work, a survey by Levin, Klevorick, Nelson and Winter (1987) of U.S. firms finds that patent protection is not the most important means for firms to appropriate the returns to their R&D (as compared to lead time and reputation). Moreover, firms patent for reasons other than to protect their innovations (for example, to acquire strategic bargaining chips for cross-licensing negotiations). These findings suggest that patent rights are not very important to stimulate innovation. On the other hand, case studies conducted in developing countries indicate that IPRs are considered very important for innovation (see Sherwood, 1990). This suggests that the marginal value of patent rights (or IPRs) is higher in developing markets (where legal and other institutions are not as well developed and where, as a result, firms have few alternative means of appropriation, if any). Another interesting case study is that of Korenko (1999) who finds that, in Italy's pharmaceutical industry, a strengthening of local intellectual property rights helped expand domestic R&D and market share (rather than create a situation where foreign firms crowded out domestic).

As far as econometric evidence is concerned, two studies show that patent rights contribute to economic growth, but they emphasize different mechanisms. Gould and Gruben (1996) focus on how this effect depends on the degree of openness of countries in their external trading, while Park and Ginarte (1997) emphasize that patent rights stimulate factor accumulation (human capital, R&D capital, and physical capital) which, in turn, directly influences economic growth.

Few econometric works exist because, until recently, measures or indexes of patent rights have been limited. Moreover, because available IPR indexes relate exclusively to patent rights, empirical growth studies have not been able to assess the impact on growth of other kinds of IPRs, such as copyright and trade-marks. Thus, the present study develops and incorporates indexes of other types of IPRs and tests their role in explaining productivity growth.

In a related study, Siwek (2000) examines the importance of copyright industries for U.S. economic growth. Rather than using indexes of copyright protection, the author's strategy is to separate groups of IP-based industries (computer software, motion pictures, music, publications, etc.) from traditional manufacturing industries. The study finds that copyright industries account for 4.94 percent of U.S. gross domestic product (GDP) and that this share is growing fast. Copyright industries also account for 3.24 percent of all jobs and employment growth in this group is three times the national average. Two criticisms can be made: first, the study does not show how sensitive copyright industries are to copyright legislation and enforcement. Even if it may be presumed that copyright industries seek copyright protection, it would still be
useful to know to what degree. For example, what is the elasticity of demand for copyright protection with respect to the strength of protection? This is important for policy purposes if the objective of strengthening copyright protection is to stimulate the output of copyrightable works — which lead to increased productivity. A second related criticism is that the study does not explicitly show that copyright laws and enforcement are directly or indirectly responsible for the growth of IP-based industries (or of other industries).

**CONCEPTUAL FRAMEWORK**

In this section, two equations are derived for empirical estimation, the first to capture the direct effects of IPRs on productivity growth and the second to capture the indirect effects on growth via the effects of IPRs on R&D. The two equations are derived in turn.

**PRODUCTIVITY GROWTH**

This sub-section builds on Mankiw, Romer and Weil (1992). Assume the following Cobb-Douglas production function:

\[
Y = K^\alpha R^\beta (AL)^{1-\alpha-\beta},
\]

where \(Y\) denotes output, \(K\) physical capital, \(R\) intangible (R&D) capital, and \(L\) labour. The technical efficiency of production is denoted by \(A\), and is assumed to be a function of environmental and institutional factors. Holding other environmental and institutional factors constant, let

\[
A = A(IPR) = a IPR^\gamma,
\]

where \(IPR\) denotes intellectual property rights and \(\gamma\) the elasticity of technical efficiency with respect to the level of IPR.

Therefore:

\[
(1') \quad y = k^{\alpha} r^{\beta} (IPR)^{\gamma(1-\alpha-\beta)},
\]

where \(y = (Y/aL)\), \(k = (K/aL)\), \(r = (R/aL)\). That is, output and the reproducible inputs are expressed in terms of efficiency labour units.

Physical and R&D capital accumulation is given by:

\[
(2) \quad \dot{K} = I_K - \delta K
\]
(3) \( \dot{R} = I_k - \delta R \),

where \( I \) denotes investment and \( \delta \) the geometric rate of depreciation. In efficiency units, the equations of motion are:

\begin{align*}
(2') \quad & \dot{k} = i_k - (n + g + \delta)k \\
(3') \quad & \dot{i} = i_r - (n + g + \delta)r ,
\end{align*}

where \( g = \dot{a}/a \) and \( n = \dot{L}/L \) are the rates of growth of technical efficiency and of the labour force, respectively. Let:

\[ i_k = s_k y \]
\[ i_r = s_r y , \]

where \( s_k \) and \( s_r \) are the respective savings rates from output.

In the steady state,

\begin{align*}
(4') \quad & k^* = \frac{s_k y}{(n + g + \delta)} \\
(5') \quad & r^* = \frac{s_r y}{(n + g + \delta)} .
\end{align*}

Substituting equations (4') and (5') into equation (1)', taking the logs of both sides and rearranging yields:

\begin{align*}
(6) \quad & \ln y^* = I_1 \ln s_k + I_2 \ln s_r + I_3 \ln (n + g + \delta) + \gamma \ln IPR ,
\end{align*}

where \( I_1 = \alpha/(1 - \alpha - \beta) \), \( I_2 = \beta/(1 - \alpha - \beta) \), and \( I_3 = -(\alpha + \beta)/(1 - \alpha - \beta) \).

While equation (6) gives the steady-state level of output, the dynamic behaviour of output can be derived from time-differentiating equation (1)' and linearizing around the steady state:

\begin{align*}
(7) \quad & \frac{d\ln y(t)}{dt} = -\lambda (\ln y(t) - \ln y^*) ,
\end{align*}

where \( \lambda = (1 - \alpha - \beta)(n + g + \delta) \).
Solving the differential equation (7) backwards to time 0 yields:

\[
\Delta \ln y(t) = \ln y(t) - \ln y(0) = (1 - e^{-\lambda t}) (\ln y^* - \ln(y(0))).
\]

Substituting equation (6) into equation (8), and using the definition of \( y = Y/aL \), and assuming that \( \ln a(0) \) is distributed randomly across countries (that is, \( \ln a(0) = \text{constant } c + \text{error } e \)), yields the equation to be estimated:

\[
\Delta \ln \left( \frac{Y(t)}{L(t)} \right) = c + \Omega_0 \ln \left( \frac{Y(0)}{L(0)} \right) + \Omega_1 s + \Omega_2 IPR + \varepsilon
\]

where \( \Omega_0 = -(1 - e^{-\lambda t}) \), \( \Omega_1 = -\Omega_2 \phi_1 \), \( \Omega_2 = -\Omega_2 \phi_2 \), \( \Omega_3 = -\Omega_2 \phi_3 \), and \( \Omega_4 = -\Omega_2 \gamma \).

From estimates of the \( \Omega \)s, the implied values of \( \alpha, \beta \) and \( \gamma \) can be determined.

**R&D Model**

This sub-section builds on Lichtenberg (1987). First, the optimizing demand for R&D is characterized, and secondly, the optimizing supply of R&D. The two equations are then solved to obtain the equilibrium rate of R&D investment in the steady state.

On the demand side, it is assumed that there are many identical competitive firms that demand R&D output. Thus, in the aggregate, firms maximize the following function:

\[
\max_{\dot{R}, R} V = \int_t^\infty \left[ Y(R, \ldots) - p_R I_R \right] e^{-\rho s} ds
\]

subject to equation (3) above, where \( Y \), as before, denotes output, \( R \) the stock of R&D capital, \( V \) the firm value, \( \rho \) the real interest rate, and \( p_R \) the price of R&D capital. The necessary condition for value maximization is:

\[
\frac{\partial Y}{\partial R} = (\rho + \delta) p_R - \dot{p}_R
\]

This is the standard condition where the marginal product of R&D capital appears on the left-hand side, while the user cost of R&D capital is on the right-hand side.
In the steady state, 

\[ p_R = \frac{\partial Y^*}{\rho + \delta} \]  \hspace{1cm} (11) 

On the supply side, it is also assumed that there are many identical competitive firms. In the aggregate, firms choose the quantity of R&D output, \( I_R \), to maximize the present discounted flow of profits: 

\[ \max_{I_R} \sum_{t=0}^{\infty} \left[ \theta p_R I_R - c(I_R, R) \right] e^{-\rho_0 du} \]  \hspace{1cm} (12)

where \( \theta \) is a measure of the appropriability (of revenues or sales of R&D output, given by \( p_R I_R \)). In the absence of imitation, \( \theta = 1 \); under perfect imitation, \( \theta = 0 \). It is assumed that \( \theta = \theta(IPR) \).

In equation (12), \( c(I_R, R) \) is the cost function for R&D output. The cost of producing R&D output depends positively on the quantity of output produced, \( I_R \), and negatively on the stock of existing R&D knowledge capital, \( R \). That is, the past stock of R&D capital generates intertemporal externalities. As to how firms treat these externalities, there are two possibilities: if firms are small, it would be reasonable to assume that they would treat nationwide (or sector-wide) \( R \) as given. However, if they are sufficiently large, they would likely take into account the contribution of R&D output to future cost reductions. For now, it will be assumed that R&D producers are sufficiently small. This would be consistent with the assumption that they also treat \( p_R \) as given. It is assumed that \( c_1 > 0, c_{11} > 0, c_2 < 0, c_{22} > 0, \) and \( c_{12} < 0 \).

The necessary condition for profit maximization is:

\[ p_R = \frac{1}{\theta} \frac{\partial c}{\partial I_R} \]  \hspace{1cm} (13)

which holds for each period. Combining equation (13) with the demand-side condition of equation (11) yields, in the steady state:

\[ \frac{\partial c}{\partial I_R} = \frac{\theta (\partial Y^*)}{\rho + \delta} \]  \hspace{1cm} (14)
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where the left-hand side represents the marginal cost of producing R&D and the right-hand side represents the discounted marginal return to R&D (adjusted for the degree of appropriability).

c(I_R,R) will be specified as a Cobb-Douglas function:

\[ c(I_R,R) \] = \( \Psi I_R^{\sigma_1} R^{\sigma_2} \)

where \( \psi \) is a parameter. Note that when \( \sigma_1 - \sigma_2 = 1 \), the R&D cost function exhibits constant returns to scale. This specification addresses an aggregation matter: the marginal cost of R&D \( \partial c/\partial I_R \) in equation (14) is independent of the number of firms. Moreover, as long as the ratio of gross R&D investment to R&D stock \( (I_R/R) \) is the same across countries or sectors, the cost of R&D production per stock of R&D is the same as well. In preliminary analyses, the assumption that \( \sigma_1 - \sigma_2 = 1 \) could not be rejected in the data.

From equation (15), the partial derivative \( \partial c/\partial I_R \) can be calculated, and from equation (1), \( \partial Y*/\partial R* = \beta Y*/R* \). Substituting these expressions into equation (14) yields:

\[ \frac{I_R}{Y} = \left( \frac{\beta \theta(I_P R)}{\sigma T(\Psi)} \right) \left( \frac{R}{Y} \right)^{\sigma_2 - 1}. \]

Let \( \theta(I_P R) = \theta \cdot I_P R^\mu \). Substituting this into equation (16), taking logs of both sides and rearranging yields:

\[ \ln(s) = \eta_0 + \eta_1 \ln(R_Y) + \eta_2 \ln(I_P R) + \epsilon, \]

where

\[ \eta_0 = \log \left( \frac{\beta \theta_0 / (\sigma_1 \Psi (\rho + \delta))}{\sigma_1 \Psi (\rho + \delta)} \right) = \text{constant} \]

\[ \eta_1 = (\sigma_2 - 1) / (\sigma_1 - 1) \]

\[ \eta_2 = \mu / (\sigma_1 - 1) \]

and where \( s \) is the ratio of R&D to output (as defined earlier) and \( R_Y \) is the ratio of the stock of R&D to output. The error term reflects random disturbances in the R&D investment rate and deviations from the steady-state conditions which yielded this equation.

Equation (17) is the basic R&D equation to be estimated in the empirical section. Note that some parameter restrictions can be formulated. First, in order for the R&D cost function to exhibit the property of being increasing in \( I_R \) (at an increasing rate), it is necessary that \( \sigma_1 > 1 \). Secondly, if this function is
decreasing in $R$, it is necessary that $\sigma_2 > 0$. Thirdly, if the cost function exhibits constant returns to scale in $I_R$ and $R$ (i.e. $\sigma_1 - \sigma_2 = 1$), then these restrictions altogether imply that $\eta_1 < 1$. If the intertemporal externality effect is not very large, it is also possible that $\eta_1 < 0$. The reason is that in general, an increase in the stock of R&D knowledge, $R$, has ambiguous effects on R&D investment. On the one hand, a higher stock of $R$ reduces the cost of producing each unit of R&D output; on the other hand, it reduces the marginal productivity of R&D capital (and reduces the market’s demand for R&D output). If $\sigma_2 < 1$, the cost reduction effect will not outweigh the reduction in marginal productivity. From estimates of $\eta_1$ and $\eta_2$, the implied values of $\sigma_1$, $\sigma_2$, and $\mu$ can then be obtained.

**IPR Indexes**

This section describes the various indexes of intellectual property rights used in the study. In total, eight different kinds of indexes are used. Three of them cover standard statutory rights: patent rights, copyright and trade-mark rights. Two of them deal with aspects of IPRs that have been the subject of much recent policy debate: software protection and parallel import protection. Finally, the remaining three examine different aspects of IP enforcement; for example, piracy rates (which tend to be high in regions where enforcement is lax or ineffective), enforcement mechanisms and enforcement in practice.

**Preliminary Remarks**

Multiple indexes of IPRs are examined in order to get a broad perspective on the state of IP rights in a country. Individual intellectual property owners (or potential owners) may be heterogeneous as to what kinds of IPRs they value. By way of analogy, consider the surveys that rank cities according to quality of residential life (surveys on best places to live). What do people look for in a city: school quality, low crime, low taxes, scenic views, quality of air? How do people rank these different characteristics? Obviously, residents would want all of these good characteristics, but how would they prioritize them? What weights would they attach to the different characteristics? Likewise, what do inventors, artists, writers, producers, etc., look for? Ease of application, no compulsory licensing, no working requirements, strong penalties for infringement, expansion of rights into new areas (software, biotechnology, Internet commerce, folk dances, etc.)? Again, how would they prioritize and weight different IP law features? Of course, a major difference between rating IP systems and rating cities is that, in the latter, the surveys are attempting to measure something about quality. The rating of IP systems, in contrast, is not about
measuring the quality of IP regimes, but rather their strength. It is not for instance attempting to determine the optimal level of protection. The optimal level need not be the one associated with maximal strength. Quality and strength may go together, but they are distinct. Issues of quality would deal with equity of rights (between different intellectual property owners, and between them and non-owners) the effect on welfare and economic efficiency. The indexes here measure how these regimes protect the rights of intellectual property owners. The empirical section then determines whether certain efficiency factors (like productivity and innovation) are influenced by the strength of those IP rights.

Another important remark is that the indexes largely measure statutory levels of protection (the laws on the books) rather than actual practice, although this study does incorporate a few variables that help to assess actual enforcement of laws. Nonetheless, a common concern is that IP indexes only measure perceived protection — not real protection. However, as will be discussed later, the correlation between statutory protection and actual enforcement, while not perfect, tends to be high. Countries that have strong laws on the books tend to be the ones that also enforce their laws. Moreover, enforcement aside, statutes can play a role. For instance, empirical results will show that even perceived (statutory) protection has real effects. This might be due to, among other things, a signalling effect. The laws on the books may affect agents’ expectations or confidence levels, and thus influence their investment and other decisions.

Related to the issue about perceived vs. actual protection is the practice of judging the accuracy of index values according to certain a priori views. Of course, it is useful to incorporate information based on experiences and expert opinion. Indexes and expert opinion should be viewed not as substitutes but as complements. However, a common pitfall is to judge whether a country’s IP index value is too low or too high according to the country’s level of economic development, the prior assumption being that richer countries should have stronger levels of IP protection. In general this is the case, but there are instances where it is not (some rich countries have weak IP systems, while some poor countries have strong systems). In such cases, other factors are not held constant (for example, richer economies with weak IP systems may have good educational systems to compensate, or poorer economies with strong IP systems may follow poor fiscal and monetary policies which offset the effects of IPRs). In all cases, it should be understood that IPR indexes are not measures of economic development. They may be important determinants of development, but are not themselves indicators of it. The approach in constructing these IP indexes should be to let the chips fall where they may, with minimal (if any) reliance upon a priori views about the economic consequences of IPRs.
Legal features are chosen to measure the strength of intellectual property regimes. If there is ambiguity or uncertainty as to whether a feature contributes to the strength of IP rights, it is not incorporated (for example, priority rules: first-to-file vs. first-to-invent). Another guiding principle in choosing legal features is not to be exhaustive but selective: that is, to choose those legal features that yield maximum variability across countries. Furthermore, the information has to be widely available across countries.

OVERVIEW

The eight measures of IPRs considered in this study cover the gamut of statutory and enforcement provisions, piracy and enforcement experiences.

For each of the three basic IP instruments (patents, copyright and trademarks), the index consists of four sub-categories: coverage, duration, restrictions and membership in international treaties. Enforcement can also be included as a sub-category (as in Ginarte and Park, 1997). However, since the enforcement provisions are available for the enforcement of all three types of rights (patents, copyright and trademarks), it would be useful to separate it out and treat it as a distinct index.

Coverage refers to the subject material (type of invention, expression, or symbol) that can be protected; duration refers to the length of protection; restrictions refer to the less than exclusive use of those rights; membership in international treaties indicates the adoption into national law of certain substantive and procedural laws of these international agreements. Note that, for signatory nations, there may be some double-counting in that a nation gets credit for having certain legal features in national law, but those features may be part of an international law treaty to which the nation is a signatory and for which the nation already gets credit for being a member of that particular treaty. However, membership in an international treaty in and of itself provides some value-added information, particularly about the willingness of particular nations to adhere to shared international principles such as non-discrimination.

The following sub-section provides further details about each of the measures of IP protection. The acronym to be used in the empirical section is given in parentheses. Appendix 1 provides a quick summary of the legal features included in each type of IPR index and of how the indexes are scored.

DESCRIPTION OF INDEXES

Patent Rights (Pat4)

The measure of patent rights is taken from Ginarte and Park (1997) and Park and Wagh (2002). The index of patent rights ranges from 0 (weakest) to 4 (strongest). The value of the index is obtained by aggregating four
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sub-indexes: extent of coverage, membership in international treaties, duration of protection and absence of restrictions on rights (such as compulsory licensing).

The numerical value of each sub-index ranges from 0 to 1 and indicates the fraction of legal features in that sub-index available in the particular country. For example, a value of 0.33 for membership in international treaties indicates that a country is a signatory to one-third of the international treaties listed under that sub-index. A value of 0.5 for duration implies that a country grants protection for half the international standard time (of 20 years from the date of application or 17 years from the date of grant). The value for coverage indicates the fraction of invention classes the country allows as patentable subject matter. Finally, several conditions exist under which authorities can revoke or restrict patent rights. The value for the restrictions category indicates the fraction of those restrictions which are not exercised in the country.

Copyright (Copyrig)

This index varies also from 0 to 4. Each of its four categories is scored out of one. The score is again the fraction of features that are available. The coverage category includes works that are among the primary victims of piracy, such as literary, dramatic, artistic, musical, cinematographic works, etc. The duration of protection is based on an international standard of 50 years. Note that countries may provide different lengths of protection for different types of copyrightable works. The duration score for each of these types of works is the ratio of its statutory duration to 50 years. If more than 50 years of protection is provided, the maximum score of 1 is given. The country's overall duration score is the average of the duration scores of the different types of copyrightable works.

The restrictions category includes rights to resale (droit de suite), which permit the copyright owner to share in a percentage of all subsequent sales of her work, thus enabling her to benefit from any appreciation in the value of her creations. It also covers extended collective licensing schemes. Collective licensing societies are organizations of authors and performers. These societies are somewhat common in Europe. Their extended licensing schemes are deemed to weaken copyright since they can at times interfere with the freedom of contract of individual rights holders (see Campbell and Cotter, 1997); moreover, the licensing schemes may typically permit more liberal reproduction of works by photocopy or by broadcasting. For instance, organizations that obtain authorization from a collecting society to photocopy some author's work may in some cases be entitled to photocopy that author's published works in the same field not represented by the collective society. Also, authorization to record works in a broadcast may also include authorization to record works of non-represented rights holders that happen to be in the same broadcast.
The copyright restrictions category also incorporates compulsory licensing. One kind of compulsory licensing is for private use and another is for government use. Private individuals may apply for a compulsory licence in some jurisdictions if (typically) a foreign work is not available locally after it has been published elsewhere for some specified period of time (e.g. six months or a year). Some countries provide explicitly for compulsory licensing (e.g. the United States for satellite broadcasting) and mechanical licensing (for musical works, etc.). These are treated as private use. Government use (e.g. by a ministry of culture) is typically for educational purposes, local technological development or judicial and administrative uses (such as proof in legal proceedings).

Major international copyright treaties include the Berne Convention, the Rome Treaty, the Universal Copyright Convention (UCC) and the Phonogram Convention. The Berne Convention is the oldest international copyright treaty, providing for effective and uniform global protection. The basic underlying principles are national treatment, automatic protection and independence of protection (independent of whether protection exists in the country of origin of the work). The Rome Treaty offers protection for neighbouring rights (rights of performers). The UCC provides minimum legal obligations for each contracting state, emphasizing rights and protections that ensure an author’s economic interest. The Phonogram Convention focuses on strengthening rights of producers of phonograms (given the increased piracy of records and tapes, at the time of its signing). This convention, unlike the Rome Treaty, does not provide substantive rights; as long as phonograms are protected, the mode of protection is left to domestic law (see Leaffler, 1997, p. 451).

**Trade-marks (Tmark)**

The trade-mark index also varies from 0 to 4. It is the sum of scores from four categories (again coverage, duration, restrictions and membership in international treaties). Each category is scored out of 1 (indicating the fraction of available provisions). The coverage category lists three types of marks: service marks, certification marks and collective marks. Countries vary as to whether these types of marks can be granted trade-mark protection. Service marks are words, names, symbols or devices that identify services. Certification marks are words, names, symbols or devices that certify the origin (region) of particular types of goods, such as champagne. These marks help identify the type of product. Collective marks identify trade associations or membership in some cooperative or other organization. The association (or its independent members) may be responsible for some product(s). The collective mark should tie the product(s) to the reputation of the collective.

As for the duration of trade-mark protection, the international norm is 10 years. Again, the duration score is the ratio of the statutory length of
protection to ten years; if the statutory length exceeds 10 years, the maximum score of 1 is given. The restrictions category indicates whether countries require proof of use at the time of trade-mark rights renewal (e.g. demonstrate commercial use); whether there are linking requirements (e.g. linking foreign trade-marks to a locally-owned firm); whether there are licensing restrictions (on royalties, technology transfer agreements); and whether there are conditions for the protection of well-known marks (e.g. that they be used in the local economy).

The international treaties category includes three major treaties: the Madrid Agreement, which governs the international registration of marks. It does not protect any trade-mark rights but facilitates their acquisition in member states. The Nice Agreement governs the international classification of goods and services for the purposes of registering trade-marks. Official documents and publications refer to these classes. However, countries can use this international classification as their principal system of classification or alongside their own national classification system. The Paris Convention also contains provisions on trade-mark rights. They deal with the use of registered marks and of well-known marks.

**Parallel Import Protection (Parallel)**

Parallel imports refer to the importation of legally manufactured products by agents other than those who have exclusive distribution rights. The right to prevent parallel imports is essentially the international equivalent, or extension, of domestic vertical restrictions. Domestically, wholesalers may grant retailers exclusive dealerships to help solve free-rider problems (whereby other distributors, such as parallel traders, free ride on the promotion and other marketing activities of authorized dealers). 15

Countries also vary in how they treat parallel importation. Under a national exhaustion system, parallel imports are not permitted; under an international exhaustion system, they are. Under a regional system, parallel importing is permitted within the region, but it is not permitted from outside the region. Based on these different policy regimes, the International Intellectual Property Alliance (1998) has undertaken a survey of whether IPR owners can be protected against parallel imports. This index has three values: 1 if yes, 0 if no; 0.5 if probably yes.

**Software Rights (Software)**

In light of the prominent developments in the computer industry (particularly software) and the related impact on economies, it would be useful to incorporate the effects of software protection. The above measures do not explicitly, if at all, incorporate computer software in their coverage categories. A separate
index would be required. Software protection is available in several forms, depending on whether it is the idea (technical effect) or expression for which protection is sought. Agents can thus use patents or copyright, or a combination of them. Software can also be protected under existing trade secret laws. Hence, this index is the sum of three components: trade secrecy, copyright and patents. Each of these components gets a score: 1 if such protection is available, 0 otherwise. In the case of software patentability and software copyrightability, a score of 0.5 is given if the protection is possibly available but is not clear from existing statutes. In total, this Software index varies from 0 to 3.

Piracy Rates (Piracy)

Software laws may look good on the books, but in practice piracy may be rampant. Piracy may be rampant because laws do not exist and/or are not effectively enforced. But piracy occurs even in systems where laws exist and are enforced. That is, holding laws and enforcement constant, piracy may rise because agents become more adept at copying — they are better educated or have access to better technology (e.g. digital reproductive technologies or exchange mechanisms such as Napster). Like lax laws and enforcement, these copying skills provide greater opportunities for piracy, which all together determine the equilibrium level of piracy. But as a complement to the statutory provisions (in the Software index), it would be useful to look at measured rates of piracy. The idea is that piracy would be more prevalent in regimes where the laws are not very effectively enforced (if at all, since copying may even be encouraged or tolerated by policy authorities), but subject to the understanding that piracy in and of itself is not a measure of the lack of law enforcement.¹⁶

Enforcement Provisions (Enf-GP)

This index is the fifth component in the Ginarte and Park (1997) index of patent rights, separate from the rest of the components. In this category, the selected conditions are the availability of: preliminary injunctions, contributory infringement pleadings and burden-of-proof reversals. A country that provides all three receives a value of 1 for this category. While litigation, arbitration and settlement comprise different enforcement routes should infringement occur, patent holders may have recourse to a number of statutory provisions that can aid in enforcement. Preliminary injunctions, for example, are pre-trial actions that require the accused infringer to cease the production or use of the patented product or process during the trial. Preliminary injunctions are a means of protecting the patentee from infringement until a final decision is made in a trial. Contributory infringement refers to actions that do not in themselves infringe a patent right but cause or otherwise result in infringement by others. Thus, contributory infringement permits third parties to also be liable if they
Contribute negligibly to the infringement. Burden-of-proof reversals put the onus on the accused to prove innocence. Given the difficulty IP owners may have to prove that others are infringing on their ideas, expressions or symbols, shifting the burden of proof can be a powerful enforcement mechanism.

**Enforcement in Practice (Enf-USTR)**

At present, no scientifically conducted studies have been done on how laws are actually enforced in practice. The closest available are reports filed with the United States Trade Representative (USTR) concerning intellectual property enforcement in various countries. A major limitation is that these reports are biased towards the views of U.S. firms (of what constitutes effective and adequate enforcement). Another limitation is that some complainants may have ulterior motives for filing complaints; for example, to seek assistance in penetrating foreign markets because they are not able to compete against local firms on price, product quality or some other factor alone. A third limitation is that because the reports are descriptive and qualitative in nature, any attempt to construct quantitative indexes based on them is likely to depend subjectively on the author’s interpretation of the nature of complaints.

On the other hand, having no measure at all of enforcement in practice would be a serious omission. Thus, notwithstanding these limitations, an index is developed to reflect the experience of IP enforcement as documented in these reports (see USTR, *National Trade Estimates*). It can then be compared to, and used in conjunction with, the other, largely statutory, IP indexes.

The index focuses on the execution of laws. Laws may be ineffectively implemented: i) because of a lack of willingness on the part of policy authorities to provide or enforce them (because, for whatever reason, they do not agree with a strong intellectual property policy), or ii) because of a lack of capacity to enforce laws effectively. This may arise because of a lack of resources, training and experience.

As was discussed earlier for the Piracy index, IP violations occur not only because of weak laws and enforcement, but also because imitators or infringers are very capable of copying. Therefore, it is important to control for the capacity of a nation’s “imitative” sector to make copies. In nations where the capacity for imitation is low, weak enforcement may not be an important factor for innovators. The weak imitation capacity itself acts as a protection against such practice. On the other hand, even if strong laws exist (on the books) and enforcement is strong (that is, the authorities are both willing and able to protect rights), there will always be some infringement (even in regions where IP laws and rights are strong, such as in the United States). Thus, the level of infringement activity is not, in and of itself, a good indicator of whether laws are lax or ineffective, particularly if the laws exist and the court system enforces...
them (in which case the system is working well). While lax laws and poor enforcement do contribute to IP infringement, there are other factors driving IP infringement activity [including the capacity for imitation, such as the level of technology (for copying) and the quantity of innovations and creations].

Thus, for purposes of this index (which attempts to measure the actual enforcement of IP laws), the focus will be on how authorities enforce or carry out the laws in practice — not on the actual extent of infringement activity. This particular index looks first at whether enforcement mechanisms are available or adequate; secondly, whether laws are enforced; and thirdly, how effectively. For instance, if enforcement measures are not available or inadequate, the enforcement of laws will not be effective. Thus, countries in this situation would score 0. Countries would also score 0 if they have the enforcement mechanisms, but are not applying their laws (as a policy choice or because certain other policy choices make enforcement ineffective, such as weak fines or sentences). However, if countries are deemed to be enforcing the laws, but not effectively because of barriers to enforcement (e.g. resource constraints) or delays in policy implementation (that is, an intellectual property law goes into effect six months or a year later), they would score 0.5. Essentially, countries should score a half point if they are trying to enforce the laws (but are less successful because their capacity to enforce needs to be strengthened). Countries without enforcement problems would score 1. Note that complaints about the lack of laws (other than enforcement provisions) are not counted in this index since the previous indexes (Pat4, Copyrig, Tmark, etc.) already incorporated information about the absence of laws.

**SAMPLE STATISTICS**

Table 1 shows the values of the various indexes by country, for roughly the period 1987-94. Thus, the TRIPs provisions are not incorporated.

The mean patent rights score is 2.51 (with a coefficient of variation of 0.27). The mean level for copyright and trade-marks is 2.89 and 2.88, respectively (with coefficients of variation of 0.17 and 0.24, respectively). The country with the strongest measured patent rights is the United States (with a level of 3.69), while the weakest is Venezuela (with a score of 1.13). Canada’s patent rights level is average, with a score of 2.50. For copyright, the country with the strongest measured regime is France (score of 4.00) and the weakest is Singapore. Canada’s copyright level of 2.96 is slightly above the average (of 2.89). For trade-marks, the countries with strongest measured regime are France, Switzerland and the United Kingdom (with scores of 4.00), while the weakest are Mauritius and India (with scores of 1.28). Canada’s trade-mark level of 3.08 is also slightly above the average (2.88).
### Table 1

**Intellectual Property Rights, Various Measures**

<table>
<thead>
<tr>
<th>Country</th>
<th>Pat4</th>
<th>Copyright</th>
<th>Trademark</th>
<th>Parallel</th>
<th>Software</th>
<th>Piracy</th>
<th>Enf-GP</th>
<th>Enf-USTR</th>
<th>Manuf.</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>2.59</td>
<td>2.87</td>
<td>3.08</td>
<td>0.50</td>
<td>2.50</td>
<td>34.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>3.40</td>
<td>3.33</td>
<td>3.42</td>
<td>0.50</td>
<td>2.00</td>
<td>44.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>2.90</td>
<td>3.50</td>
<td>3.67</td>
<td>0.50</td>
<td>1.50</td>
<td>44.00</td>
<td>1.00</td>
<td>0.50</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>1.78</td>
<td>2.93</td>
<td>2.42</td>
<td>0.00</td>
<td>2.00</td>
<td>70.00</td>
<td>0.67</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>2.50</td>
<td>2.96</td>
<td>3.08</td>
<td>1.00</td>
<td>3.00</td>
<td>43.00</td>
<td>0.67</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>2.41</td>
<td>2.50</td>
<td>2.17</td>
<td>0.00</td>
<td>1.50</td>
<td>65.00</td>
<td>0.33</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>1.18</td>
<td>2.75</td>
<td>2.50</td>
<td>0.00</td>
<td>1.50</td>
<td>72.00</td>
<td>0.67</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>3.31</td>
<td>3.67</td>
<td>3.67</td>
<td>0.50</td>
<td>2.50</td>
<td>41.00</td>
<td>0.67</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Egypt</td>
<td>1.66</td>
<td>2.17</td>
<td>2.83</td>
<td>1.00</td>
<td>2.00</td>
<td>85.00</td>
<td>0.33</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>2.57</td>
<td>3.28</td>
<td>3.67</td>
<td>0.50</td>
<td>2.50</td>
<td>46.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>2.97</td>
<td>4.00</td>
<td>4.00</td>
<td>1.00</td>
<td>2.50</td>
<td>48.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>2.79</td>
<td>3.54</td>
<td>3.17</td>
<td>1.00</td>
<td>3.00</td>
<td>40.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>1.82</td>
<td>3.10</td>
<td>2.83</td>
<td>1.00</td>
<td>2.00</td>
<td>81.00</td>
<td>0.67</td>
<td>0.50</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>1.16</td>
<td>2.75</td>
<td>1.28</td>
<td>0.50</td>
<td>2.00</td>
<td>76.00</td>
<td>0.33</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>3.16</td>
<td>2.88</td>
<td>2.70</td>
<td>1.00</td>
<td>2.50</td>
<td>70.00</td>
<td>0.00</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel</td>
<td>2.90</td>
<td>3.12</td>
<td>3.12</td>
<td>0.00</td>
<td>2.00</td>
<td>69.00</td>
<td>0.67</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>3.12</td>
<td>3.42</td>
<td>3.42</td>
<td>1.00</td>
<td>2.50</td>
<td>57.00</td>
<td>1.00</td>
<td>0.50</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>2.94</td>
<td>3.10</td>
<td>2.50</td>
<td>0.50</td>
<td>3.00</td>
<td>49.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Kenya</td>
<td>2.07</td>
<td>2.63</td>
<td>2.53</td>
<td>0.00</td>
<td>0.50</td>
<td>78.00</td>
<td>0.67</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Korea</td>
<td>3.07</td>
<td>2.80</td>
<td>2.25</td>
<td>0.50</td>
<td>3.00</td>
<td>72.00</td>
<td>1.00</td>
<td>0.50</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Mauritius</td>
<td>2.56</td>
<td>2.07</td>
<td>1.28</td>
<td>0.00</td>
<td>0.50</td>
<td>86.00</td>
<td>0.33</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>1.91</td>
<td>2.66</td>
<td>2.00</td>
<td>0.00</td>
<td>2.00</td>
<td>70.00</td>
<td>0.33</td>
<td>0.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>3.31</td>
<td>3.10</td>
<td>3.67</td>
<td>0.50</td>
<td>2.50</td>
<td>57.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>New Zealand</td>
<td>2.92</td>
<td>2.82</td>
<td>2.45</td>
<td>0.00</td>
<td>2.50</td>
<td>38.00</td>
<td>0.67</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>2.93</td>
<td>3.00</td>
<td>3.42</td>
<td>1.00</td>
<td>2.50</td>
<td>52.00</td>
<td>0.67</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Pakistan</td>
<td>1.99</td>
<td>2.43</td>
<td>1.78</td>
<td>0.00</td>
<td>0.50</td>
<td>92.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>1.53</td>
<td>2.70</td>
<td>2.50</td>
<td>0.00</td>
<td>2.00</td>
<td>78.00</td>
<td>0.33</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philippines</td>
<td>2.66</td>
<td>2.68</td>
<td>2.50</td>
<td>0.00</td>
<td>1.50</td>
<td>90.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>2.15</td>
<td>3.50</td>
<td>3.67</td>
<td>0.50</td>
<td>1.50</td>
<td>58.00</td>
<td>0.33</td>
<td>0.50</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>2.57</td>
<td>1.93</td>
<td>2.50</td>
<td>0.00</td>
<td>2.50</td>
<td>57.00</td>
<td>0.67</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>2.90</td>
<td>2.03</td>
<td>2.75</td>
<td>0.50</td>
<td>2.00</td>
<td>55.00</td>
<td>0.67</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>2.83</td>
<td>3.65</td>
<td>3.75</td>
<td>1.00</td>
<td>2.50</td>
<td>69.00</td>
<td>1.00</td>
<td>0.50</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>2.79</td>
<td>2.40</td>
<td>2.50</td>
<td>0.50</td>
<td>1.50</td>
<td>0.33</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>3.07</td>
<td>3.67</td>
<td>3.67</td>
<td>0.50</td>
<td>3.00</td>
<td>50.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>3.19</td>
<td>3.03</td>
<td>4.00</td>
<td>0.50</td>
<td>2.00</td>
<td>42.00</td>
<td>0.67</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>1.38</td>
<td>2.18</td>
<td>2.75</td>
<td>0.00</td>
<td>1.00</td>
<td>83.00</td>
<td>0.67</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>1.79</td>
<td>2.42</td>
<td>2.75</td>
<td>1.00</td>
<td>1.00</td>
<td>87.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3.24</td>
<td>3.47</td>
<td>4.00</td>
<td>1.00</td>
<td>3.00</td>
<td>36.00</td>
<td>0.33</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>3.69</td>
<td>3.35</td>
<td>3.17</td>
<td>1.00</td>
<td>3.00</td>
<td>28.00</td>
<td>1.00</td>
<td>1.00</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Uruguay</td>
<td>2.10</td>
<td>2.55</td>
<td>2.67</td>
<td>0.00</td>
<td>1.50</td>
<td>81.00</td>
<td>0.33</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Venezuela</td>
<td>1.13</td>
<td>2.12</td>
<td>1.92</td>
<td>0.00</td>
<td>2.00</td>
<td>70.00</td>
<td>1.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
As for parallel import protection, 12 out of 41 countries provide measures (including Canada), 15 do not, while the rest provide uncertain or partial protection. As for software protection, 7 countries provide measures (trade secrecy, patents and copyright): Canada, Germany, Japan, Korea, Sweden, the United Kingdom and the United States. Thailand and Turkey provide the weakest level of protection in this regard. Most are providing some protection, but not completely or certainly. Piracy rates average about 62 percent. The lowest rate is in the United States (28 percent) and the highest in Pakistan (92 percent) followed by the Philippines, Turkey, Mauritius and Egypt. Canada’s is among the lowest (with a piracy rate of 43 percent).

On measures of enforcement, the Enf-GP index, indicates that countries are about evenly dispersed in terms of those that have full protection (1.00), near full protection (0.67), near incomplete (0.33), and incomplete (0.00). The Enf-USTR index indicates that 15 out of 38 countries score high on enforcement experiences [largely the Organisation for Economic Co-operation and Development (OECD) countries], 8 countries have a medium score and 15 have a low score. The latter tend to be the less developed economies. Canada’s level of enforcement in practice is rated very good (Enf-USTR score of 1.00) while its statutory level is near full protection (Enf-GP of 0.67). A comparison of Enf-GP and Enf-USTR can show where statutory levels and perceived experiences differ; for example, Kenya and Brazil score relatively high on statutory provisions but low on practice. The United Kingdom does the opposite: score low on statutory protection, but high on experience. The United Kingdom (during this sample period) did not provide preliminary injunctions and burden-of-proof reversals. Ireland also scores low statutorily, but it rates high on actual enforcement experience. Overall, there are more overestimates (19)
than underestimates (10), where overestimate means that the Enf-GP score exceeds the Enf-USTR score. As the next section shows, the raw correlation between the two is 0.531 in one sample and 0.321 in another (consisting primarily of OECD economies).

As the next section also explains, the two different samples employed in the empirical analysis are a cross-country macro-economy sample and a cross-country manufacturing industries sample. The far-right column of Table 1 indicates whether a country is in both samples.

**DATA**

Two datasets are used to examine the role of IPRs in productivity growth and R&D activities. Each has advantages and disadvantages. The main advantage of the national (macro-economy) sample is that it has more countries. But the disadvantage is that it averages across industries in each country, thus suppressing sectoral variations. The manufacturing sample allows for sectoral variations to be reflected, but it does not have as much cross-country variation. Fewer countries are in this sample because detailed manufacturing data are only available for a subset of the national sample.

In order to facilitate the description of the data, let:

- $Y$: Output
- $L$: Labour (or number of workers)
- $YL$: Output per Worker
- \(\Delta \ln(YL) = \ln(YL_{1995}) - \ln(YL_{1980})\): Long-term Growth Rate
- \(s_K = (I_K/Y)\): Physical Capital Investment per Output
- \(s_R = (I_R/Y)\): R&D Capital Investment per Output
- $R$: Stock of R&D Capital
- $n = \dot{L}/L$: Growth Rate of Labour.

The stock of R&D capital is obtained as follows:

\[
(18) \quad R(t) = I_R(t) + (1 - \delta) R(t - 1)
\]

\[
(19) \quad R(0) = \left(\frac{1 + \lambda}{1 + \delta}\right) I_R(0).
\]

The initial stock, \(R(0)\), is obtained by backward recursive substitution of equation (18), where \(t\) is an historical average of the growth rate of investment \([1 + \lambda(t) = I_R(t)/I_R(t - 1)]\). A 10-percent geometric depreciation rate is assumed.
NATIONAL SAMPLE

In this sample, there are 41 nations (as listed in Table 1). The measure of output (Y) is GDP. Data on GDP, number of workers (L), and investment rates (I_k) are taken from the Penn World Tables (Version 5.6a). The data are already in real 1985 U.S. dollars (at purchasing power parity) and go up to 1992. For 1995 data, the World Bank Development Indicators were used to update the investment rates, number of workers and GDP.18 The R&D data (s_R) are from the various issues of the UNESCO’s Statistical Yearbook.

To obtain the stock of R&D, the flows of R&D investment were first derived (by multiplying the s_R figures by the GDP), and then the perpetual inventory method, using equations (18) and (19), was applied.

MANUFACTURING SAMPLE

This sample consists of 21 countries and 18 manufacturing industries. Appendix 2 provides a list of these industries. The manufacturing production and investment data are from the OECD STAN database. For each industry, the output measure refers to production, the labour measure refers to the number of employees, and the physical capital investment rate refers to the ratio of investment to production. The output data are in real 1990 U.S. dollars at purchasing power parity. The exchange rate data are taken from the STAN database. Deflators can be derived from real and nominal value-added figures; however, deflator data are still missing for some countries, in which case GDP deflators from the International Monetary Fund’s International Financial Statistics were used as a replacement.

The R&D data are from the OECD’s Basic Science and Technology Indicators (1997 edition). The industry-by-industry R&D figures are called the BERD (Business Enterprise Research & Development) data. Here, s_R is the ratio of privately funded BERD to production, while s_G is the ratio of publicly funded BERD to production. Appendix 2 also indicates how the BERD sectoral codes match with the sectoral codes used in the STAN database.

SAMPLE STATISTICS

Table 2 shows sample statistics for the national sample over the period 1980-95. Part A presents basic descriptive measures. The long-term growth rate varies from –0.388 (Peru) to 0.989 (Korea). GDP per worker is highest in the United States ($38,554) and lowest in Kenya ($1,905). The United States has the highest R&D investment rate and largest stock of R&D capital. Uruguay has the lowest R&D investment rate and lowest stock of R&D capital. The highest rate of physical capital investment is undertaken by Singapore and the lowest by Egypt. Canada’s GDP per worker is the second highest in this
sample ($37,157), but its national R&D investment rate (1.55 percent) is the 13th highest. Within the OECD, Canada’s R&D investment rate is 11th out of 21 countries. The disparity between Canada’s relatively high GDP per worker and medium rate of R&D can be reconciled by the fact that GDP per worker captures both relatively recent developments (occurring at about the time of the 1980-95 sample period) as well as longer term (historical) factors. For instance, Canada enjoys a high level of institutional development (that has been attained and maintained for a relatively long period of time), which other economies do not enjoy, or have not enjoyed, to the same extent. There are also offsetting factors in Canada that can compensate for relatively average R&D investment rates and thereby contribute to a relatively high level of GDP per worker (such as high human capital, open trade, and a large capital stock per worker). Thus, these factors need to be taken into account when trying to understand why Canada’s GDP per worker is fairly high despite the fact that the country has quite average levels of intellectual property protection and R&D investment rates (compared to other countries). Moreover, as will be discussed in the next section, Canada’s productivity performance is somewhat weaker when looking at data on manufacturing GDP (instead of overall, aggregate GDP). Among OECD economies, Canada ranks 10th (over the sample period) in terms of average manufacturing GDP per worker.\textsuperscript{19} It turns out, as the empirical results show, that intellectual property rights matter more significantly for manufacturing productivity.

Part B of Table 2 shows the correlation among these variables and the IPR variables. R&D is positively correlated with all the IPR variables, except the piracy rate, with which it has a negative correlation. GDP per worker and the stock of R&D capital are also positively correlated with the IPR variables (except piracy, with which they have a negative correlation).

Note that the growth rate has a positive correlation with GDP per worker. But this is the unconditional correlation; once other factors are controlled for (as in the regression analysis), their (conditional) correlation is negative. Essentially, all the simple correlations are as expected. What is of interest is how the IPR measures correlate among themselves:

- Patent rights are positively correlated with Enf-USTR. Apparently, the countries in which there is least concern about enforcement in practice are those where patent statutes are strong, and vice versa: the countries with the poorest enforcement experience are those with weak or nonexistent laws. Patent rights are also positively correlated with trade-mark rights and copyright. Thus, countries that protect patent rights well also protect other forms of intellectual property.
### Table 2

**Sample Statistics, 41 Nations**

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth</td>
<td>0.223</td>
<td>0.267</td>
<td>-0.388</td>
<td>0.989</td>
</tr>
<tr>
<td>GDP/Worker</td>
<td>21.181</td>
<td>10.892</td>
<td>1.905</td>
<td>37.157</td>
</tr>
<tr>
<td>RDY</td>
<td>1.179</td>
<td>0.879</td>
<td>0.074</td>
<td>3.059</td>
</tr>
<tr>
<td>IY</td>
<td>20.96</td>
<td>6.623</td>
<td>7.812</td>
<td>39.49</td>
</tr>
<tr>
<td>RDStock</td>
<td>2.3E+10</td>
<td>4.4E+10</td>
<td>9.5E+7</td>
<td>7.5E+11</td>
</tr>
</tbody>
</table>

**Correlation Matrix**

<table>
<thead>
<tr>
<th></th>
<th>Growth</th>
<th>GDP/W</th>
<th>RDY</th>
<th>IY</th>
<th>RDStock</th>
<th>Pat4</th>
<th>Copyrig</th>
<th>Tmark</th>
<th>Parallel</th>
<th>Software</th>
<th>Piracy</th>
<th>Enf-GP</th>
<th>Enf-USTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP/Worker</td>
<td>0.213</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RDY</td>
<td>0.247</td>
<td>0.708</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IY</td>
<td>0.552</td>
<td>0.562</td>
<td>0.399</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RDStock</td>
<td>0.123</td>
<td>0.379</td>
<td>0.619</td>
<td>0.261</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pat4</td>
<td>0.216</td>
<td>0.722</td>
<td>0.705</td>
<td>0.372</td>
<td>0.343</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copyrig</td>
<td>0.055</td>
<td>0.619</td>
<td>0.528</td>
<td>0.137</td>
<td>0.454</td>
<td>0.535</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tmark</td>
<td>0.019</td>
<td>0.697</td>
<td>0.557</td>
<td>0.199</td>
<td>0.261</td>
<td>0.629</td>
<td>0.722</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel</td>
<td>0.277</td>
<td>0.517</td>
<td>0.417</td>
<td>0.136</td>
<td>0.391</td>
<td>0.402</td>
<td>0.536</td>
<td>0.553</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software</td>
<td>0.131</td>
<td>0.711</td>
<td>0.644</td>
<td>0.471</td>
<td>0.483</td>
<td>0.568</td>
<td>0.501</td>
<td>0.446</td>
<td>0.529</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piracy</td>
<td>-0.004</td>
<td>-0.806</td>
<td>-0.682</td>
<td>-0.401</td>
<td>-0.439</td>
<td>-0.681</td>
<td>-0.585</td>
<td>-0.629</td>
<td>-0.338</td>
<td>-0.672</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enf-GP</td>
<td>0.037</td>
<td>0.607</td>
<td>0.318</td>
<td>0.436</td>
<td>0.344</td>
<td>0.371</td>
<td>0.441</td>
<td>0.436</td>
<td>0.179</td>
<td>0.331</td>
<td>-0.591</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Enf-USTR</td>
<td>0.181</td>
<td>0.829</td>
<td>0.776</td>
<td>0.371</td>
<td>0.471</td>
<td>0.739</td>
<td>0.689</td>
<td>0.648</td>
<td>0.499</td>
<td>0.635</td>
<td>-0.802</td>
<td>0.531</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Growth: Growth of GDP per worker over the period 1980-95.
RDY: National R&D as a percentage of GDP (average for 1980-95).
IY: Physical capital investment as a percentage of GDP (average for 1980-95).
For the rest of the variables, see notes to Table 1.
The piracy variable is negatively correlated with the two enforcement variables. Thus, piracy rates are lowest in countries that have strong enforcement mechanisms and practices. The USTR enforcement measure also correlates well with the Ginarte and Park measure of enforcement provisions.

Parallel import protection is also positively correlated with other IPR variables, except piracy.

Table 3 presents statistics for the manufacturing sample over the period 1980-95. Part A focuses on the macro variables of interest. The mean and standard deviation for the IPR variables are not repeated since they vary only by country, not by industry. The mean and standard deviation are broken down by industry. (The unit of analysis here is the industry, not the country.) The industry-wide average long-term growth rate is 0.182, as the first line (TOTAL) shows.

The highest growth rate of output is in the Office Equipment Industry (which includes computers), followed by Radio-TV. The lowest growth rate is in the Food and Beverages sector, followed by Chemicals (non-drug). The highest rate of R&D investment is in Chemicals (drugs), followed by Office Equipment. About 10 percent of output in Chemicals (drugs) goes to R&D. The lowest rate of R&D investment is in Fabricated Metals, followed by the Wood Industry. The stock of R&D is also the largest in the Aircraft industry, followed by the Office Equipment and Radio-TV industries. The lowest stock of R&D capital is in the Wood industry, followed by Shipbuilding and Textiles.

Part B of Table 3 examines the correlation among these variables and IPRs. The growth rate (of output per worker) is positively correlated with R&D. The stock of R&D is also positively correlated with the growth rate. Patent rights, enforcement, and software are all positively correlated with the growth rate. That is, the fastest growing industries are associated with countries in which those types of IPRs are strongest. The same industries in countries where those kinds of IPRs are weakest tend to have the slowest growth rates. In contrast, the correlation between growth rates and copyright, trade-marks, and parallel import protection is negative.

Private R&D is positively correlated with all IPR measures, except piracy and trade-marks. It is expected that the correlation of private R&D with piracy would be negative, but not with trade-marks (although it is small in absolute value). The correlation with copyright is also small (0.065) in contrast to patent rights which have a correlation of 0.234 with private R&D. The correlation between private and public R&D is 0.156. The stock of R&D is positively correlated with growth, public R&D and private R&D, and negatively with copyright and trade-marks. Now, among the IPR variables, patent rights are negatively correlated with parallel importation. That is, parallel import protection is not necessarily accorded in countries with strong patent regimes.
<table>
<thead>
<tr>
<th>Sample Statistics, Manufacturing Industries Across 21 Countries</th>
<th>Growth</th>
<th>Private R&amp;D</th>
<th>R&amp;D Stock</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A) MEAN (STANDARD DEVIATION)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.182</td>
<td>1.741</td>
<td>3,659</td>
</tr>
<tr>
<td></td>
<td>(0.697)</td>
<td>(3.117)</td>
<td>(10,529)</td>
</tr>
<tr>
<td>Food</td>
<td>–0.194</td>
<td>0.230</td>
<td>1,973</td>
</tr>
<tr>
<td></td>
<td>(0.534)</td>
<td>(0.177)</td>
<td>(3,739)</td>
</tr>
<tr>
<td>Textiles</td>
<td>0.042</td>
<td>0.231</td>
<td>356</td>
</tr>
<tr>
<td></td>
<td>(0.643)</td>
<td>(0.183)</td>
<td>(830)</td>
</tr>
<tr>
<td>Wood</td>
<td>0.155</td>
<td>0.137</td>
<td>220</td>
</tr>
<tr>
<td></td>
<td>(0.469)</td>
<td>(0.105)</td>
<td>(469)</td>
</tr>
<tr>
<td>Printing</td>
<td>0.181</td>
<td>0.226</td>
<td>430</td>
</tr>
<tr>
<td></td>
<td>(0.458)</td>
<td>(0.234)</td>
<td>(659)</td>
</tr>
<tr>
<td>Chemicals (non-drug)</td>
<td>–0.088</td>
<td>1.883</td>
<td>10,721</td>
</tr>
<tr>
<td></td>
<td>(0.696)</td>
<td>(1.670)</td>
<td>(18,076)</td>
</tr>
<tr>
<td>Chemicals (drug)</td>
<td>0.354</td>
<td>10.59</td>
<td>6,648</td>
</tr>
<tr>
<td></td>
<td>(0.38)</td>
<td>(5.44)</td>
<td>(9,660)</td>
</tr>
<tr>
<td>Petroleum</td>
<td>–0.469</td>
<td>0.613</td>
<td>2,573</td>
</tr>
<tr>
<td></td>
<td>(1.181)</td>
<td>(0.463)</td>
<td>(5,761)</td>
</tr>
<tr>
<td>Rubber</td>
<td>0.083</td>
<td>0.84</td>
<td>1,073</td>
</tr>
<tr>
<td></td>
<td>(0.567)</td>
<td>(0.668)</td>
<td>(2,046)</td>
</tr>
<tr>
<td>Non-metallic Minerals</td>
<td>0.071</td>
<td>0.657</td>
<td>1,332</td>
</tr>
<tr>
<td></td>
<td>(0.604)</td>
<td>(0.549)</td>
<td>(2,569)</td>
</tr>
<tr>
<td>Metals: Iron</td>
<td>0.359</td>
<td>0.545</td>
<td>2,091</td>
</tr>
<tr>
<td></td>
<td>(0.592)</td>
<td>(0.398)</td>
<td>(4,193)</td>
</tr>
<tr>
<td>Metals: Non-ferrous</td>
<td>0.318</td>
<td>0.570</td>
<td>672</td>
</tr>
<tr>
<td></td>
<td>(0.618)</td>
<td>(0.516)</td>
<td>(1,283)</td>
</tr>
<tr>
<td>Fabricated Metals</td>
<td>0.330</td>
<td>0.091</td>
<td>3,446</td>
</tr>
<tr>
<td></td>
<td>(0.661)</td>
<td>(0.054)</td>
<td>(10,143)</td>
</tr>
<tr>
<td>Office Equipment</td>
<td>0.962</td>
<td>6.91</td>
<td>11,924</td>
</tr>
<tr>
<td></td>
<td>(1.132)</td>
<td>(3.94)</td>
<td>(29,192)</td>
</tr>
<tr>
<td>Radio-TV</td>
<td>0.633</td>
<td>5.581</td>
<td>10,126</td>
</tr>
<tr>
<td></td>
<td>(0.396)</td>
<td>(2.71)</td>
<td>(19,077)</td>
</tr>
<tr>
<td>Electrical</td>
<td>0.067</td>
<td>2.017</td>
<td>5,000</td>
</tr>
<tr>
<td></td>
<td>(0.702)</td>
<td>(1.23)</td>
<td>(7,956)</td>
</tr>
<tr>
<td>Shipbuilding</td>
<td>0.564</td>
<td>1.415</td>
<td>323</td>
</tr>
<tr>
<td></td>
<td>(0.753)</td>
<td>(1.339)</td>
<td>(653)</td>
</tr>
<tr>
<td>Motor Vehicles</td>
<td>0.224</td>
<td>2.236</td>
<td>7,770</td>
</tr>
<tr>
<td></td>
<td>(0.650)</td>
<td>(1.60)</td>
<td>(11,238)</td>
</tr>
<tr>
<td>Aircraft</td>
<td>0.156</td>
<td>3.85</td>
<td>12,058</td>
</tr>
<tr>
<td></td>
<td>(0.759)</td>
<td>(1.66)</td>
<td>(23,209)</td>
</tr>
</tbody>
</table>
### Table 3 (cont’d)

**Sample Statistics, Manufacturing Industries Across 21 Countries**

<table>
<thead>
<tr>
<th>B</th>
<th>CORRELATION MATRIX</th>
<th>GROWTH</th>
<th>PRIVRDY</th>
<th>RDSTOCK</th>
<th>PAT4</th>
<th>COPYRG</th>
<th>TMARK</th>
<th>PARALLEL</th>
<th>SOFTWARE</th>
<th>PIRACY</th>
<th>ENF-GP</th>
<th>ENF-USTR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Growth</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIVRDY</td>
<td>0.224</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RDSTOCK</td>
<td>0.168</td>
<td>0.367</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAT4</td>
<td>0.446</td>
<td>0.234</td>
<td>0.319</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPYRG</td>
<td>-0.021</td>
<td>0.065</td>
<td>-0.034</td>
<td>0.335</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMARK</td>
<td>-0.067</td>
<td>-0.003</td>
<td>-0.199</td>
<td>0.354</td>
<td>0.804</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARALLEL</td>
<td>-0.168</td>
<td>0.021</td>
<td>0.118</td>
<td>0.169</td>
<td>0.451</td>
<td>0.471</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOFTWARE</td>
<td>0.287</td>
<td>0.218</td>
<td>0.282</td>
<td>0.454</td>
<td>-0.031</td>
<td>-0.101</td>
<td>0.321</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIRACY</td>
<td>-0.528</td>
<td>-0.149</td>
<td>-0.297</td>
<td>-0.546</td>
<td>-0.202</td>
<td>-0.299</td>
<td>-0.035</td>
<td>-0.311</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENF-GP</td>
<td>0.287</td>
<td>0.078</td>
<td>0.131</td>
<td>0.475</td>
<td>0.231</td>
<td>0.129</td>
<td>0.169</td>
<td>0.282</td>
<td>-0.143</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENF-USTR</td>
<td>0.442</td>
<td>0.177</td>
<td>0.179</td>
<td>0.566</td>
<td>0.222</td>
<td>0.375</td>
<td>0.215</td>
<td>0.536</td>
<td>-0.731</td>
<td>0.321</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Growth: Growth of real industrial output per worker over the period 1980-95.
PRIVRDY: Privately funded industrial R&D as a percentage of industry output (average 1987-95).
For the other variables, see notes to Table 1.
Software rights are positively correlated with patent rights, but negatively with copyright and trade-marks. This suggests that software rights might be driven largely by patent rights since the software variable is a mixture of copyright and patent rights (and trade secrecy), yet the level is high primarily in countries where patent rights are strong. It could be that countries with strong copyright protection are strong in fields other than software (sound recordings, books, etc.). Not surprisingly, piracy and software are negatively correlated. Enforcement and piracy are also negatively correlated. Both enforcement variables are weakly correlated with each other (in contrast with the national sample). Thus, the deviation between perceived and actual protection is wider in the manufacturing sample. The correlation between Enf-GP (which measures statutory enforcement provisions) and Enf-USTR (which measures enforcement experience) may have been higher in the national sample which includes developing countries. Among these, countries that do not provide adequate statutory IP enforcement are also not likely to carry out laws adequately.\textsuperscript{20}

**Empirical Results**

This section presents estimates of the productivity growth equation (9) and the R&D investment rate equation (17).

**National Sample**

Column 1 of Table 4 presents the growth rate equation without IPR variables. This is similar to the augmented model of Mankiw et al. (1992), except that the R&D variable replaces their human capital variable.\textsuperscript{21} The secondary school enrolment rate was tried but found not to be significant at conventional levels (coefficient of 0.16 and standard error of 0.12). This first regression serves as a basis of comparison against previous empirical growth studies that omit IPRs. Thus far, the results are fairly comparable: 58.8 percent of the data is explained. From the coefficient of initial income (1980), one can find the speed of convergence, $\lambda$, estimated to be 0.024 $[\ln(0.7)/15$; see the formula for $\Omega_0$ in equation (9), where $t = 15$ years (from 1980-95)]. This implies that deviations from the steady state are closing at a rate of 2.4 percent per year. This is faster than the rate found by Mankiw et al. (1992) (without controlling for R&D), but it is closer to what they get for the OECD sample. As for the other implied parameters, $\alpha = 0.36 [0.425/(0.299+0.833)]$ and $\beta = 0.084 [0.099/(0.299+0.833)]$, both of which are in the ballpark of previous findings.

Given no major departures from previous growth studies, the next step is to examine the consequences of incorporating IPR variables. In columns 2 to 8, each of the different IPR variables is reported to be statistically insignificant. Hence, at the national level, there appears to be no appreciable direct effect on
productivity growth from intellectual property protection or enforcement. However, piracy has significance almost at conventional levels ($p$-value of 0.071).

Because the number of observations is rather small, the IPR variables have been considered one at a time, so as not to lose many degrees of freedom. Also, a few IPR variables take on the value 0. Hence, before logging them, a value of 1 was added — ln(IPR + 1). Since these variables are indexes, it is the ranking that matters. Absolute scores or values have no particular meaning.

### Table 4

**NATIONAL GROWTH EQUATION ESTIMATES**

<table>
<thead>
<tr>
<th>DEPENDENT VARIABLE: GROWTH = LN(YL$<em>{1995}$) − LN(YL$</em>{1980}$)</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.662)</td>
<td>(0.621)</td>
<td>(0.616)</td>
<td>(0.668)</td>
<td>(0.604)</td>
<td>(1.001)</td>
<td>(0.724)</td>
<td>(0.725)</td>
<td>(1.690)</td>
<td>(0.601)</td>
<td></td>
</tr>
<tr>
<td>YL$_{1980}$</td>
<td>−0.299</td>
<td>−0.298</td>
<td>−0.283</td>
<td>−0.284</td>
<td>−0.314</td>
<td>−0.256</td>
<td>−0.299</td>
<td>−0.248</td>
<td>−0.184</td>
<td>−0.560</td>
</tr>
<tr>
<td>(0.053)</td>
<td>(0.059)</td>
<td>(0.053)</td>
<td>(0.061)</td>
<td>(0.052)</td>
<td>(0.061)</td>
<td>(0.054)</td>
<td>(0.069)</td>
<td>(0.066)</td>
<td>(0.051)</td>
<td></td>
</tr>
<tr>
<td>$S_k$</td>
<td>0.425</td>
<td>0.425</td>
<td>0.403</td>
<td>0.421</td>
<td>0.417</td>
<td>0.412</td>
<td>0.449</td>
<td>0.454</td>
<td>0.488</td>
<td>0.233</td>
</tr>
<tr>
<td>(0.142)</td>
<td>(0.144)</td>
<td>(0.125)</td>
<td>(0.144)</td>
<td>(0.143)</td>
<td>(0.143)</td>
<td>(0.129)</td>
<td>(0.157)</td>
<td>(0.216)</td>
<td>(0.057)</td>
<td></td>
</tr>
<tr>
<td>$S_p$</td>
<td>0.099</td>
<td>0.103</td>
<td>0.119</td>
<td>0.104</td>
<td>0.098</td>
<td>0.131</td>
<td>0.077</td>
<td>0.142</td>
<td>0.147</td>
<td>0.098</td>
</tr>
<tr>
<td>(0.035)</td>
<td>(0.032)</td>
<td>(0.037)</td>
<td>(0.033)</td>
<td>(0.037)</td>
<td>(0.038)</td>
<td>(0.039)</td>
<td>(0.051)</td>
<td>(0.061)</td>
<td>(0.026)</td>
<td></td>
</tr>
<tr>
<td>NGD</td>
<td>−0.883</td>
<td>−0.895</td>
<td>−1.083</td>
<td>−0.925</td>
<td>−0.887</td>
<td>−0.876</td>
<td>−0.762</td>
<td>−0.929</td>
<td>−0.979</td>
<td>−0.313</td>
</tr>
<tr>
<td>(0.189)</td>
<td>(0.209)</td>
<td>(0.211)</td>
<td>(0.211)</td>
<td>(0.199)</td>
<td>(0.174)</td>
<td>(0.221)</td>
<td>(0.198)</td>
<td>(0.278)</td>
<td>(0.195)</td>
<td></td>
</tr>
<tr>
<td>Pat4</td>
<td>−0.018</td>
<td>(0.103)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copyrig</td>
<td>−0.355</td>
<td>(0.214)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tmark</td>
<td>−0.096</td>
<td>(0.126)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel</td>
<td>0.157</td>
<td>(0.172)</td>
<td>0.215</td>
<td>(0.216)</td>
<td>(0.086)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software</td>
<td>0.039</td>
<td>(0.109)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piracy</td>
<td>0.188</td>
<td>0.703</td>
<td>−0.059</td>
<td>(0.122)</td>
<td>(0.288)</td>
<td>(0.051)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enf-GP</td>
<td>−0.228</td>
<td>(0.141)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enf-USTR</td>
<td>−0.156</td>
<td>(0.173)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.588</td>
<td>0.577</td>
<td>0.613</td>
<td>0.583</td>
<td>0.579</td>
<td>0.591</td>
<td>0.597</td>
<td>0.568</td>
<td>0.459</td>
<td>0.911</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>40</td>
<td>38</td>
<td>19</td>
<td>21</td>
</tr>
</tbody>
</table>

Notes: YL denotes GDP per worker (in real 1985 US$) and LN denotes logarithms (base e). $S_k$ is the physical capital investment rate; $S_p$ is the R&D capital investment rate, NGD is $(n + g + G)$ (see text).

For definitions of IPR variables, see text or notes to Table 1.

All right-hand-side variables (except the constant C) are logged.

Heteroskedastic-consistent standard errors are in parentheses.

For values of Parallel, Enf-GP and Enf-USTR, a value of 1 was added to avoid taking logs of zero.
However, the fact piracy has near significance induces one to look further. Thus, in columns 9 and 10, the 41-country sample is split between developed and less developed countries. Basically, the sample is sorted in descending order of GDP per worker, and then divided roughly in half. The results in column 9 show that piracy is contributing positively to the growth of less developed countries (LDCs). For this smaller sample, the output elasticities of physical and R&D capital are $\alpha = 0.42$ and $\beta = 0.13$, respectively. Likewise, the implied elasticity of output with respect to piracy is 1.72. (This is obtained from the fact that the estimated elasticity of technical efficiency with respect to IPRs is $\gamma = 3.82 (0.703/0.184)$, while the elasticity of output with respect to piracy is $(1 - \alpha - \beta)\gamma$.) However, less than half the variation in the data is explained by the model (adjusted $R^2 = 0.459$). The model explains the data better for the richer half of the sample (adjusted $R^2 = 0.911$). The implied output elasticities of physical capital and R&D capital are lower ($\alpha = 0.26$ and $\beta = 0.11$). Thus, the less developed economies' output is more sensitive to resource accumulation, as might be expected. Another big difference is that parallel import protection stimulates growth in the richer half. Parallel import protection may matter less for LDCs because they have fewer innovative (and creative) outputs.

Given the weak direct effects of IPRs on growth, it is useful to look at some secondary or indirect benefits of IPRs via their effects on R&D. The first column of Table 5 shows the estimation results of the R&D equation for the 41-nation sample. The model explains about 69 percent of the variation in R&D investment rates. As the theory predicts, the coefficient on the initial stock of R&D (as a ratio to GDP) is less than one, and is statistically significant at better than conventional levels. The patent rights index and the enforcement provisions are both significant at conventional levels. From these estimates, the implied R&D cost function elasticities are $\sigma_1 = 2.30$ and $\sigma_2 = 1.30$. Given the coefficient on $\text{Pat4}$, the implied elasticity of the appropriability function (with respect to patent rights) is $\mu = 1.90$. This implies that the appropriability function is convex. The ability to capture revenue increases with each unit increase in IPRs at an increasing rate. This implies that halfway measures are not very effective instruments for appropriation; starting from no protection to some halfway point of protection does not raise appropriability as much as going from that halfway point of protection to full protection of patent rights. Halfway measures leave much room still for imitation and infringement.

In column 2 of Table 5, the $\text{Enf-GP}$ variable is replaced by $\text{Enf-USTR}$. This variable is statistically quite significant ($p$-value of 0.01). Its presence reduces the importance of $\text{Pat4}$ ($p$-value rising to 0.057). Each of columns 3, 4 and 5 shows that copyright, trade-mark rights, and parallel importation individually contribute positively to R&D investment. But in effect, what are they
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picking up? Once patent rights are controlled for, these variables lose (statistical) significance, as the results in column 6 show. Patent rights remain a significant explanatory factor. This seems intuitive — namely, that for R&D, the legal variable that matters most is patent rights. Copyright, for any expressive aspects, or protections for trade names or symbols, seem to be a secondary element in the consideration of inventors.

In column 7, the software protection variable also helps to explain R&D, but as the results in column 8 show, once piracy is controlled for — as a proxy for actual experience — the software variable is insignificant. Piracy exerts a significant negative influence on national R&D investment.

Columns 9 and 10 show the results of splitting the sample again between poorer and richer nations. In the poorer economy sample, patent rights exert a

<table>
<thead>
<tr>
<th>Table 5</th>
<th>NATIONAL R&amp;D EQUATION ESTIMATES</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Table" /></td>
<td></td>
</tr>
</tbody>
</table>

Notes: All variables are defined in previous tables. All right-hand-side variables (except for the constant term C) are logged. Heteroskedastic-consistent standard errors are in parentheses.
weak influence on R&D. Lagged R&D knowledge stock also has a weak but positive influence on R&D investment (at conventional levels of significance). These variables do not vary as much in this sample. Since there are fewer past inventions, the stock of past R&D capital is small and similar in size. Piracy rates tend to be high and patent rights low. What little there is in the way of statutory patent protection has essentially no impact on the R&D activities of developing economies. The strengthening of enforcement in practice would have a much more important impact on R&D investment. Overall, the model explains 58 percent of the data.

In the richer economy sample, the model explains about 81 percent of the data. Both enforcement in practice and patent rights have the expected signs and are statistically significant explanatory factors. Thus, these two forms of IPRs have the strongest indirect effect on productivity growth, via their influence on R&D capital formation.

The fact that statutory patent provisions help stimulate R&D is of interest, since a common criticism of the statutory patent protection variable is that it does not measure actual practice. Here, the evidence seems to suggest that the laws on the books can stimulate R&D. This would be consistent with the idea that laws act as a signal. They might work by revealing something about the attitude of public authorities towards the protection of intellectual property and promote confidence among agents to invest in risky ventures like R&D.

MANUFACTURING SAMPLE

The regression analyses are repeated for the manufacturing industries sample, and are reported in Tables 6 and 7. With 21 countries and 18 sectors in the sample, there are potentially 378 observations; however, for each sector, about 10-14 observations were actually available per sector.

The growth equation results differ somewhat from those of the national sample. Here, some of the IPR variables do have significant direct effects on productivity growth. In column 1 of Table 6, patent protection is seen to affect productivity directly. The implied elasticities are \( \alpha = 0.43, \beta = 0.14, \) and \( \gamma = 4.5 \ (1.606/0.357) \), indicating that the explanatory variables have larger effects in the manufacturing sample (in comparison to the aggregate, national sample).

The results in columns 2 and 3 show that copyright and trade-mark rights do not have any direct effect on growth. Column 4 results show that parallel importation has a negative effect on growth. This differs from the national sample (see Table 4, column 10). It appears that among manufacturing industries, parallel import protection might be establishing too much market power by, among other things, limiting the diffusion of new goods. This might explain why its effect on growth is negative. In column 5, software rights are seen to
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When all eight IPR variables are entered together in the model (see column 8), it is patent protection, enforcement provisions and enforcement in
practice that matter (directly to productivity growth). All other IPR variables, including software and parallel import protection, have less significance.

Table 7 presents the results of estimating the R&D equation for the manufacturing sample. In column 1, the implied R&D cost function elasticities are much higher: $\sigma_1 = 5.74$ and $\sigma_2 = 4.74$. The elasticity of the appropriability function is $\mu = 2.9$ $(0.612/0.211)$, again showing a convex relationship between appropriability and patent rights. The model explains about 85 percent of the data.

Column 2 results show that copyright also matters for R&D, but again they may be picking up the effects of omitted variables: patent rights and enforcement. In columns 3 and 4, trade-mark rights and parallel import protection have weakly significant positive effects on R&D investment rates.
Column 5 focuses on the role of software protections (statutory rights and piracy). For this sample, software statutes are an important explanatory factor but variations in piracy rates do not explain variations in R&D. Piracy rates are relatively low and less varied in the OECD region. Column 6 once again shows that enforcement variables are strongly significant for R&D.

In column 7, when all eight IPR variables are entered together, only the two enforcement variables have explanatory power (in addition to the lagged stock of R&D to GDP). Unlike the national sample which aggregates all sectors, the signalling aspect of intellectual property statutes appears weaker in the manufacturing sector. What makes the manufacturing sector particularly different is worth examining further, but one possibility is that manufacturing R&D outputs might be of higher value than the national average (and thus very attractive to imitators). Thus, those intellectual assets are most worth fighting for, in which case the most essential kind of IPRs is enforcement — whether through litigation, settlement, injunctions, etc. Consequently, manufacturing R&D investment rates tend to be influenced most by IPR enforcement provisions and practice.

To summarize, in the national sample, patent rights and enforcement variables affect productivity growth indirectly via their effect on R&D capital accumulation; in the manufacturing sample, IPRs can affect growth directly and indirectly. In manufacturing, productivity is directly affected by patent statutes, enforcement provisions, and enforcement in practice; however, manufacturing R&D is not directly affected by intellectual property statutes (once enforcement factors are controlled for). The patent statutes variable on its own likely picks up the enforcement effects.

Sensitivity Tests

Thus far, estimation has been by the OLS (ordinary least squares) method. The growth model assumes no correlation between the residual and the investment rates. Mankiw et al. (1992) provide defences for this. In the case of the R&D model, however, a legitimate concern is the potential endogeneity between R&D investment and IPRs. Ginarte and Park (1997), for instance, study the determinants of patent rights, among which is the R&D intensity of countries. The idea is that countries that conduct relatively more R&D have a greater incentive to provide and protect patent rights. Other important determinants of patent rights are output per worker and economic freedom. Thus, in Table 8, two-stage least square (2SLS) estimates of the R&D model are provided. The reduced-form equation, and hence the instruments for patent rights (the Pat4 variable), include the constant term, the lagged stock of R&D (as a ratio of GDP), GDP per worker, and an index of economic freedom (see Gwartney and Lawson, 2002). In Table 8, column 1 presents the results for the
For both the national and manufacturing samples (comparing column 1 of Table 8 to column 1 of Table 5, and comparing column 2 of Table 8 to column 1 of Table 7), the 2SLS estimates are similar for the lagged R&D stock variable, but the OLS method underestimates the impact of patent rights on R&D. However, as the Hausman test results indicate, the null hypothesis that Pat4 is exogenous cannot be rejected.

Another possibility is that the errors from the two equations (growth and R&D) are correlated. Hence, Table 9 presents the results of estimating the two equations jointly with the SUR (seemingly unrelated regression) method. Columns 1 and 2 show the results for the national sample, and columns 3 and 4 for the manufacturing sample. Comparisons should be made to column 2 of Table 4, and column 1 of Table 5 (in the case of the national sample) and to column 1 of Table 6 and column 1 of Table 7 (in the case of the manufacturing sample). The results are fairly similar (except that the magnitude of the effect of R&D on growth is smaller in the SUR estimates of the national sample, and the statistical significance of the effect of Pat4 on R&D is weaker in the SUR estimates of the manufacturing sample). The important result, though, is that

**Table 8**

**R&D Equation Two-stage Least Square Estimates**

<table>
<thead>
<tr>
<th></th>
<th>Dependent Variable: LN(SR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>C</td>
<td>-10.049</td>
</tr>
<tr>
<td></td>
<td>(0.853)</td>
</tr>
<tr>
<td>RDSStock/GDP</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td>(0.069)</td>
</tr>
<tr>
<td>Pat4</td>
<td>2.452</td>
</tr>
<tr>
<td></td>
<td>(0.545)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.566</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>41</td>
</tr>
<tr>
<td>Hausman χ²(3)</td>
<td>2.10</td>
</tr>
<tr>
<td>[p-value]</td>
<td>[0.552]</td>
</tr>
</tbody>
</table>

Notes: Column 1 presents the results for the national sample, and column 2 for the manufacturing sample. In each case, the instruments for Pat4 include the constant term, the log of the ratio of RDSStock to GDP, the log of the index of economic freedom (average for 1980-95), and the log of GDP per worker in 1980. The index of economic freedom is obtained from Gwartney and Lawson, 2002. Hausman χ²(3) refers to the Hausman test-statistic (with three degrees of freedom) for testing the null hypothesis of exogeneity of Pat4. All other variables are as defined previously. Heteroskedastic-consistent standard errors are in parentheses.
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The Breusch-Pagan test for testing the null hypothesis of no correlation between the error terms of the two equations cannot be rejected.

IMPLICATIONS FOR CANADA

It is not easy to generate specific estimates of the impact of IPRs on productivity for Canada since the estimates obtained thus far represent an average across industries and countries. To get country-specific estimates, time-series observations are needed (or a panel dataset) for two reasons: there is a limited number of manufacturing sectors per country per cross section of time (namely 18 at most), and the IPR variables do not vary by sector (or vary within a country). Thus, this sub-section focuses on the average cross-industry,
cross-country estimates and evaluates Canada’s productivity response to a strengthening of patent rights based on those estimates.

A large number of empirical results have been presented so far, but they all centre around two equations: the productivity growth equation and the R&D equation. The two can be combined [substitute the R&D equation (17) into the growth equation (9)] to obtain the sum of the direct and indirect effects of IPRs on productivity. Note that it would not be useful to calculate the effects of patent rights on the long-run productivity growth rate since, in these models, the long-run growth rate is pinned down by exogenous factors (such as the exogenous growth rate of technical efficiency, $g$, and the labour force growth rate, $n$). In other words, shocks to the growth rate will only be temporary. However, shocks can have permanent effects on the level of output per worker. Thus, the focus should be on the steady-state level of GDP per worker. From equation (9), let $\Delta \ln(Y/L) = 0$ and rearrange to obtain the following partial derivative:

\[
\frac{\partial \ln(Y/L)}{\partial \ln(IPR)} = \frac{\partial \ln(s)}{\partial \ln(IPR)} + \frac{\Omega_4}{-\Omega_0} \eta_2 + \frac{\Omega_1}{-\Omega_0},
\]

where, from equation (17), $\partial \ln(s)/\partial \ln(IPR) = \eta_2$. The last term on the right in equation (18) gives the direct effect of IPRs on long-run output per worker. The second last term gives the indirect effect (from the effect of IPRs on the R&D investment rate, and then the effect of the R&D investment rate on output per worker). The total effect or total value of the right side of equation (18) indicates the elasticity (the percentage by which long-run output per worker will increase per 1-percent increase in IPRs).

Using estimates from the manufacturing sample (from Table 6, column 1 and Table 7, column 1), the estimate of $\eta_2$ is 0.612, and the value of the right side of equation (18) is 4.64 (0.089*0.612/0.357 + 1.606/0.357). That is, a one percent strengthening of patent rights raises long-run GDP per worker by 4.64 percent, most of which is due to the direct effect of patent rights on productivity. That is, the direct effect dominates in magnitude.

Consider then an increase in Canada’s level of patent rights by 0.33 points (from 2.50 to 2.83). This is equivalent to half the sample standard deviation of $Pat_4$ (see Table 1). For Canada, this change represents a 13.4 percent increase in the level of patent rights. Thus the steady-state manufacturing R&D investment rate is expected to increase by 12.2 percent (0.612*13.4) and long-run manufacturing GDP per worker to increase by 62.3 percent (4.64*13.4). Given that the sample period is 15 years, this long-term 62.3 percent increase in GDP per worker translates into a 3.28 percent
annual rise in trend manufacturing output. Now Canada’s potential increase in long-run GDP could be higher or lower (since this estimate is based on average cross-country, cross-industry estimates). How well-off Canada is in relation to other nations depends on whether the change in patent rights is unilateral or whether other countries are strengthening their rights as well (see Park, 2000, for a study of the effects of patent reform on worldwide income distribution).

Now, the effect of this patent reform on Canadian GDP per worker as a whole (that is, on aggregate GDP per worker rather than on manufacturing GDP per worker) is smaller. From column 10 of Table 5, the estimate of $\eta_2$ is 0.999. Combining this with estimates from column 2 of Table 4, the overall elasticity (of long-run output per worker with respect to patent rights) is 0.345 (0.103*0.999/0.298, where the direct effect is ignored since it is not statistically significant). Hence, a half standard deviation increase in patent rights (which in Canada’s case represents a 13.4 percent rise) should raise long-run GDP per worker by 4.63 percent (13.4*0.345) over a 15-year period (or an annual average increase of 0.3 percent). Thus, patent reform may potentially have a large impact on Canadian manufacturing but a modest effect overall on the Canadian economy.

**CONCLUSION**

There is much controversy about the effects of intellectual property rights on economic growth and development. Theoretical analyses can and have shed light on the mechanics or principles by which IPRs affect innovation, productivity and welfare. Eventually, however, empirical work is needed to test some of the assumptions made in the theoretical models, or to estimate some of the functional relationships specified therein. Yet, empirical work lags considerably behind theoretical work in the field of IPRs. Thus, policymakers faced with making choices under uncertainty and imperfect information have very little empirical evidence on which to base their decisions.

A specific policy issue (or option) confronting Canada in the near future is whether to admit newer forms of technologies as patentable subject matter, for example innovations in the areas of business methods, online (e-commerce) transactions, biotechnology, finance, databases, etc. Canada is confronted with this issue because as these new types of innovations emerge, decisions have to be made as to whether to recognize them as inventions. Yet, even if they fit the definition of inventive material, is intellectual property rights protection over them sensible? Several of Canada’s trading partners (such as the United States, Japan and Europe) have proceeded to recognize some or all of these innovations as inventions and are providing IP protections. Should Canada follow their example? Will failure to do so disadvantage Canada in terms of competitiveness, innovation and standard of living?
These are challenging questions. The present study has sought to help fill some gaps in empirical work, to provide pieces of evidence that can be put together with previous and new research in order to assess the economic effects of IPRs. Using two separate samples of data and various indexes of IPRs, the study examined the extent to which different kinds of IPRs can affect the technical efficiency of production and the rate of R&D capital formation.

In the 41-nation sample, the results show that IPRs do not stimulate productivity growth directly, but do indirectly by stimulating R&D investments. What matters most about IPRs are the mechanisms for enforcement and the level of enforcement effectiveness, rather than the substantive provisions alone (patent rights, software rights, copyright, etc.). However, for the richer subset of the 41-nation sample, substantive patent rights do matter, even after controlling for enforcement effectiveness. In the manufacturing sample, IPRs contribute to productivity growth directly and indirectly by stimulating R&D. But again, different kinds of IPRs matter. Patent protection and enforcement are important for raising the technical efficiency of production, while it is the enforcement component that primarily explains R&D investments. Other kinds of IPRs (e.g. copyright, trade-marks, parallel import protection, software and piracy) matter when examined individually (without other IPR variables), but they would then be picking up the effects of omitted variables (namely enforcement levels). That is, once patent rights and/or enforcement levels are controlled for, copyright and trade-marks have no statistically significant effect on productivity growth. Thus, the results indicate on balance that IPRs — particularly those governing the enforcement of those rights and their execution — contribute significantly to productivity growth.

A related point is that the kinds of IPRs targeted by policy do matter. IPRs should not be treated as a homogenous (unidimensional) concept. Of the different kinds of IPRs, it is (perhaps expectedly) patent protection and enforcement levels that are conducive to R&D activity and productivity. It is instructive to note that software rights are not significant once patent rights and enforcement are controlled for. Thus, in view of the recent policy debate about what to do in response to changing technological developments (related to the Internet, the computer information age, and so forth), these results might suggest that it is not so much the protections aimed at emerging areas that matter but rather the age-old concern with effective enforcement and implementation of laws, particularly for patent rights as traditionally understood.

Overall, there are several areas where this research could be extended:

1) The first would be to examine copyright and trade-mark-related output. The results show that R&D is patent-sensitive, rather than copyright-, trade-marks-, or other IP-sensitive. This does not imply that copyright, trade-marks or other non-patent IP instruments do not matter for other
valuable economic activity. Thus, future work could explore other types of economic activity (in other words, possible left-hand-side variables other than R&D) that might be more specifically a function of copyright or trade-mark rights; for example, promotion, marketing and advertising investments, education, community development and cultural activities.

2) It would also be useful to obtain time-series observations on non-patent IPRs [as was done with the Ginarte and Park (1997) patent rights index]. This will require looking back through legislative history to identify changes in statutes, and studying past reports or documentation about actual experiences. Having a time-series dimension would allow for a panel data analysis. With more observations, one could estimate the growth and R&D models industry by industry. In this study, with just a cross-sectional dimension and about 10 to 14 observations per industry, it was difficult to provide industry by industry results, and determine which type of industry would be more dependent on IPRs.

3) Another useful extension would be to construct measures of effective intellectual property by industry. In principle, IP laws vary by country but do not vary by industry within a country, except in coverage (for example, a country may not provide protection for biotechnological innovations, surgical methods, pharmaceuticals or software). By excluding certain patentable subject matter, the legislation does provide a tacit amount of preferential protection across sectors. But in theory, IPR laws are national in scope. However, in practice, there are important inter-industry differences in the level of IPRs that firms can enjoy, and they are measurable. This is important because different kinds of inventions may require different levels of protection for the inventors to recoup their R&D costs. For some inventions, existing rights may be too weak (say for chemical inventions), while for others they may be too strong (say for business methods). For example, the 20-year patent protection period may be sufficient for certain types of innovations for purposes of recouping costs, but may be inadequate for others (due, say, to a lengthy marketing approval process which consumes many years of the 20-year patent duration). Another reason why firms in different industries may enjoy different effective levels of IP protection is that the process for obtaining rights and enforcing them may differ. For example, due to differences in technological complexity, firms in some industries may take longer to obtain a patent. The search and examination process may be more involved so that patent pendancy is longer. It may also be more difficult to detect and prove infringement, and thus enforce property rights, in certain technological fields. The ability to procure and enforce IP rights may also be a function of the degree of competition in the sector.
4) Finally, it would be useful to estimate the costs of strengthening intellectual property rights and enforcement (e.g. infrastructure costs, cost of rewriting and implementing new legislation). This study focused on estimating the benefits of strengthening intellectual property protection in terms of the contribution of IPRs to overall national and manufacturing productivity growth. A remaining issue concerns the returns to such a policy — the cost of increased IP enforcement vs. the potential productivity gains.

APPENDIX A

INTELLECTUAL PROPERTY RIGHTS – SUMMARY OF CRITERIA AND MEASUREMENT

This appendix reviews the key criteria under each type of IPR index and the method for scoring the strength of protection. It is likely that no one index captures the overall nature of IP protection in a region; but together, the various indexes should provide a general picture.

PAT4

This is the index of patent rights without the enforcement category. The original index has five categories (including enforcement). The remaining four categories are:

(1) Membership in International Treaties
   - Paris Convention and Revisions
     - Signatory: 1/3
     - Not Signatory: 0
   - Patent Cooperation Treaty
     - Signatory: 1/3
     - Not Signatory: 0
   - Protection of New Varieties (UPOV)
     - Signatory: 1/3
     - Not Signatory: 0

(2) Coverage
   - Available
     - Patentability of Pharmaceuticals: 1/7
     - Patentability of Chemicals: 1/7
     - Patentability of Food: 1/7
     - Patentability of Plant and Animal Varieties: 1/7
   - Not Available
     - Patentability of Surgical Products: 0
     - Patentability of Micro-organisms: 0
     - Patentability of Utility Models: 0

(3) Restrictions on Patent Rights
   - Does Not Exist
     - “Working” Requirements: 1/3
     - Compulsory Licensing: 1/3
     - Revocation of Patents: 1/3
   - Exists
     - Revocation of Patents: 0

(4) Duration of Protection
   - Full
     - Patent: 1
   - Partial
     - 0 < f < 1
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where \( f \) equals the duration of protection as a \textit{fraction} of the full (potential) duration. Full duration is either 20 years from the date of application or 17 years from the date of grant (for grant-based patent systems).

\textbf{COPYRIGHT}

\textit{This is an index of copyright}, based on statutory provisions:

<table>
<thead>
<tr>
<th>(1) Membership in International Treaties</th>
<th>Signatory</th>
<th>Not Signatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Berne Convention</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Rome Treaty</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Universal Copyright Convention</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Phonogram Convention</td>
<td>1/4</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(2) Coverage</th>
<th>Available</th>
<th>Not Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Literary, Dramatic, Artistic, …</td>
<td>1/5</td>
<td>0</td>
</tr>
<tr>
<td>– Performance Rights</td>
<td>1/5</td>
<td>0</td>
</tr>
<tr>
<td>– Sound Recordings</td>
<td>1/5</td>
<td>0</td>
</tr>
<tr>
<td>– Cinema</td>
<td>1/5</td>
<td>0</td>
</tr>
<tr>
<td>– Broadcasting</td>
<td>1/5</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(3) Restrictions on Copyright</th>
<th>Does Not Exist</th>
<th>Exists</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Limit Re-sale (droit de suite)</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Extended (collective) Licensing Schemes</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Compulsory Licensing:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Government Use</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Private Use</td>
<td>1/4</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(4) Duration of Protection</th>
<th>Full</th>
<th>Partial</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Literary, Dramatic, Artistic, …</td>
<td>1/4</td>
<td>( 0 &lt; f &lt; 1/4 )</td>
</tr>
<tr>
<td>– Performance Rights</td>
<td>1/4</td>
<td>( 0 &lt; f &lt; 1/4 )</td>
</tr>
<tr>
<td>– Sound Recordings</td>
<td>1/4</td>
<td>( 0 &lt; f &lt; 1/4 )</td>
</tr>
<tr>
<td>– Cinema</td>
<td>1/4</td>
<td>( 0 &lt; f &lt; 1/4 )</td>
</tr>
</tbody>
</table>

where \( f \) equals the duration of protection as a \textit{fraction} of the international standard of 50 years, times 1/4. The duration of protection varies by kind of work covered. Each kind has equal weight in the overall duration score. If the duration of a work exceeds the 50-year norm, a maximum score of 1/4 is assigned.
## Trademark

This is an index of trade-mark rights, based on statutory provisions:

<table>
<thead>
<tr>
<th>(1) Membership in International Treaties</th>
<th>Signatory</th>
<th>Not Signatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Madrid Treaty</td>
<td>1/3</td>
<td>0</td>
</tr>
<tr>
<td>– Nice Treaty</td>
<td>1/3</td>
<td>0</td>
</tr>
<tr>
<td>– Paris Convention</td>
<td>1/3</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(2) Coverage</th>
<th>Available</th>
<th>Not Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Service Marks</td>
<td>1/3</td>
<td>0</td>
</tr>
<tr>
<td>– Certification Marks</td>
<td>1/3</td>
<td>0</td>
</tr>
<tr>
<td>– Collective Marks</td>
<td>1/3</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(3) Restrictions on Trade-mark Rights</th>
<th>Does Not Exist</th>
<th>Exists</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Renewal Proof of Use</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– “Linking” Requirements</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Restricted Licensing</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>– Lack of Protection for Well-known Marks Due to Non-use</td>
<td>1/4</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(4) Duration of Protection</th>
<th>Full</th>
<th>Partial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>$0 &lt; f &lt; 1$</td>
</tr>
</tbody>
</table>

where $f$ equals the duration of protection as a fraction of the full duration (of 10 years, the international norm).

### Parallel

This refers to ‘parallel import’ protection for intellectual property (books, computer programs, phonograms, videos, etc.), as rated by the International Intellectual Property Alliance (1998).

The index = 1 if YES, country provides parallel import protection,

0.5 if PROBABLY YES,

0 if NO.

### Software

This index measures the intellectual property protection for software. The patent and copyright indexes above do not explicitly include software in their coverage category. Hence, a special index can be created for this particular type of innovation or creative expression (and/or as an extension to the indexes above).
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Software rights can be protected by three sources: (a) trade secrecy; (b) patent; and (c) copyright. Thus,

\[
\text{Software index} = \text{trade secret} + \text{patent} + \text{copyright},
\]

\[
(x_1) + (x_2) + (x_3)
\]

where \( x_1 = 1 \) if trade secrecy protection exists (0 otherwise);
\( x_2 = 1 \) if patent protection exists for software, 0.5 if partial protection exists, and 0 otherwise; and
\( x_3 = 1 \) if copyright exists for software, 0.5 if partial protection exists, and 0 otherwise.

Information on software patent and copyright provisions is contained in *International Computer Law* (Matthew Bender, 1999), Chapter 3B. Information on trade secret protection is contained in Hemnes, Dimambro and Moore (1992).

**PIRACY**

**THERE ARE AVERAGE RATES** of computer software piracy in 1994, estimated by the Business Software Alliance and Software Publishers Association (1996). The number of pirated copies is estimated to be the difference between the estimated number of software installations and the estimated number of software shipments. The piracy rate is then the number of pirated copies as a fraction of software installations.

**ENF-GP**

**THIS IS THE ENFORCEMENT CATEGORY** of the Ginarte and Park (1997) index, as separated from the aggregate index. Since the same enforcement features are available for patent rights enforcement as well as for other types of intellectual property rights enforcement, it is useful to look at this category as a separate index. This index can represent the statutory provisions for enforcing IPRs.

<table>
<thead>
<tr>
<th>Enforcement</th>
<th>Available</th>
<th>Not Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Preliminary Injunctions</td>
<td>(\frac{1}{3})</td>
<td>0</td>
</tr>
<tr>
<td>– Contributory Infringement</td>
<td>(\frac{1}{3})</td>
<td>0</td>
</tr>
<tr>
<td>– Burden-of-proof Reversal</td>
<td>(\frac{1}{3})</td>
<td>0</td>
</tr>
</tbody>
</table>
Enf-USTR

This index is a qualitative measure of the effectiveness of IPR enforcement in practice. It is based on reports filed with the United States Trade Representative documenting the experience of IP enforcement in countries outside the United States.

The reports describe complaints, if any, about enforcement procedures and/or about the failure of the proper authorities to carry out the laws on the books. The failure to enforce may be due to some inability on the part of authorities to carry out those laws or to a conscious policy choice. The absence of substantive laws (other than enforcement provisions) is already incorporated in the previous indexes, and thus complaints about the lack of substantive laws are not incorporated here. Thus, the index is given by:

\[
\text{Enf-USTR} = \begin{cases} 
0 & \text{if enforcement measures are not available or are inadequate (e.g. weak deterents)}; \\
0.5 & \text{if enforcement measures are available but not effectively carried out (due to lag in policy implementation or resource barriers)}; \\
1 & \text{otherwise.}
\end{cases}
\]

APPENDIX B

MANUFACTURING INDUSTRIES SAMPLE

<table>
<thead>
<tr>
<th>Table B-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>List of Countries in the Sample</td>
</tr>
<tr>
<td>Australia</td>
</tr>
<tr>
<td>Austria</td>
</tr>
<tr>
<td>Belgium</td>
</tr>
<tr>
<td>Canada</td>
</tr>
<tr>
<td>Denmark</td>
</tr>
<tr>
<td>Finland</td>
</tr>
<tr>
<td>France</td>
</tr>
</tbody>
</table>
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**Table B-2**

<table>
<thead>
<tr>
<th>Sector</th>
<th>STAN Line Number</th>
<th>DSTI Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Food, Beverages, Tobacco</td>
<td>3100</td>
<td>04</td>
</tr>
<tr>
<td>2. Textiles, Apparel, Leather</td>
<td>3200</td>
<td>07</td>
</tr>
<tr>
<td>3. Wood Products &amp; Furniture</td>
<td>3300</td>
<td>12 and 40</td>
</tr>
<tr>
<td>4. Printing &amp; Paper Products</td>
<td>3400</td>
<td>13 and 14</td>
</tr>
<tr>
<td>5. Chemicals (non-drugs)</td>
<td>3512x</td>
<td>18</td>
</tr>
<tr>
<td>6. Chemicals (drugs)</td>
<td>3522</td>
<td>19</td>
</tr>
<tr>
<td>7. Petroleum</td>
<td>3534A</td>
<td>16</td>
</tr>
<tr>
<td>8. Rubber &amp; Plastics</td>
<td>3556A</td>
<td>20</td>
</tr>
<tr>
<td>9. Non-metallic Mineral Products</td>
<td>3600</td>
<td>21</td>
</tr>
<tr>
<td>10. Metals: Iron &amp; Steel</td>
<td>3710</td>
<td>23</td>
</tr>
<tr>
<td>11. Metals: Non-Ferrous Metals</td>
<td>3720</td>
<td>24</td>
</tr>
<tr>
<td>12. Fabricated Metal Products</td>
<td>3800</td>
<td>25</td>
</tr>
<tr>
<td>13. Office &amp; Computing Equipment</td>
<td>3825</td>
<td>28</td>
</tr>
<tr>
<td>14. Radio, TV, &amp; Communication Equipment</td>
<td>3832</td>
<td>32</td>
</tr>
<tr>
<td>15. Electrical Apparatus (excl. communication equip.)</td>
<td>383X</td>
<td>29</td>
</tr>
<tr>
<td>16. Shipbuilding</td>
<td>3841</td>
<td>36</td>
</tr>
<tr>
<td>17. Motor Vehicles</td>
<td>3843</td>
<td>34</td>
</tr>
<tr>
<td>18. Aircraft</td>
<td>3845</td>
<td>37</td>
</tr>
</tbody>
</table>

Notes: STAN is the OECD Industrial Activity Database. DSTI is the OECD Science & Technology Indicators Database.

**Endnotes**

2. Other kinds of IPRs (not explicitly treated in this study) are trade secret protection, geographic indications, industrial designs, etc.
3. Here, for simplicity, IPRs and the legal environment are held constant.
4. That is: $\alpha = \Omega_1/(\Omega_2 - \Omega_3)$, $\beta = \Omega_2/(\Omega_2 - \Omega_3)$, and $\gamma = -\Omega_1/\Omega_3$.
5. See also Howe and McFetridge (1976) for a model of R&D expenditure behaviour. The underlying basis is similar: investment in R&D proceeds to the point at which the marginal rate of return to R&D equals the marginal cost of funds.
An equivalent way to model the decision problem is to posit an aggregate (representative) firm that behaves competitively and maximizes equation (10) subject to equation (3).

In this specification, neither the variety nor the quality of products resulting from R&D (or inventive) activity is explicitly treated.

A comparable specification is found in Romer (1986), except that knowledge spillovers occur in the production function. A firm's investment generates learning by doing (which affects the future marginal productivity of capital). As in this model, knowledge spillovers operate at the economy-wide (or sector-wide) level.

With constant returns to scale (i.e. \( \sigma_1 - \sigma_2 = 1 \)), \( \eta_1 = (\sigma_1 - 2)/(\sigma_1 - 1) \). Thus, \( \sigma_1 = (2 - \eta_1)/(1 - \eta_1) \), \( \sigma_2 = 1/(1 - \eta_1) \), and \( \mu = \eta_1/(1 - \eta_1) \).

A further distinction might be made between incumbent and entrant. The indexes tend to measure the strength of existing rights holders. For example, if existing IP owners exercised a very broad scope over their rights, the laws may make it difficult for new inventors to obtain intellectual property protection. This might be interpreted as a failure on the part of the system to provide intellectual property rights to entrants. However, this distinction is not pursued here. Perhaps the solution is to develop different indexes for different classes of inventors and creators.

For example, incorporating derivative works adds no variability because all countries in the sample provide protection for these works in their copyright laws.

For instance, only few countries specify the level of punishment or penalties for IP violations (length of sentences, amount of fines, etc.). Most countries indicate that infringement can be punishable as a civil or criminal offence, but are not explicit enough to allow for comparisons of punishment levels across countries.

The authors obtained information on national patent laws from Baxter (2000) and WIPO (2000).

Since all jurisdictions with trade-mark laws allow words, names, symbols, devices, or any combination, to be trade-marked, it was not necessary to list these under the coverage category. In some cases, colour, sounds, fragrances, or 3-dimensional objects can be registered, but cross-country variations in the protection of these are small.

For a further discussion of the welfare effects of parallel import protection, see Maskus, 2000.

For example, the murder rate is highest in the United States. But this does not necessarily indicate that criminal law enforcement in that country is the weakest in the world.

Because the sample period is relatively short, \( t = 0 \) is assumed if this method produces negative values for \( t \).

To obtain 1995 GDP figures, GDP growth rates from the Development Indicators were used to extrapolate the 1992 figures taken from the Penn World Tables.

More specifically, a weighted average of manufacturing GDP, where the weights are the shares of each manufacturing industry in total manufacturing output.

At least the two enforcement variables are not negatively correlated, which would mean that countries with strong laws on the books are the ones that least carry out their laws.
For the variable $NGD = \ln(n + g + \delta)$, the exogenous technical efficiency growth rate is assumed to be 2 percent ($g = 0.02$), as in Mankiw et al. (1992), and $\delta = 10$ percent.

The value of the left-hand-side variable is the average for 1987-95, while the value of the stock of R&D to output is for 1987.

Let $x$ be the annual (average) trend rate of increase. Then $(1 + x)^{15} = 1 + 0.623$, so that $x = 0.0328$, or 3.28 percent.
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Is Canada Still Missing the Technology Boat?  
Evidence Based on the Quantity and Quality of Innovations

SUMMARY

In his recent study, Trajtenberg (2000) points out that Canada has been lagging behind its G-7 counterparts in technological innovation and in research and development (R&D) activity. He further states that Canada seems to be “missing the technology boat” by not being able to innovate in the area of “general purpose technologies,” such as computer and communications, but rather continuing to innovate in traditional fields. All of these trends are direct reflections on Canada’s lagging productivity performance. This study uses the most recent information on U.S. patents awarded to G-7 countries to evaluate whether Canada’s innovative performance is better today than at the time of Trajtenberg’s study, as compared with other G-7 countries.

The study has three objectives: (1) to investigate the nature, pattern and changes in Canada’s innovative activity, as measured by the patenting activity in the United States, and to compare these results with those of other G-7 countries; (2) to understand the importance of quality versus quantity of innovations, and to assess how Canada is doing with respect to both the quality and quantity dimensions of innovation vis-à-vis its G-7 counterparts; and (3) to examine how the technological composition of Canadian innovations has changed in recent years using data for the period 1997-99, and thus assess whether Canada is still missing the technology boat.

The data show that, overall, Canada’s innovation performance has improved since the work of Trajtenberg. Instead of missing the technology boat, Canada has made impressive progress in innovating in strategically important
technology areas such as computers and communications, electrical and electronics, and drugs and medicines.

Trends in innovative activity indicate that, although Canada’s record of spending on R&D is one of the poorest among the G-7, Canada has experienced one of the fastest rates of growth in R&D spending in recent years, second only to the United States. Canada’s propensity to patent in terms of the ratio of U.S. patents to R&D expenditures has also increased in recent years; Canada ranks third after the United States and Japan in the production of patents per R&D dollar. However, in terms of the absolute number of U.S. patents held by foreign nationals and in terms of U.S. patents per capita awarded to foreigners, Canada’s position did not change. A completely different picture emerges when Canada’s growth in patenting activity in the United States is compared with that of other G-7 countries. In recent years, Canada experienced an explosive growth rate in patenting activity in the United States along with Japan and the United States; during the period 1997-99, Canada’s growth rate was exceeded only by those of these two countries.

The technological composition of Canadian innovations has changed as well in recent years. The technological capabilities of Canada are generally increasing with its growing technological strength, most evident in the strategically important computer and communications, electrical and electronics, and drugs and medicines industries, and particularly computer and communications. This finding suggests that this combined high-technology area in fact offers both actual and potential great strength for Canada. However, relative to other G-7 economies, Canada’s innovative performance in these industries is mixed, particularly in the computer and communications industries. On the one hand, the largest share of U.S. patents of Canadian origin went to computer and communications industries; Canada enjoyed the largest increase in its share of all U.S. patents originating from G-7 countries, and experienced the largest growth rate in patenting in this industry (again, as compared with other G-7 countries). On the other hand, it still ranks fourth among G-7 countries in terms of the absolute number of patents in this industry.

As for the quality of innovations, Canadian innovations are better in quality, as measured by the rate of citation of patents, than those of other G-7 countries except the United States. Although the citation rates of all G-7 country patents have improved over time, the rate of citation of U.S. patents awarded to U.S. nationals has increased at a faster pace than those awarded to other G-7 nationals. As a result, the innovation quality gap in terms of the patents citation gap between the United States and all other G-7 countries has widened. However, relative to the United States, the citation gap for Canadian patents has increased at a slower pace than that of other countries.

A numerical measure of quality based on a quality index indicates that both Canada and the United States produce above average quality innovations.
The quality of innovations of other countries is generally below average. Even though Canadian innovations are well above average quality, the quality index indicates that Canada still suffers a quality gap, as measured by the numerical difference in the average quality of patents between Canada and the United States. Nevertheless, this gap has been narrowing since 1998. The quality index indicates that although Canada produces innovations of above average quality across all industries, the average quality of U.S. innovations in these industries is still better than that of Canada. Over time, the average quality of U.S. patents has increased at a faster pace than the quality of Canadian patents in all industries except drugs and medicines, where Canada has outperformed the United States.

**Introduction**

The importance of technology and innovation has been stressed by all national governments as the cornerstone of a country's competitiveness in the world marketplace. Pavitt and Soete (1982) have shown a strong correlation between a country's economic prosperity and its technological activities. With this in mind, the Government of Canada has been assigning increasing importance in recent years to innovation and technology-oriented economic growth. It has developed numerous initiatives to help stimulate the generation and diffusion of innovations, with the view that continuous innovation and adoption of technology by firms would help Canada become more innovative and competitive. In spite of these initiatives, Canada's innovation record remains poor (Trajtenberg, 2000; Conference Board of Canada, 2000).

Although Canada has made significant improvements in innovative activities over the past few years, a recent study by Trajtenberg (2000) points out that Canada has been lagging behind its G-7 counterparts in technological innovation and R&D activity. He finds that Canada stands midway among the G-7 nations in terms of patents per capita and the ratio of patents to R&D expenditures. He points out that the technological composition of Canadian innovations, as measured by the number of patents, is out of step with other competitor countries. In Canada, the share of patents in traditional mechanical and chemical fields is still very high, whereas the strategically important fields of computer and communications and electrical and electronics have grown more slowly. This observation has led Trajtenberg (2000) to proclaim that Canada seems to be “missing the technology boat” by not being able to innovate in the area of “general purpose technologies” (GPT), such as computer and communications, but rather continuing to innovate in traditional fields. The slow growth of innovations in general purpose technologies is disturbing in that it may reduce the growth potential of the Canadian economy, as these technologies are engines of growth (Helpman, 1998; Trefler, 1999). This point...
is strongly emphasized by Trajtenberg (2000, p. 18): “As a general purpose technology improves and spreads throughout the economy, it prompts complementary advances in user sectors, bringing about generalized productivity gains. A thriving, innovative general purpose technology sector (in this case, computer and communications) is thus a crucial factor dictating the growth potential of advanced economies.” Moreover, Trajtenberg finds that the relative quality of Canadian innovations, measured by the number of citations per patent, is considerably lower than that of patents awarded to U.S. inventors.

Several authors have commented that Canada’s lag in innovation performance in terms of R&D investment and in the commercialization of technology through patenting activities, as well as the decreased emphasis on strategic technologies, have contributed to the recent erosion of Canada’s competitiveness (Rao, Ahmad, Horsman and Kaptein-Russell, 2001). Many have stressed that these declines are the main causes of the widening productivity gap, and thus the income gap, between Canada and its competitors, particularly the United States. This inference suggests that, overall, Canadian inventions are not having a wide impact on either the national or world economies, largely because many Canadian patents are concentrated in the traditional mechanical and manufacturing technologies and very few are in the strategically important electronics and biotechnology areas. Thus arises Trajtenberg’s provocative question: “Is Canada missing the technology boat?”

While Trajternberg’s study is impressive, it focuses mainly on the quantity of innovations, as measured by the number of patents. But to be a leader in science and technology, a country must have a strong base of high-quality inventive activity. Therefore, along with the volume of inventive activity, an assessment of the quality of Canada’s inventive activity, as compared to other industrial countries, is of key importance.

The principal purpose of this study is to assess both the quality and quantity of innovative activity in Canada and to determine whether Canada’s innovation performance is better today than before, both at the national level and across industries. The questions posed are as follows: (1) How much innovative activity is occurring in Canada, compared to other G-7 countries, and is the inventive activity uniformly distributed across all industries? (2) How can we assess the quality of innovations? (3) Is quality more important than quantity? (4) How is Canada doing with respect to both the quality and quantity dimensions of innovations compared to other G-7 countries? and (5) Is Canada still missing the technology boat? To shed light on these issues, we employ highly detailed patent data on: (1) the number of U.S. patents granted between 1975 and 1999 to Canadians and nationals of other G-7 countries; (2) the number of citations of these patents; and (3) the number of these patents assigned to six industry sectors — electrical and electronics, mechanical, chemical, computer and communications, drugs and medicines, and other industries — for each of
the G-7 countries. Both patent and citation data are drawn from the patent and citation database maintained by the Trade and Forecast (TAF) Branch of the U.S. Patent and Trademark Office (USPTO). We thus focus on both the volume and the quality of innovative activity.

Why do we focus on the number of U.S. patents held by G-7 countries, and particularly Canadian-held U.S. patents? The principal reason behind this is that, over the past few years, the number of U.S. patents obtained by a country has become a norm against which to evaluate its innovative capabilities. In fact, there is a strong correlation between the extent to which inventors patent in the U.S. patent system and the gross domestic product of their home country (Narin, 1991). There are several reasons for this. First, if small, open economies pursue innovation mainly to promote sales outside the home market, and if they expect to appropriate the returns to that innovation, it is the intellectual property rights in target countries with large markets, such as the United States, that have to be protected (Trajtenberg, 2001). Second, apart from the option of protection in the single largest market, the U.S. patent application process provides a distinct signal about the quality of the invention. Also, this signal can be obtained before deciding to pursue examination in countries (like the European Countries and Canada) that offer delayed examination. Thus, a country can truly evaluate and learn about the legal quality of its export-oriented technologies by analyzing its patents in the United States. Third, U.S. patenting by foreign inventors allows measurement of the levels of innovation in foreign countries and can serve as a leading indicator of new technological competition. Thus, a nation such as Canada can learn a great deal about its technologies and the importance, quality, generality and originality of its innovations by analyzing its patents granted in the United States. This was well recognized by Trajtenberg (2000, p. 4): “… thus one can hopefully learn a great deal about innovation in Canada by analyzing the Canadian patents granted in the United States.”

Besides those cited above, there is another important reason to analyze patents granted to Canadians in the United States in that the data validate a way to look at Canadian technology. This is illustrated in Figure 1, which shows that U.S. patents granted to Canadians are growing at a much faster rate than domestic patents. Between 1990 and 1999, the number of U.S. patents issued annually to Canadian inventors increased by 74 percent to 3,226. Over the same period, the number of Canadian patents issued annually to Canadian inventors increased by 26 percent to 1,389. This suggests that U.S. patent data provide a more credible window on Canadian technology than Canadian patent data.
The study is organized as follows: Overall trends in the growth of patenting activity in the G-7 countries are compared and contrasted in the second section. The third section analyzes patterns and trends in the industrial distribution of patents. The overall quality of patents of these countries is compared and contrasted in the fourth section. Whether the quality of patents differs across industries and across countries is investigated in the fifth section. Finally, the last section summarizes the main points and presents the conclusions.

**OVERALL TRENDS IN PATENTING ACTIVITY BY COUNTRY**

This section provides the broadest view of patenting activity by country as it examines overall trends in G-7 countries’ patenting in the United States. In subsequent sections, patents are divided into specific technological categories. Table 1 reveals that R&D spending in the United States far exceeds that of Canada and other G-7 countries. Canada's R&D performance is one of the poorest among G-7 countries, just ahead of Italy. Over time, all countries
increased their level of R&D spending, and Canada experienced one of the fastest rates of growth in R&D spending compared to other G-7 countries. Between 1993-95 and 1995-97, R&D spending in the United States increased by 14.6 percent, followed by Canada (13.8 percent), Japan (10.8 percent) and Germany (7.5 percent). During the same period, other G-7 countries experienced an increase in R&D expenditures that ranged only from 2 to 3 percent.

Table 1 also shows the relationship between patents and R&D expenditures. To examine this relationship, we counted the number of U.S. patents issued to all G-7 countries in the years 1995-97 and 1997-99, and assumed that these were developed with R&D expenditures made from 1993-95 and 1995-97 respectively. Admittedly, this is a rather crude estimate, given that R&D dollars are spent on other things than patentable inventions. Table 1 shows that the number of patents per $10 million of R&D expenditures varies widely among countries. Interestingly, the United States has produced the most patents in the last three years per R&D dollar, and Italy the least. Canada ranks third after Japan for the number of patents per R&D dollar.

The drawback to using U.S. patent counts is that U.S. data include all patents, while those for other countries include only patents filed abroad. Since foreign applications are (a) more costly and (b) filed a year after domestic applications, they represent a more valuable subset of all domestic applications. The “average annual patent count” and “patents per $10 million R&D” columns show high numbers for the United States because of the large number of U.S.-only patents included in the total (Table 1).6

While the propensity to patent measured by the ratio of U.S. patents to domestic R&D expenditures is low for most countries, it does not suggest that the volume and pattern of innovative activity of these countries are declining.
In fact, the patenting rate of most G-7 countries in the U.S. patent system has increased dramatically in recent years, particularly between 1997 and 1999. All countries gained share, registering an increasing trend and explosive growth during this period. To assess the relative position of Canada vis-à-vis other G-7 countries, we compare share, trend and growth in patenting in the United States.

Table 2 shows the share of U.S. patents held by each G-7 country out of the total held by all seven countries. The United States dominates the patent counts; Japan comes second. Canada had one of the lowest number of U.S. patents compared to other G-7 countries (with the exception of Italy), with only 2.0 percent of U.S. patents originating from Canada during 1980-89. This figure contrasts with 60.7 percent originating from the United States, 18.3 percent from Japan, 10.2 percent from Germany, 3.8 percent from the United Kingdom, 3.6 percent from France and 1.4 percent from Italy. Between the periods 1980-89 and 1990-99, patent shares have decreased considerably for all European G-7 countries; Japan made a substantial gain while Canada experienced a small gain. Comparing the same periods, Canada shows a slight long-term upward trend in U.S. patents held (Figure 2).

Figure 3 compares patenting trends from 1975 to 1999 in Canada and other G-7 countries. It also ranks the relative position of the United States vis-à-vis other G-7 countries. The United States’ dominance in patent counts and strong upward trend in patenting activity since 1980 are both evident, making that country the undisputed technological leader of the world. In fact, the number of U.S. patents issued to U.S. citizens reached 83,906 in 1999, a 125-percent increase from 1980. Japan is the clear second while Germany comes in third place. Although, in general, the number of Canadian-originated U.S. patents has grown significantly over the period, Canada continues to lag other G-7 countries. It was next to last for the absolute number of patents in 1999, just ahead of Italy and just behind the United Kingdom. However, if we look at these numbers relative to each country’s population base (see Figure 4), the United States, Japan and Germany retain their first, second and third rankings, respectively, while Canada manages to achieve fourth place.

| Table 2 |
|---|---|
| SHARE OF U.S. PATENTS HELD BY G-7 COUNTRIES (PERCENT) | 1980-89 | 1990-99 |
| Canada | 1.99 | 2.25 |
| Germany | 10.21 | 7.53 |
| France | 3.63 | 3.07 |
| United Kingdom | 3.78 | 2.71 |
| Italy | 1.42 | 1.29 |
| Japan | 18.28 | 23.56 |
| United States | 60.68 | 59.59 |
FIGURE 2

SHARE OF U.S. PATENTS HELD BY CANADIAN INVENTORS, 1975-99

FIGURE 3

U.S. PATENTS GRANTED TO G-7 COUNTRIES, 1975-99
The trend in patenting behaviour in the United States has not been smooth over time and across countries (Figure 3). Patenting by U.S. inventors experienced a steady, dramatic decrease throughout the 1970s. In the 1980s, however, it started climbing again. Innovation experts observed the decline in U.S. patenting with some alarm, and concern was expressed that it reflected a decline in American inventive capabilities. By contrast, U.S. patents granted to Japanese inventors increased consistently throughout the 1970s, 1980s, and 1990s. In the 1970s, the increase was steady but modest; in the 1980s and thereafter, it was explosive. The number of U.S. patents issued to German inventors experienced a sharp decline in the 1970s, a modest increase in the 1980s and a steady decline in the 1990s. The other three European countries and Canada experienced a steady but small gain in U.S. patents held. A similar trend is observed across all countries when the number of U.S. patents held by a country is normalized by the country’s population (Figure 4).

One of the most striking features of Figures 3 and 4 is that patenting activity in the United States by all G-7 countries displays an upward trend with a sharp increase starting in 1997. The rise is particularly important for Canada where the level of patenting activity has significantly improved since 1997. In fact, the number of Canadian-held patents granted in the United States increased from 1,296 in 1975 to 2,379 in 1997, an 84-percent increase over
22 years. Between 1997 and 1999, the number of U.S.-issued patents to Canadians increased from 2,379 to 3,226, a 36-percent increase in only two years.8

GROWTH

As with all comparisons of absolute levels, differences in growth rates must be kept in mind. Table 3 shows the growth of patents granted in the United States during the 1980s and 1990s broken down by country of origin. All countries experienced an overall growth in patenting in the United States over the period 1980-99. All countries except Canada, the United States, and the United Kingdom experienced faster growth in the 1980s than in the 1990s, and all experienced a new surge in growth starting in 1997. Japan stands out with the highest growth rate in the 1980s, though it experienced slower growth in the 1990s. Canada experienced strong growth both in the 1980s and 1990s; it ranked second to Japan in the 1980s and second to the United States in the 1990s. Canada experienced explosive growth in the latter part of the 1990s. Between 1997 and 1999, the number of U.S. patents issued to Canadian inventors grew at an annual rate of 16.7 percent, lagging only behind Japan (17 percent) and the United States (17.3 percent).

The above statistics illustrate the innovative performance of G-7 countries over the 1975-99 period and for the past two years, 1997-99. The picture that emerges is that Canada ranks lower for both absolute and per capita counts of U.S. patents, as compared to other G-7 countries, in both periods. For the absolute number of patents, it ranks second to last, and for patents per capita, it takes fourth place. On these indicators, Canada’s position did not change in most recent years, particularly, since Trajtenberg’s study. However, a completely different picture emerges when the growth in Canadian patenting activity in the United States is compared with that of other G-7 countries. Canada experienced one of the highest rates of growth in patenting, second only to Japan in the 1980s and to the United States in the 1990s. In recent years, it

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>6.42</td>
<td>6.58</td>
<td>16.74</td>
<td>6.49</td>
</tr>
<tr>
<td>Germany</td>
<td>3.27</td>
<td>2.73</td>
<td>16.22</td>
<td>3.01</td>
</tr>
<tr>
<td>France</td>
<td>3.80</td>
<td>3.54</td>
<td>14.09</td>
<td>3.68</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2.19</td>
<td>3.39</td>
<td>16.23</td>
<td>2.76</td>
</tr>
<tr>
<td>Italy</td>
<td>5.63</td>
<td>2.46</td>
<td>11.02</td>
<td>4.13</td>
</tr>
<tr>
<td>Japan</td>
<td>11.21</td>
<td>5.74</td>
<td>16.95</td>
<td>8.62</td>
</tr>
<tr>
<td>United States</td>
<td>3.02</td>
<td>6.88</td>
<td>17.31</td>
<td>4.85</td>
</tr>
</tbody>
</table>
experienced explosive growth rates along with Japan and the United States. During the period 1997-99, it was second to Japan and third to the United States. These findings suggest that in order to improve its standing in terms of both the absolute number of patents and patents per capita, Canadian patenting would have to grow significantly faster than at present.\footnote{9}

**PATENT ACTIVITY IN INDUSTRY SECTORS**

The above overview provides some useful insights into countries’ patenting activities. However, it may be misleading to examine a country’s innovation performance through an overall patent set without paying attention to technological and/or sectoral categories. In this section, we partially correct for this by dividing U.S. patents held by all countries over the study period into a number of industrial categories. U.S. patents can be classified by industry sector, with each patent fractionally assigned according to the number of industry-related product fields to which it is most relevant. In this classification system, each patent is associated with the Standard Industrial Classification (SIC) industry that corresponds to that class’s product or apparatus, or process steps (National Science Board, 1996).\footnote{10} Six large industry groups are examined here: chemical, computer and communications, drugs and medicines, electrical and electronics, mechanical, and other. Patent activity by Canadian inventors in these six industrial groups will be compared to that of other G-7 inventors. This section has two main purposes: (1) to investigate the technological (industrial) distribution of patents in order to examine whether patenting activities are uniformly distributed across industries in each country or concentrated in some industries; and (2) to investigate whether Canada is still missing the technology boat, that is, to determine whether patents assigned to Canada’s strategically important industrial sectors, particularly computer and communications, have been gaining in importance. We also compare the distribution of U.S. patents held by all countries to the distribution of U.S. patents held by the United States.

We first evaluate Canada’s performance across industries and then compare it with that of its competitors. Traditionally, the most prevalent Canadian-invented technologies have come out of the relatively low-tech mainstays of Canadian industry: the chemical and mechanical sectors. However, the situation has changed in recent years. The technological capabilities of Canada are generally increasing with its growing strength, most evident in computer and communications and drugs and medicines industries. This is clearly demonstrated in Figure 5, which presents the share of U.S. patents of Canadian origin broken down by industrial sectors. Figure 5 shows that, in the United States, Canadian inventors are increasingly patenting in cutting-edge technologies that are expected to play an
important role in future economic growth. Over the period 1980 to 1999, the largest number of U.S. patents of Canadian origin went to computer and communications industries. Over the same period, the traditionally strong mechanical field lost ground, while chemical industries gained. The largest increase in the share of U.S. patents of Canadian origin occurred in the computer and communications industries, followed by drugs and medicines, chemical, and electrical and electronics industries (Figure 6). The combined computer and communications, electrical and electronics, and drugs and medicines patents ranked second to combined patents in two traditional industry groups — chemical and mechanical — during the 1980s and 1990s, but had moved to first place by 1999. Thus, this combined high-technology area may, in fact, represent a source of current and potential future strength for Canada.

While Canada shows greater potential in the area of computer and communications as compared with any other single industry group, its share of patenting activity in this sector is still well below that of all other G-7 countries, except Germany and Italy (Table 4). Over the 1998-99 period, the share of total patents going to this industry group for Japan and the United States was about twice and one-and-a-half times, respectively, the corresponding share of Canadian patents. Between 1990-97 and 1998-99, all countries experienced an
increase in the share of their U.S. patents received by this industry group, the largest increase occurring in the United States (7.6 percentage points), followed by Canada (6.8 percentage points). As for share growth, Canada experienced the largest increase in this industry group between the two periods.

Patenting activity in the United States by Canadian inventors in cutting-edge technologies relating to three industry groups — computer and communications, electrical and electronics, and drugs and medicines — is also below all G-7 countries except Germany and Italy, though Canada enjoyed the largest increase (44 percent) in their combined share between 1990-97 and 1998-99.

The above statistics provide mixed messages, depending on the indicator of comparison. On the one hand, Canada experienced the highest growth rates in patenting in industries related to general purpose technologies (computer and communications) and strategically important cutting-edge technologies, by comparison with other G-7 countries. On the other hand, it still ranks fourth among the G-7 countries in terms of the absolute number of patents in these industries. Although Canadian patenting activity in these industries is currently growing at the fastest rate, it must grow at an even faster rate than at present in order to improve its standing. Much faster growth is essential since that combined high-technology area — computer and communications, electrical and electronics, and drugs and medicines — may, in fact, represent an important source of actual and potential strength for Canada.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer and Communications</td>
<td>8.47</td>
<td>10.65</td>
<td>11.88</td>
<td>18.63</td>
<td>8.00</td>
<td>8.89</td>
<td>9.68</td>
<td>12.32</td>
<td>12.44</td>
<td>14.78</td>
<td>17.17</td>
<td>18.87</td>
</tr>
<tr>
<td>Drugs and Medicines</td>
<td>0.60</td>
<td>0.68</td>
<td>2.01</td>
<td>4.87</td>
<td>0.56</td>
<td>0.62</td>
<td>1.12</td>
<td>1.82</td>
<td>0.99</td>
<td>0.78</td>
<td>1.63</td>
<td>3.82</td>
</tr>
<tr>
<td>Total</td>
<td>16.55</td>
<td>18.69</td>
<td>21.00</td>
<td>30.16</td>
<td>16.71</td>
<td>18.27</td>
<td>18.86</td>
<td>22.47</td>
<td>22.03</td>
<td>25.53</td>
<td>28.81</td>
<td>32.24</td>
</tr>
<tr>
<td>Chemical</td>
<td>11.37</td>
<td>9.00</td>
<td>9.82</td>
<td>11.79</td>
<td>24.34</td>
<td>19.08</td>
<td>21.54</td>
<td>19.41</td>
<td>20.97</td>
<td>17.25</td>
<td>20.43</td>
<td>21.66</td>
</tr>
<tr>
<td>Mechanical</td>
<td>13.96</td>
<td>12.43</td>
<td>10.95</td>
<td>9.66</td>
<td>12.53</td>
<td>13.20</td>
<td>11.91</td>
<td>11.40</td>
<td>12.06</td>
<td>9.84</td>
<td>7.66</td>
<td>5.52</td>
</tr>
<tr>
<td>Others</td>
<td>58.13</td>
<td>59.88</td>
<td>58.23</td>
<td>48.39</td>
<td>46.42</td>
<td>49.45</td>
<td>47.69</td>
<td>46.72</td>
<td>44.95</td>
<td>47.37</td>
<td>43.10</td>
<td>40.58</td>
</tr>
<tr>
<td>Total</td>
<td>83.45</td>
<td>81.31</td>
<td>79.00</td>
<td>69.84</td>
<td>83.29</td>
<td>81.73</td>
<td>81.14</td>
<td>77.53</td>
<td>77.97</td>
<td>74.47</td>
<td>71.19</td>
<td>67.76</td>
</tr>
<tr>
<td>Grand Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical</td>
<td>12.33</td>
<td>11.68</td>
<td>8.85</td>
<td>6.35</td>
<td>10.40</td>
<td>11.77</td>
<td>11.96</td>
<td>11.18</td>
<td>10.05</td>
<td>9.20</td>
<td>6.35</td>
<td>5.54</td>
</tr>
<tr>
<td>Others</td>
<td>46.34</td>
<td>47.29</td>
<td>42.90</td>
<td>37.96</td>
<td>46.82</td>
<td>49.44</td>
<td>45.95</td>
<td>44.28</td>
<td>45.47</td>
<td>45.00</td>
<td>39.05</td>
<td>35.97</td>
</tr>
<tr>
<td>Total</td>
<td>80.11</td>
<td>77.75</td>
<td>73.40</td>
<td>65.92</td>
<td>82.40</td>
<td>82.28</td>
<td>81.15</td>
<td>74.84</td>
<td>73.75</td>
<td>66.30</td>
<td>56.58</td>
<td>50.34</td>
</tr>
<tr>
<td>Grand Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer and Communications</td>
<td>11.73</td>
<td>13.65</td>
<td>18.94</td>
<td>26.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drugs and Medicines</td>
<td>0.62</td>
<td>1.06</td>
<td>2.11</td>
<td>3.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electric and Electronics</td>
<td>8.25</td>
<td>8.90</td>
<td>8.40</td>
<td>8.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20.60</td>
<td>23.60</td>
<td>29.45</td>
<td>38.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemical</td>
<td>16.28</td>
<td>14.23</td>
<td>12.88</td>
<td>11.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical</td>
<td>10.93</td>
<td>9.80</td>
<td>7.70</td>
<td>6.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>52.19</td>
<td>52.36</td>
<td>49.96</td>
<td>43.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>79.40</td>
<td>76.40</td>
<td>70.55</td>
<td>61.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grand Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5 presents the average share of patents in each industry for all countries, computed for four periods: 1975-79, 1980-89, 1990-97 and 1998-99. In all periods, the order of the top three countries is the same across all industry groups — the United States, Japan and Germany. The United States has a strong lead everywhere. Canada is generally weak in all industry groups, as the share of U.S. patents awarded to Canadians is much lower than that of all other countries, except Italy.

Over time, particularly in the later part of the 1990s, both Canada and the United States have shown growing strength in high-tech sectors. In the latter part of the 1990s, patent shares in the strategically important computer and communications, electrical and electronics, and drugs and medicines industries have increased considerably for Canada and the United States. Japan lost ground in these industries, especially in computer and communications, and drugs and medicines. The share of other countries in these industry groups has generally declined. Canada’s performance has been particularly impressive compared to both the United States and Japan. Between 1990-97 and 1998-99, Canada’s share of U.S.-issued patents in computer and communications increased by 23.4 percent, compared to 9.7 percent for the United States, while Japan experienced a 12-percent decline. In drugs and medicines, the increase was 38.2 percent for Canada against 4.1 percent for the United States, while Japan experienced a 34.9-percent decline. Both Japan and the United States made gains in the electrical and electronic industries, while Canada registered a small loss. In the more traditional chemical and mechanical industries, Canada’s share has increased by 41.8 percent and 10.6 percent, respectively. Comparing the same periods, the United States experienced a small gain in chemical industries and a small loss in mechanical industries. In these two industry groups, Japan’s experience was opposite to that of the United States.

Table 6 further shows the growth of patents granted in the United States in the latter part of the 1970s, the 1980s, the 1990s, and the latter part of the 1990s, broken down by country of origin and sector. It can be seen that, on average, computer and communications, and drugs and medicines industries are associated with high growth in patenting; chemical, and electrical and electronics industries are associated with moderate growth. In the latter part of the 1990s, all countries experienced explosive growth in patenting activity across all industries. For the period 1997-99, Canada stands out with the highest growth rates in all specified industry groups, except electrical and electronics, and mechanical. Surprisingly, in electrical and electronics industries, France ranks first and Canada ranks sixth with 11.3-percent annual growth. The United Kingdom ranks lowest in mechanical industries, while other countries experienced double-digit growth in patenting in these industries.
<table>
<thead>
<tr>
<th>Country</th>
<th>Chemical</th>
<th>Computer and Communications</th>
<th>Drugs and Medicines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>1.26</td>
<td>1.24</td>
<td>1.60</td>
</tr>
<tr>
<td>Germany</td>
<td>13.12</td>
<td>13.31</td>
<td>12.05</td>
</tr>
<tr>
<td>France</td>
<td>4.24</td>
<td>4.30</td>
<td>4.68</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>5.45</td>
<td>4.84</td>
<td>4.31</td>
</tr>
<tr>
<td>Italy</td>
<td>1.72</td>
<td>2.06</td>
<td>2.24</td>
</tr>
<tr>
<td>Japan</td>
<td>10.88</td>
<td>15.53</td>
<td>19.33</td>
</tr>
<tr>
<td>United States</td>
<td>63.33</td>
<td>58.73</td>
<td>55.80</td>
</tr>
<tr>
<td>Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Industry</th>
<th>Electric and Electronics</th>
<th>Mechanical</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>1.22</td>
<td>1.58</td>
<td>1.74</td>
</tr>
<tr>
<td>France</td>
<td>3.61</td>
<td>3.87</td>
<td>3.25</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>4.79</td>
<td>3.39</td>
<td>2.24</td>
</tr>
<tr>
<td>Italy</td>
<td>1.01</td>
<td>1.17</td>
<td>0.96</td>
</tr>
<tr>
<td>United States</td>
<td>66.62</td>
<td>57.17</td>
<td>54.55</td>
</tr>
<tr>
<td>Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CHEMICAL</strong></td>
<td><strong>COMPUTER AND COMMUNICATIONS</strong></td>
<td><strong>DRUGS AND MEDICINES</strong></td>
<td><strong>ELECTRIC AND ELECTRONICS</strong></td>
<td><strong>MECHANICAL</strong></td>
<td><strong>OTHERS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>–2.23</td>
<td>6.85</td>
<td>7.39</td>
<td>20.08</td>
<td>–1.19</td>
<td>10.74</td>
<td>14.24</td>
<td>42.54</td>
<td>19.20</td>
<td>28.89</td>
<td>27.41</td>
</tr>
<tr>
<td>Germany</td>
<td>–1.70</td>
<td>5.30</td>
<td>1.14</td>
<td>5.78</td>
<td>–2.31</td>
<td>6.09</td>
<td>7.22</td>
<td>26.78</td>
<td>16.99</td>
<td>4.36</td>
<td>15.61</td>
</tr>
<tr>
<td>France</td>
<td>0.52</td>
<td>3.50</td>
<td>5.46</td>
<td>8.09</td>
<td>5.17</td>
<td>5.48</td>
<td>5.19</td>
<td>13.20</td>
<td>–1.67</td>
<td>15.32</td>
<td>21.06</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.11</td>
<td>1.79</td>
<td>4.47</td>
<td>12.50</td>
<td>–3.22</td>
<td>7.18</td>
<td>9.03</td>
<td>32.43</td>
<td>12.16</td>
<td>9.54</td>
<td>21.06</td>
</tr>
<tr>
<td>Italy</td>
<td>4.00</td>
<td>4.13</td>
<td>1.47</td>
<td>3.10</td>
<td>10.83</td>
<td>8.08</td>
<td>8.50</td>
<td>14.62</td>
<td>32.33</td>
<td>64.72</td>
<td>13.68</td>
</tr>
<tr>
<td>Japan</td>
<td>0.96</td>
<td>8.33</td>
<td>2.10</td>
<td>8.69</td>
<td>3.01</td>
<td>17.86</td>
<td>10.32</td>
<td>22.33</td>
<td>3.51</td>
<td>4.44</td>
<td>11.91</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Electric and Electronics</th>
<th>Mechanical</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>–4.48</td>
<td>8.18</td>
</tr>
<tr>
<td>Germany</td>
<td>–2.17</td>
<td>4.04</td>
</tr>
<tr>
<td>France</td>
<td>0.75</td>
<td>5.87</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>–3.43</td>
<td>4.67</td>
</tr>
<tr>
<td>Italy</td>
<td>–0.32</td>
<td>9.43</td>
</tr>
<tr>
<td>Japan</td>
<td>9.68</td>
<td>10.97</td>
</tr>
<tr>
<td>United States</td>
<td>–2.39</td>
<td>3.12</td>
</tr>
</tbody>
</table>
The overview presented above once again provides some useful insights into Canada’s technological strength. Canada’s explosive growth in U.S. patent holdings in computer and communications and drugs and medicines industries, and moderate growth in electrical and electronics industries indicate that, in this combined high-technology area, Canada may in fact have greater actual or potential strength compared to its competitors.

The above findings provided motivation to further study the three major strategically important high-technology industry groups — drugs and medicines, electrical and electronics, and computer and communications. In each of these high-tech sectors, we first present a detailed comparison between Canada and the other G-7 countries, revealing trends and fluctuations over time.

Figures 7a-7c show the U.S. lead over all other G-7 countries in terms of the number of patents granted in drugs and medicines, computer and communications, and electrical and electronics industries, a lead that is increasing especially in the 1997-99 period. In all three areas, Japan places a distant second, but still leads all other nations by a wide margin in terms of the number of U.S. patents granted. Japan also shows an increasing trend similar to that of the United States in all these sectors, with a surge in patenting activity after 1997, except in drugs and medicines industries where patenting declined after 1997. Trends for Canada and European countries have been less steep, as compared to Japan and the United States, throughout the period covered by the study.

When we normalize against the population base of each country, all countries show an upward trend in patenting activity in the United States for all three industry groups and a surge in patenting starting in 1997 (Figures 8a-8c). However, the pattern of per capita patenting activity differs markedly by industry group across countries.

In computer and communications industries, per capita patenting activity in the United States by U.S. nationals shows a declining trend until 1986, while Japan’s shows an increasing trend. Both show an upward trend thereafter (Figure 8a). One of the striking features of Figure 8a is that Japan has had a consistent lead in per capita patents in computer and communications industries since 1986. Other countries also experienced an upward trend in patenting in the United States over the 1975-99 period. Surprisingly, Canada leads all the European countries starting from 1997.

The total number of patents per capita granted to U.S. nationals in industries related to drugs and medicines is consistently above that of all other G-7 countries, as shown in Figure 8b. In terms of patents per capita, the other six countries were running a very tight race through 1995. But the last five years of data suggest that Canada is strikingly and consistently pulling ahead.12
IS CANADA STILL MISSING THE TECHNOLOGY BOAT?

FIGURE 7a

U.S. PATENTS GRANTED TO G-7 COUNTRIES, COMPUTER AND COMMUNICATIONS INDUSTRIES, 1975-99

FIGURE 7b

U.S. PATENTS GRANTED TO G-7 COUNTRIES, DRUGS AND MEDICINES INDUSTRIES, 1975-99
FIGURE 7c

U.S. PATENTS GRANTED TO G-7 COUNTRIES, ELECTRICAL AND ELECTRONICS INDUSTRIES, 1975-99

FIGURE 8a

U.S. PATENTS GRANTED TO G-7 COUNTRIES PER 100,000 POPULATION, COMPUTER AND COMMUNICATIONS INDUSTRIES, 1975-99
IS CANADA STILL MISSING THE TECHNOLOGY BOAT?

FIGURE 8b
U.S. PATENTS GRANTED TO G-7 COUNTRIES PER 100,000 POPULATION, DRUGS AND MEDICINES INDUSTRIES, 1975-99

FIGURE 8c
U.S. PATENTS GRANTED TO G-7 COUNTRIES PER 100,000 POPULATION, ELECTRICAL AND ELECTRONICS INDUSTRIES, 1975-99
In electrical and electronic industries, both Japan and the United States exhibit a pattern similar to that of the computer and communications industries. The United States produced consistently more electrical and electronics-related patents per capita, though at a declining rate, than any other G-7 country until the mid-80s. Japan shows an upward trend throughout the period 1975-1999. Again, one of the striking observations is that, on a per capita basis, the dominance shifts to Japan from the beginning of 1986, a dominance that is increasing throughout the 1990s. All other countries show an increasing trend throughout the study period, except Germany. The latter shows a declining trend during most of the 1990s and a sharp increase starting in 1997. Like the balance of the European countries, Canada shows an upward trend throughout that period and surpasses these countries in 1997.

**OvERALL TRENDS IN THE QUALITY OF PATENTS**

Our quantitative analysis of patents provides some interesting evidence on the volume of innovative activity of G-7 countries, particularly Canada. While the number of patents granted is a good overall indicator of the inventive output and related commercialization activity, it does not measure how valuable a patent is relative to other patents. Moreover, simple patent counts do not account for the large variations in the technical and economic qualities of patents. Assessing the quality of a patent, for example by measuring the number of citations, gives us an indication of the technological impact of the patent and of its commercial value. It is therefore important to investigate the quality of patents. Moreover, given the recent expansion of the patent system and the importance of managing intellectual property, it has become increasingly important to be able to analyze patent portfolios without sifting through thousands of individual patent documents. For this reason, patent citation analysis techniques have been developed to statistically assess the quality and strength of patent portfolios (Breitzman, Thomas and Cheney, 2000).

However, the following analysis rests on the explicit assumption that patent citations reflect flows of knowledge, and that the number of citations tells us something about the technological significance of patents and of the underlying inventions.

There is a growing body of literature that considers the quality (value) of a country’s patents to measure its technological strength (e.g. Albert, Avery, Narin and McAllister, 1991; Harhoff, Narin, Scherer and Vopel, 1999). This literature assumes that the value of any patent is reflected in the number of times the patent is cited, or the length of its renewal, or the number of countries where it is taken (Lanjouw and Schankerman, 1999; Guellec and de la Potterie, 2000). Among these, the most popular quality indicator of patents is the number of times a patent document is cited in other patent documents.
Patent citations have been widely used as an instrument for measuring the impact and fine structure of technological innovations. It has been argued that through citation counts, one can achieve a better approximation of the economic value of inventive activity than by using only patent counts or data on R&D expenditures (Harhoff et al., 1999). Work by Jaffe, Trajtenberg and Fogarty (2000) has also shown a significant positive correlation between patent citations and the economic and technological importance of a patent.

For the purpose of this study, we consider three measures of the quality or technological importance of patents: the average number of citations, the magnitude of the importance of U.S. patents originating from another country relative to U.S. patents originating from the United States (i.e., the extent of the disadvantage of patents from another country), and a quality index — based on the number of citations.

**Quality of Patents: Citations**

We now compare the technological significance of the patents of G-7 countries using the average number of citations received by a patent as an indicator of the patent’s quality. We examine citations in a five-year moving window — the year the patent is issued and the four subsequent years — because patents typically receive few citations in the first few years after they are issued (Zucker and Darby, 1999). We track the number of patents and the number of citations from 1975 through 1999 for all G-7 countries and technologies. Our analysis of patent quality includes only patents granted up through 1995 in order to allow us to accumulate five years of citations for newly issued patents. In Figure 9, we present the number of citations, cumulated over five years, of patents issued in 1975 and 1995. A five-year moving window was selected to allow time for sufficient citations to accumulate for newly issued patents. Otherwise, our measure would be biased against recent patents since new patents have a low probability of being cited during the first few years following their issuance. There are two striking features in Figure 9. First, the average number of citations by country suggests that Canadian patents are technologically more significant than the patents of other G-7 countries, except the United States. Second, Canada has a patent quality gap, as measured by the citation gap, relative to the United States, though it leads all other countries in the number of citations per patent granted. This is due to the fact that U.S. patents awarded to foreigners are generally cited less frequently than those awarded to U.S. inventors, suggesting that U.S. patents are better in quality. In 1995, Canadian patents were better than Japanese patents by about 163 percent, Italian patents by about 157 percent, German and French patents by about 162 percent, and U.K. patents by about 130 percent. In the same year, U.S. patents were about 127 percent better than Canadian patents.
QUALITY OF PATENTS: DISADVANTAGE

In this section, we measure the magnitude of the importance of U.S. patents awarded to Canada and other countries. We build upon Trajtenberg's work (2000), who measures the degree of importance of a U.S. patent issued to a country by estimating how much disadvantage the country's patent has over a U.S. patent of U.S. origin, that is, how much advantage a U.S. patent of U.S. origin has over a U.S. patent originating from another country. Trajtenberg postulates that the disadvantage of U.S. patents held by foreign nationals vis-à-vis those held by U.S. nationals is a function of the citation rates of both countries' patents. For example, the extent to which Canadian patents have lower citation rates than U.S. patents determines the disadvantage of Canadian patents relative to U.S. patents. Thus, the disadvantage of Canadian patents vis-à-vis U.S. patents is defined as the ratio of the number of citations per U.S. patent of Canadian origin to the number of citations per U.S. patent of U.S. origin minus one, expressed in percentage terms (see Trajtenberg, 2000, p. 28).
Table 7 shows the disadvantage of G-7 patents relative to U.S. patents for the years 1980, 1990 and 1999. Figure 10 illustrates the trends in the importance (the absolute value of the disadvantage) of all countries’ patents relative to U.S. patents. From Figure 10, it is evident that U.S. patents of Canadian origin are far less disadvantaged than those originating from other countries, thereby suggesting that Canadian patents are more important relative to those of all other countries (except the United States). Figure 10 also illustrates that the relative importance of G-7 countries’ patents, as measured by the absolute value of the disadvantage, has declined over time. This is primarily due to the fact that, on average, the rate of citation of the patents of other countries has
declined at an increasing pace compared to that of U.S. patents of U.S. origin. This disadvantage, however, has increased at a slower pace for Canadian patents than for other countries' patents, especially over the period 1997-99. This suggests that, in recent years, Canadian patents have been gaining in importance relative to all other countries' patents (except those of the United States), especially since Trajtenberg's study, which is an important finding.

**QUALITY OF PATENTS: QUALITY INDEX**

So far, we have evaluated the quality of patents in terms of citation counts and in terms of the importance of G-7 countries' patents relative to U.S. patents, as measured by the disadvantage index. The latter is also based on the number of citations. Citation frequency, or the average number of citations per patent, is the most basic measure of the technological impact of a patent. A measure of technological impact based on citation frequencies has two important disadvantages. First, citation frequencies are calculated by dividing the number of observed citations of a patent by the number of potential citations associated with it (the latter is the product of the number of potentially citing and the number of potentially cited patents). Thus, citation frequency is not a reliable measure of technological impact for the first year or two after a patent is granted. Second, patent citation counts per patent issued can vary greatly across industries, countries and years due to skewed distributions and averaging over a small number of patents. Therefore, trend comparisons based on the number of citations may be misleading. Keeping this in mind, we now proceed to construct a quality index, which is a normalized citation indicator, to measure patent impact. The aim here is to investigate whether the conclusions presented above would differ using a quality index.

A number of indices — the Citation Index, the Current Impact Index, the Technology Cycle Time Index, the Science Linkage Index, and the Technological Strength Index — have been proposed to measure the technological importance of a patent (e.g. by Narin and others). All these indices are derived from patent citations. The use of these indices requires firm-level patent data. Because of data constraints, for the purpose of this study, we employ a variant form of the Current Impact Index — a quality index as adapted by Granstrand (1999). Following Granstrand, the quality index is defined as the ratio between the average citation intensity (that is, the number of citations per patent) for a country's firms in an industry and the average citation intensity in that industry across countries, so that a value above one indicates a patent quality higher than average. (A value of 1.0 represents an average citation frequency; so 1.4 would mean that a firm's patents were cited 40 percent more often than average, and so on.)
Figure 11 plots the quality index of patents of all G-7 countries over the period 1975-99. It shows that U.S. patents of U.S. origin are, by far, of the highest quality, and that the quality of the U.S. patents has substantially increased over time. The quality of U.S. patents of Canadian origin ranks next to the United States and has been well above average throughout the study period. Although U.S. patents of Canadian origin achieved second place compared to all other G-7 countries, a quality gap has always existed between Canada and the United States. That quality gap has widened over the period 1977-96. However, it has been narrowing since 1998. In 1977, the quality gap between Canada and the United States was about 2.9 percent. It then increased to reach 31 percent by 1997, but narrowed substantially afterwards to 22.2 percent in 1999. This is an important finding as it shows an improvement since Trajtenberg’s study (2000).

By contrast, the other U.S. patents of G-7 country origin are cited at a below average rate, and the quality of these patents is declining over time, except for the United Kingdom. The quality of U.K. patents displays a flat trend.
since 1977. Between 1977 and 1999, the quality of U.S. patents issued to U.S. inventors increased by 53 percent, while the quality of U.S. patents of Canadian origin increased by only 17 percent. Over the same period, the quality of U.S. patents issued to other G-7 countries declined. The largest decline was experienced by Japan (22 percent), followed by Germany (21 percent), France (19 percent), Italy (13 percent) and the United Kingdom (4 percent).

The statistics given above show that U.S. patents awarded to U.S. residents are far better in quality than U.S. patents awarded to nationals of other countries. Overall, Canada has a patent quality gap, as measured by the average number of citations per patent and a quality index. The lower rate of citation of U.S. patents held by nationals of all other G-7 countries has disadvantaged their patents compared to U.S. patents held by U.S. nationals. Although this disadvantage has increased for all G-7 countries' nationals over time, it has increased at a slower pace for Canadian patents than for other countries. The importance (disadvantage) of Canadian patents relative to the United States has increased (declined) considerably since Trajtenberg's study. Our quality index indicates that both Canada and the United States produce patents of above average quality. As indicated by the quality index, unlike other G-7 countries, the quality of both Canadian and the U.S. patents has been getting better and better over time, though the quality gap between the two countries' patents had been widening. However, that quality gap has been narrowing since 1998.

QUALITY OF PATENTS BY INDUSTRY SECTOR

QUALITY OF PATENTS BY INDUSTRY AND BY COUNTRY: DISADVANTAGE

In this section, we investigate whether the importance of patents for each industry group replicates the trends observed at the aggregate level. The questions posed are: (1) Does the technological importance of patents differ across industries or is there a similar impact in all industries? (2) Does the pattern differ across countries? To answer these questions, we compare the importance of G-7 countries' patents relative to the United States across all industry groups.

As indicated above, U.S. patents awarded to U.S. residents are more frequently cited than U.S. patents awarded to nationals of other G-7 countries, thereby creating a disadvantage for other-country patents relative to U.S. patents. Nevertheless, the rate of citation of Canadian-held U.S. patents has increased over time compared with other G-7 countries aside from the United States, thereby making Canadian patents relatively more important than those of other countries (again, except the United States). We now investigate whether a similar pattern is observed across all industries.
Figures 12a-f compare trends in the importance of patents of all G-7 countries relative to the United States. It can be seen that patent quality, as measured by the disadvantage of other-country patents relative to U.S. patents, for each industry and each country, follows a pattern similar to that observed for aggregated data (Figure 10). It is apparent from these figures that Canadian patents are far less disadvantaged than other-country patents (except the United States). The importance of Canadian-held U.S. patents has increased over time as their disadvantage relative to U.S. patents of U.S. origin has decreased in all industry groups, except mechanical, and computer and communications industries. In drugs and medicines, and in electrical and electronics industries, not only does Canada have a small patent disadvantage vis-à-vis the United States, but that disadvantage narrowed during the 1990s (Figures 12c and 12d). By 1999, the situation had completely reversed in the drugs and medicines industries for Canada and the United States: In 1999, U.S. patents of Canadian origin had a 10-percent advantage over U.S. patents of U.S. origin. For other countries, the patent disadvantage relative to the United States has generally widened over time across all industries.

**Figure 12a**

**Relative Importance of G-7 Patents vs. U.S. Patents, Chemical Industries, 1975-99**
**Figure 12b**

**Relative Importance of G-7 Patents vs. U.S. Patents, Computer and Communications Industries, 1975-99**

![Graph showing relative importance of G-7 patents vs. U.S. patents in computer and communications industries, 1975-99.](image)

**Figure 12c**

**Relative Importance of G-7 Patents vs. U.S. Patents, Drugs and Medicines Industries (Canada Only), 1975-99**

![Graph showing relative importance of G-7 patents vs. U.S. patents in drugs and medicines industries (Canada only), 1975-99.](image)
IS CANADA STILL MISSING THE TECHNOLOGY BOAT?

FIGURE 12d

RELATIVE IMPORTANCE OF G-7 PATENTS VS. U.S. PATENTS, ELECTRICAL AND ELECTRONICS INDUSTRIES, 1975-99

FIGURE 12e

RELATIVE IMPORTANCE OF G-7 PATENTS VS. U.S. PATENTS, MECHANICAL INDUSTRIES, 1975-99
THE LARGE NUMBER OF CITATIONS per U.S. patent held by U.S. nationals in all areas of technologies indicates that the United States produces higher quality innovations. Quality indices also confirm this. Figures 13a-g plot the quality index of patents across all technologies for G-7 countries. They show time trends for average patent quality. Undisputedly, average patent quality for the United States is superior to that of any other G-7 country and has improved over time across all technologies. On average, for all G-7 European countries and Japan, the quality of patents has declined in most industries, except for the U.K. computer and communications industries. The quality of patents in the United Kingdom’s computer and communications industry group has increased starting in the 1990s, but registered a decline since 1998. In general, except for the computer and communications industry group, Canada has upgraded the quality of its patents throughout the study period. While the overall quality of Canadian patents displays an upward trend over that period, it has been falling since 1998 across all industry groups, except chemical and other industries. Nevertheless, unlike Japan and all European G-7 nations, Canada has maintained an above average patent quality in each industry group, but has walked behind the United States at a declining pace.
IS CANADA STILL MISSING THE TECHNOLOGY BOAT?

**Figure 13a**

**Quality Index, Chemical Industries, 1975-99**

![Graph showing the quality index for Chemical Industries from 1975 to 1999 for various countries including Canada, Germany, France, UK, Italy, Japan, and the USA.]

**Figure 13b**

**Quality Index, Computer and Communications Industries, 1975-99**

![Graph showing the quality index for Computer and Communications Industries from 1975 to 1999 for various countries including Canada, Germany, France, UK, Italy, Japan, and the USA.]
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FIGURE 13c

QUALITY INDEX, DRUGS AND MEDICINES INDUSTRIES, CANADA AND UNITED STATES, 1975-99

FIGURE 13d

QUALITY INDEX, DRUGS AND MEDICINES INDUSTRIES, OTHER G-7, 1975-99
FIGURE 13e

QUALITY INDEX, ELECTRICAL AND ELECTRONICS INDUSTRIES, 1975-99

FIGURE 13f

QUALITY INDEX, MECHANICAL INDUSTRIES, 1975-99
CONCLUSIONS

Canada has been lagging behind its industrial counterparts, especially the United States, in terms of productivity growth in recent years. Its poor innovation performance has traditionally been blamed as the principal cause of this situation. More recently, Canada’s inability to innovate in the strategically important high-tech areas has been cited as the major contributing factor to its productivity problem. In particular, as pointed out by Trajtenberg (2000), Canada’s missed opportunity to innovate in general purpose technologies, such as computer and communications — instead continuing to innovate in traditional fields — is perhaps responsible for aggravating the problem.

Over the past few years, it has become increasingly clear that participation in the new economy, driven by scientific and technological advances, would bring economic prosperity to Canadians in the 21st century. Canadians are increasingly participating in that potential prosperity through increased innovative activities in high-technology sectors. Their innovative activities in computer and communications industries have increased substantially in recent years, especially during the period 1997-99, which followed Trajtenberg’s study. Therefore, the time is ripe to assess whether Canada’s innovative performance
is better today than at the time of Trajtenberg’s study, as compared with other G-7 countries’ performance.

In this study, we present an analysis of the innovative performance of Canada vis-à-vis six other major industrial nations (the United States, France, Germany, Italy, the United Kingdom and Japan) using the most recent information on U.S. patents awarded to nationals of these countries. We have reasons to believe that patents issued in the United States to Canadian nationals are representative of the nature and patterns of technological trends in Canada as: (1) over the past few years, the number of U.S. patents obtained by a country has become a norm against which to evaluate its innovative capabilities; (2) patents are first sought in the United States in order to evaluate and learn about the legal quality of a technology; (3) if returns from innovations have to be quickly appropriated, it is the intellectual property in some target countries, such as the United States, that has to be protected; and, (4) U.S. patent data provide a more credible window into Canadian technology than Canadian patent data in that the propensity to patent by Canadians is much higher in the United States than in Canada.

We examine how the technological composition of Canadian innovations has changed in recent years in order to investigate whether Canada’s innovative capability in strategically important — computer and communications, electrical and electronics, and drugs and medicines — technologies has changed over time by comparison with other G-7 economies. The purpose of this investigation is to ascertain whether Canada is still missing the technology boat by not being able to innovate more in strategically important technologies than in traditional areas. We focus on both the quality and quantity dimensions of innovation with the understanding that, to be a leader in science and technology, Canada must not only produce more innovations but also must have a strong base of high-quality innovations. Simple innovation counts, as measured by the number of patents, do not account for the large variations in technological and economic qualities of innovations. We therefore assess the quality of an innovation, based on a number of citation-based measures, in order to evaluate its technological impact as well as to get an indication of its commercial value.

Our analysis reveals that, overall, Canada’s innovation performance has substantially improved over the period 1997-99. Instead of ‘missing the technology boat’, Canada has made impressive progress in innovating in strategically important technology sectors, such as computer and communications, electrical and electronics, and drugs and medicines. The technological capabilities of Canada are generally increasing with its growing strength, most evident in the computer and communications industries. This suggests that these high-technology sectors are, in fact, a source of both current and potential future strength for Canada’s economy.
Our analysis of trends in innovative activity suggests room for considerable optimism. Canada has experienced one of the fastest rates of growth in R&D spending, second only to the United States. Its propensity to patent has increased in recent years — it ranks third after the United States and Japan in the production of patents per R&D dollar — and it has experienced explosive growth rates in patenting activity in the United States, along with Japan and the United States. Nevertheless, in terms of the absolute number of U.S. patents held and of U.S. patents per capita, Canada still remains well below most of its industrial counterparts.

The low number of U.S. patents held, as compared with other G-7 countries, may be a cause for some concern in that Canada is not able to generate more innovations. This raises the question of whether the quantity of innovations is more important than their quality. We assessed the quality of Canadian innovations vis-à-vis the quality of innovations of other G-7 countries. Canada leads most G-7 nations in the overall quality of innovations, as measured by the number of citations per patent, and is just slightly behind the United States on that indicator. Moreover, Canadian patents are far less disadvantaged than patents of other G-7 countries relative to the United States, and the importance of Canadian patents relative to all countries (except the United States) is rising. A similar trend is observed across all industries, except drugs and medicines where Canada has become the undisputed leader since 1997. Further, the gap with the United States with respect to the average quality of patents has been narrowing since 1998. The quality of innovations of other G-7 countries is generally below average.

The above observations have serious implications for small open economies, such as Canada, who produce a small number of higher quality innovations. The higher quality of Canada’s innovations offers scope for considerable optimism. Studies of patent citations have shown that they do provide a reasonable proxy for both the quality and knowledge spillovers of a patent, because each time a new patent uses a piece of research from another patent, it must cite the previous patent. In addition, patent citations provide a measure for capturing the importance of the invention covered by a patent.

In this regard, we find no relationship between the quantity of patents held by Canada and the importance of these patents, as indicated by the number of citations received. In other words, there seems to be an equal chance that a given Canadian patent will turn out to be a major discovery regardless of whether Canada holds a greater or lesser number of U.S. patents. This suggests that patents are much like lotteries, where the probability of winning goes up with the number of tickets held, but not the probability of a given ticket being the winner — a finding consistent with that of Barham, Foltz and Kim (2001).

Despite all the progress made by Canada in recent years, measured in terms of the number of U.S. patents held, the United States remains the undisputed
technological leader, with Japan a distant second. The United States also has a strong lead in all three strategically important technology areas. Its innovations are better in overall quality across all industries; on all quality measures, Canada is behind the United States. Nevertheless, it has made gains relative to all other G-7 countries in producing higher quality innovations.

APPENDIX

DEFINITION OF INDUSTRY GROUPS IN THE UNITED STATES PATENT SYSTEM

The data used were obtained primarily from the PATSIC file maintained by the Trade and Forecast Branch (TAF) of the USPTO. The patent count data originated from the PATSIC file, which includes patents in the TAF database granted during the period 1963 to December 1999. U.S. patents are classified by industry sector, with each patent fractionally assigned according to the number of industry-related product fields to which it is most relevant. The classification information reflects the U.S. Patent Classification (USPC) System as of December 31, 1999. In this classification system, each patent is associated with the Standard Industrial Classification (SIC) industry that would produce that class’s product or apparatus or carry out its process steps. The USPC to SIC concordance is a very general concordance between the USPC and 42 unique product fields based on the 1972 SIC. The concordance is updated annually by TAF.

Each entry in the PATSIC file and the corresponding citation data are arranged according to country code and industry code. The citation data were extracted from the weekly electronic data files that contain the text of issuing patents.

The six broad industry areas based on 42 product fields are as follows:

**Chemicals Industry**

- Industrial Inorganic Chemistry
- Industrial Organic Chemistry
- Plastics, Materials, and Synthetic Resins
- Agricultural Chemicals
- Soaps, Detergents, Cleaners, Perfumes, Cosmetics and Toiletries
- Paints, Varnishes, Lacquers, Enamels, and Allied Products
- Miscellaneous Chemical Products
Computer and Communications Industry
Office Computing and Accounting Machines
Electronic Components and Accessories and Communications Equipment

Drugs and Medicines Industry
Drugs and Medicines

Electrical and Electronics Industry
Electrical Transmission and Distribution Equipment
Electrical Industrial Apparatus
Household Appliances
Electrical Lighting and Wiring Equipment
Miscellaneous Electrical Machinery, Equipment and Supplies
Radio and Television Receiving Equipment except Communication Type
Electronic Components and Accessories and Communications Equipment

Mechanical-related Industry
Engines and Turbines
Farm and Garden Machinery and Equipment
Construction, Mining and Material Handling Machinery and Equipment
Metal Working Machinery and Equipment

Other Industries
Food and Kindred Products
Textile Mill Products
Petroleum and Natural Gas Extraction and Refining
Rubber and Miscellaneous Plastics Products
Stone, Clay, Glass and Concrete Products
Primary Ferrous Products
Primary and Secondary Non-ferrous Metals
Fabricated Metal Products
Special Industry Machinery, except Metal Working
General Industrial Machinery and Equipment
Refrigeration and Service Industry Machinery
Miscellaneous Machinery except Electrical
Motor Vehicles and Other Motor Vehicle Equipment
Guided Missiles and Space Vehicles and Parts
Ship and Boat Building and Repairing
Railroad Equipment
Motorcycles, Bicycles and Parts
Miscellaneous Transportation Equipment
Ordinance except Missiles
Aircraft and Parts
Professional and Scientific Instruments
All other SICs.

ENDNOTES

1 The Conference Board of Canada (2000) research also confirms this. The study stresses that the widening income gap between Canada and the United States — now about US$8,000 per person — must be reversed and innovation is the way to close this gap.

2 A patent is generally considered as an indicator of technological invention. The number of patents constitutes the quantity of inventions produced by an inventor, a company or institution (e.g. university), or country or other regions. With quantity measures, the volume of inventive activity of an individual, firm or a country can be assessed. With quality measures based on, for example, the number of citations of a patented innovation, the technological impact or technological innovation introduced by a patent can be assessed, as well as give an indication of its potential commercial value (Lanjouw and Schankerman, 1999).

3 With nearly half of all U.S. patents being granted to foreign inventors, the U.S. system is considered to be the most level playing field for comparing international patenting (Pavitt, 1985).

4 A country’s patenting activity in the United States is also highly correlated with its exports to the United States (Putnam, 1996).

5 The explosive increase in the number of U.S. patents issued to Canadians in the period 1990-99 is also attributable to the changes in the Canadian patent regime (1989 and 1992) which, among other things, made patent examination optional. This change automatically reduced the number of patents granted in Canada. Thus, the use of U.S. patent counts is more credible, because the rules for granting patents have not changed as markedly as they have in Canada during this period. In other words, the number of U.S. patents held by a country is a stable measure of technological capability. We are grateful to Jonathan Putnam for suggesting this point.

6 Putnam (1996) shows that, in 1974, U.S. inventors filed only 36 percent of their applications abroad, which would be the apples-to-apples comparison here.

7 A hiring freeze at the USPTO was coupled with a 40-percent increase in workload from 1993 through 1998. This freeze created long delays in patent processing by USPTO until approximately 700 additional examiners were added in 1998, about a 25-percent increase. With more examiners and a large backlog created by the increasing number of patent applications, the rate of patents granted between 1997 and 1998 increased by 31.5 percent (Zucker and Darby, 1999).
Not only is there a strong correlation between the extent to which inventors patent in the U.S. patent system and the gross domestic product of their home countries; patenting is also highly correlated with export to the United States (Putnam, 1996). In this regard, the high level of patenting between Canada and the United States reflects the fact that these countries already have by far the largest bilateral trade relationship of any country-pair in the world. The inferential problem is that NAFTA has further stimulated trade between Canada and the United States, which would be expected to result in greater Canadian patenting in Canada, independently of any change in Canadian R&D spending or technology policy. So one should interpret with caution the sharp increase in Canadian patenting in the United States.

This inference should be taken with caution in that Canadian patenting activity in the United States may not have to grow significantly faster than at present. Figures 3 and 4 suggest that if Canadian patenting in the United States continues to grow at its current rate, Canada will very shortly rank 4th in total patenting and 3rd in per capita patenting. Given the problems with interpreting U.S. and Japanese patent counts (both overstate the comparable number of patents), it seems that Canada is doing just fine in patenting in the United States, and may be roughly on par with the two leaders on a per capita basis if patents could truly be compared without any national biases. On the other hand, there are reasons to think (NAFTA, etc.) that Canadian patenting in the United States may be biased upwards as well. We thank Jonathan Putnam for pointing this out to us.

The classification information reflects the U.S. Patent Classification (USPC) System, which can be mapped to the Standard Industrial Classification (SIC). The USPC to SIC concordance is a very general concordance between the USPC and 42 unique product fields (see the Appendix for the 42 product fields and the six broad industrial categories comprising these product fields). Kortum and Putnam (1997) also discuss the concordance derived from classifications performed by the CIPO from 1978-92 based on the International Patent Classification system, which applies to all countries, not just the United States. They also critique the USPTO’s concordance, which does not distinguish between the industry of origin of the technology and the industry of use.

This shift in patenting abroad may reflect changes in the U.S. market (such as responding to the U.S. shifts to these sectors), in addition to any purely domestic changes in the comparison of R&D.

One of the reasons behind the surge of Canadian drugs and medicines patents is associated with the reform of Canadian patent policy vis-à-vis pharmaceuticals (in particular, the removal of the compulsory licensing provision).

In discussing the quality of patents, three distinctions are made — legal quality, economic quality and technical quality. The study of the legal quality of a patent focuses on the legal quality of the application in terms of formulating its wording, supporting it with evidence of novelty and aligning it with the legal framework. The economic quality of a patent is expressed in terms of the potential economic value to the rights holder. The technical quality of a patent is roughly expressible in terms of level of invention.
For example, in 1999, 169,154 patents were issued in the United States, twice the number issued a decade ago. Moreover, patents are not only important in old economy industries, such as chemicals and automotive manufacturing. Some of America’s largest technology firms, including IBM, Texas Instruments and Lucent, have become very aggressive about making money directly from their patented technologies. IBM alone had in excess of $1 billion in licensing revenue in 1999 from its stable of patents (Wysocki, 2000).

Apart from variations and arbitrariness in citing behaviour, the assumption is that the more a patent is cited by subsequent patents, the higher its technical quality, analogous to the use of citation counts in the scientific literature (Granstrand, 1999, p. 174).

If the average number of citations per patent of country A is $C_A$ and that of country B is $C_B$, then the country A patents are $(C_A/C_B) \times 100$ percent better than country B patents.

See Trajtenberg, 2000, for details.

The Citation Index measures the quality of the innovation as a count of the number of times a patent document is cited in other subsequent patent documents. The Current Impact Index is designed to capture the impact of a country’s patents on the technological community and the extent to which its patents contain important technological information to produce further innovations and patents. The Technology Cycle Time Index identifies countries that are inventing in rapidly changing technology fields. The Science Linkage Index measures the extent to which a country’s innovation is linked to science through the citation of the number of references to the scientific literature indicated on the front pages of the patent. The Technological Strength Index is determined by multiplying the number of patents by the Current Impact Index.
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Canadian Patent Policy in the North American Context

INTRODUCTION

National intellectual property (IP) systems continue to evolve everywhere as countries seek to find the most appropriate means of encouraging technological innovation and information dissemination in an increasingly globalized and knowledge-based economy. The pressures underlying this evolution are many. For some countries, changes are mandated externally by such accords as the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs) of the World Trade Organization (WTO), which requires a considerable movement toward multilateral harmonization of intellectual property (IP) standards. Many regional integration agreements have extensive provisions covering minimum IP standards, with the European Union (EU) nations moving decisively toward full harmonization. Most fundamentally, national authorities are increasingly coming to the view that an appropriate definition and protection of intellectual property rights (IPRs) are central to advancing innovation, learning and productivity growth.

Canada experiences all of these pressures. In implementing the TRIPs Agreement into domestic law, the country updated a number of regulations covering patents and copyrights. For example, the notion of non-obviousness was introduced as a distinct statutory requirement for the first time and clarified rules on the one-year priority period for Canadian patent applications following disclosure. The rights of the federal and provincial governments to use patented inventions were restricted, while the definitions of abusive patent use were curtailed and local working requirements were abolished. Canada also made provision for the deposit of biological material as part of claim specifications and disclosure and it acceded to the Budapest Treaty in 1996.
The 1997 amendments to the Copyright Act, contained in Bill C-32, introduced neighbouring rights for performers and phonogram producers, and implemented a levy on blank audio recording media to compensate copyright owners for home copying, which remains a fair-use activity. Canada is also a signatory of WIPO’s (World Intellectual Property Organization) Copyright Treaty and Performers and Phonograms Treaty.

Under its WTO obligations, Canada’s regulations permitting generic drug companies to stockpile pharmaceuticals for six months prior to a patent’s expiry were found inconsistent with the TRIPs Agreement following a dispute launched by the EU. However, the dispute-resolution panel found in favour of permitting work on a competitor’s patent in preparation for a regulatory filing. Similarly, Canada’s failure to extend its patent term to 20 years for patent applications filed before October 1, 1989 — which were awarded 17 years of protection — was found inconsistent with the Agreement.

In acceding to the North American Free Trade Agreement (NAFTA), Canada abolished all pharmaceutical compulsory licensing provisions, placing drugs on an equal footing with other inventions. As a safeguard, Canada created the Patented Medicine Prices Review Board (PMPRB) to monitor drug prices. The PMPRB has authority to control prices based on such factors as reference prices in other industrialized nations and increases in drug prices relative to overall inflation.

Despite such externally driven changes, the ultimate questions for Canadian policy-makers stem from an assessment of the balance of national interests in further reforms. As noted in the next section, Canada’s system of IP protection retains features that are distinctive from that of the United States. It is conceivable that such differences, while seemingly appropriate for a small open economy historically positioned as a technology follower, operate to limit the acquisition of technology and product innovation.

This study seeks to consider Canada’s options in the context of a regulatory harmonization with the United States. Canada’s economy is extensively affected by its trade and investment relations with the United States, which relations are influenced to some degree by the IP regimes of the two countries. Thus, Canada remains a net importer of intellectual property, largely from its Southern neighbour, raising questions as to whether the current system enhances or impedes technology inflows. At the same time, Canada’s economic activity increasingly reflects domestic development and use of innovative technology, suggesting that IPRs, as incentives to innovate, will take on greater importance as the economy evolves.

Therefore, an important question is whether Canada would be better served by moving closer to the U.S. system or by retaining, or even emphasizing, its distinctiveness in technology protection. This is a difficult question to answer with any certainty. Much depends on the assumptions made about how
patents operate in markets for innovation, diffusion and competition among imperfectly competitive firms. Ultimately, the central issues are empirical in nature given the second-best nature of such markets. As will be discussed later, available quantitative measures of distinctiveness among patent regimes are crude and cannot readily reveal associated growth effects. In such an environment, one is forced to rely on indirect evidence and informed judgment, which is what I attempt to do here.

The study is organized as follows. The following section discusses important differences between the Canadian and U.S. patent systems. The focus is on patents because the thrust leading to this study related to prospects for revising technology protection systems. Extending the analysis to issues of copyright and trade-mark protection would be interesting but lies beyond the scope of this project, except where those devices have important interactions with patents. The third section provides a perspective on the basic issues by reviewing the importance of encouraging innovative activity in Canada. The fourth section sets out a framework for thinking about the impacts of regional harmonization. I attempt to buttress the discussion by presenting new evidence on the relationships between patent regimes, foreign direct investment (FDI) and productivity growth. Concluding remarks are provided in the final section.

DIFFERENCES IN PATENT PROTECTION

The Canadian and U.S. patent systems are similar in their broad aspects. Both share the goals of promoting innovation and encouraging disclosure and use of new patented products and technologies. Both provide patents following examination for novelty, non-obviousness and utility, with protection extended for 20 years in the general case. Both regimes award proprietary rights to exclude others from making, using and selling patented processes or products of claimed subject matter. These rights are national in scope, and the regime recognizes that such rights are exhausted upon the first sale in the domestic market while permitting patentees to preclude parallel imports through contract provisions.7 The Canadian and U.S. systems also define similarly infringing activities. Neither country recognizes utility models or petty patents. Patents are available for biotechnological inventions and microbiological life forms. Both countries adhere to the Paris Convention and the Patent Cooperation Treaty.

However, there are significant differences between the two systems. Taken together, these variations reveal that the U.S. approach strongly favours the interests of inventors while the Canadian regime is more cautious in its attempt to strike a balance between inventors and users of new information.

One important difference is that Canada follows the global standard in awarding patents to the first person to file for protection, while the United States
uniquely grants a patent to the first to invent a technology or product. In both cases, protection must be extended for at least 20 years from the date of filing under the TRIPs requirements. The U.S. policy is based on the view that the first-to-invent rule promotes early discussion of research results through conferences and publications without fear of losing patent eligibility during a defined grace period. Indeed, one group that actively opposed switching to a first-to-file rule in the U.S. legislation implementing the TRIPs Agreement was the community of university scholar-inventors, who place a considerable premium on the ability to disclose new research results in professional meetings and publications. Such dissemination can also serve to discourage others from engaging in duplicative research and development (R&D). However, this system may encourage costly litigation over the identity of first inventors and introduce some uncertainty into the patent process. In contrast, the first-to-file rule reduces this uncertainty, albeit at the potential cost of inducing firms to race to be first to apply to the patent office. Unfortunately, there is no evidence upon which to assess which system is better suited to promoting innovation.

A second important difference lies in the exclusions from patentable subject matter. The United States takes a liberal view of patentability and recognizes few exceptions, going well beyond the average practice among industrial countries. For example, the United States has recognized patents on higher-order life forms developed for scientific and commercial purposes since the awarding in 1987 of a patent to Harvard University for its oncomouse, which was genetically engineered to be susceptible to cancer. Canadian authorities did not recognize the validity of the application made by Harvard University for protection in Canada on the theory that multi-cellular life forms were not “identically reproducible” under section 2 of the Patent Act. This decision was upheld in a ruling by the Federal Court in 1998, which explicitly distinguished between patentable lower-order life forms and non-patentable higher-order life forms. However, the Federal Court of Appeal ruled in August 2000 that the oncomouse, and by extension other transgenic non-human mammals, fall within the definition of “invention” in Canadian law. If this ruling survives a threatened appeal to the Supreme Court, it will considerably expand the scope of patentability in Canadian practice.

There are other important areas where the two countries do not yet agree. First, the United States now routinely awards patents for computerized methods of doing business. The legal impetus for encouraging the patenting of business methods was the State Street case, in which the Federal Circuit upheld a patent awarded to Signature Financial Group on its hub and spoke system for making financial resource allocations and managing mutual funds. In dismissing State Street Bank’s claim that that the system, as a mathematical abstraction, should not have been patented, the Court clarified that computerized business-management programs met all general patentability criteria and could
be protected. The Court also limited the terms under which mathematical algorithms could be excluded. Many legal observers consider this decision to have expanded radically the scope of patentability. Others consider it a natural clarification of the fact that business methods achieve industrially useful purposes and should always have been patentable. This approach implies that the issue is not one of subject-matter excludability but rather one of meeting the particular criteria for obtaining a patent.

For its part, Canada has not yet recognized patents on software for implementing methods of doing business. This stems from the principle that patents are granted only for the physical embodiment of an idea or for a process that produces something tangible or sellable. Thus, computer programs generally are not eligible for patents; rather, they are protected by copyright as literary works. In contrast, both the United States and the European Union explicitly recognize that the functional aspects of computer programs may meet patent criteria and be protected. Japan also grants patents for computer software, though in the area of business methods its new guidelines sets out an inventive step that greatly exceeds the U.S. standard.

A final important area where patentability standards differ is in surgical methods and medical treatments. If such procedures may be shown to be novel, inventive and useful, they may be patented in the United States but not in Canada.

The United States may also be characterized as more protective of inventors’ rights than Canada in that the U.S. Patent and Trademark Office (USPTO) is more willing to authorize broad claims in patent applications than is the Canadian Intellectual Property Office (CIPO). This issue takes on considerable importance in such areas as biotechnology and business methods, where specific techniques may find broad application. Thus, awarding a broadly written patent on a single research tool or software for implementing any form of electronic transaction could extend protection to numerous applications in fields beyond that for which the original tool or program was developed.

The two patent regimes are distinguished further by disclosure and opposition procedures. The United States has weaker standards for what must be disclosed in the patent application. Canada lays open patent applications for public inspection within 18 months of filing. The United States went partially toward this rule in its patent reform of 1999, but the new law permits inventors to prevent disclosure after 18 months if they choose not to file abroad. Perhaps more significantly, it is possible in Canada for any interested party to challenge the validity of a patent before it is granted by submitting prior art to CIPO examiners. The U.S. system discourages pre-grant opposition. Finally, while procedures exist in both countries to oppose the validity of a patent after it is granted, the U.S. courts have recently moved to make such challenges difficult to sustain. Specifically, the Federal Circuit imposed a high bar for such
contests by ruling that issued patents are presumed valid unless the challenger presents clear and convincing evidence of an error. That is, complainants must consider it quite likely that a patent is invalid, which raises their litigation costs. The U.S. Supreme Court solidified this rule in *Dickinson v. Zurko*, holding that the Federal Circuit may reverse USPTO’s factual findings only when those findings are “…arbitrary, capricious, an abuse of discretion, or unsupported by substantial evidence.”\(^{15}\)

Next, the United States takes a stronger view than Canada on the fact that the patent term should not be reduced by regulatory delays. The *Waxman-Hatch Act* of 1984 provided authority for extending patent terms for pharmaceutical products in light of the long delays associated with clinical testing and obtaining the approval of the Food and Drug Administration. Further, under terms of the *American Inventors Protection Act* of 1999, “diligent applicants” are guaranteed a minimum protection term of 17 years, with extensions made possible to compensate for delays due to USPTO processing delays, interference proceedings, secrecy orders and appellate review. There appears to be no such provisions in Canadian patent legislation or regulations.

While both countries define infringement and impose civil and criminal penalties in similar fashion, the United States has taken the additional step of dedicating a specific Federal Circuit Court to hear appeals involving IP protection. The rationale for this specialized court is that, because appeals of district court decisions are heard by regional circuit appellate courts, the scope of patent protection had de facto become variable across circuits. Therefore, patent standards varied from circuit to circuit, encouraging forum shopping by parties that perceived particular courts to be advantageous. Thus, the Federal Circuit Court was an effort to impose a uniform set of rules across the country and to ensure that all district courts applied a common set of precedents. However, many observers argue that this specialized tribunal has been captured by IP developers and that it is unreasonably friendly toward patentees.\(^{16}\) Again, Canada has not established a similar court.

Another important legal difference is that the United States permits jury trials of civil litigation involving IP cases while Canada does not. U.S. plaintiffs usually opt to have their case tried before a jury, suggesting that they perceive juries to be predisposed in favour of patent rights. This characteristic adds complexity to U.S. legal findings and forces parties to simplify their evidentiary presentations.\(^{17}\)

Two other significant differences pertain to regulations that affect the value of patents. First, as noted earlier, Canada has put in place an extensive system of administrative price controls and monitoring for patented medicines, while the United States has not. Second, there are different approaches underlying the authority for, and uses of, compulsory licences of patented technologies. In part, Canada’s policy takes the view that compulsory licences are a
component of industrial policy and may be used to induce technology transfer and build a domestic industry in areas where patents are insufficiently worked on the local market.\textsuperscript{18} It should be noted that such licences have been used sparingly in Canada.\textsuperscript{19} In contrast, the United States does not tie its compulsory licensing regime to local working. However, both countries feature compulsory licences as a central element of their anti-monopoly policy. The United States has frequently issued such licences as part of disciplinary orders in cases of patent abuse.\textsuperscript{20} Finally, the two countries differ in the rules governing compensation for compulsory licences.

While the following points are not considered further here, it is worth noting that Canada and the United States also differ in important ways in the protection given to copyright, internet transmissions and databases. For example, Canada protects software under standard copyright doctrine, implying that reverse engineering is a legitimate fair use.\textsuperscript{21} However, the United States allows firms to preclude reverse engineering by issuing licences with no-decompilation clauses.\textsuperscript{22} Further, under the \textit{Digital Millenium Copyright Act} of 1998, the United States imposed conditions that restrict fair use of copies by libraries, educational institutions and educators.\textsuperscript{23} In both countries, these systems are evolving currently toward stronger protection.

**Economic Aspects of Regional IP Protection**

It is useful to provide a perspective on Canada’s evolving interests by reviewing broadly its economic performance in certain high-technology industries that may be especially sensitive to IP protection. Some theoretical discussion is then provided on the role of IPRs in technological development generally, and in the context of regional trade and regulatory integration.

**Macro and Sectoral Indicators of Innovation and IP Use**

New product and process innovation is an important source of economic growth, particularly in mature industrial countries at the technological frontier. This point has been made in numerous studies. For example, the Organisation for Economic Co-operation and Development (OECD) discusses the nature and meaning of the knowledge-based economy and demonstrates that within industrialized nations, the output mix has shifted toward high-technology industries.\textsuperscript{24} This shift toward growth based on the development and acquisition of knowledge is a key source of cost reductions and efficiency gains in the use of new information. Indeed, new technical information has become an increasingly important component of production technologies, both in disembodied form and incorporated into capital inputs and human capital. Information is
also widely embodied in consumer goods and services. Thus, effective management of knowledge is a critical component of job growth and wealth creation.

Moreover, there is a strong correlation between knowledge creation and use, on the one hand, and international economic performance, on the other. There is persuasive econometric evidence that exporting firms display markedly higher levels of productivity and growth than do non-exporters, and that the degree of exports is positively related to productivity growth. In addition, the international exploitation of knowledge capital, created through investments in information and dependent on an abundance of skilled labour, appears to be the primary determinant of FDI among developed economies.

Original invention within a firm is by no means the only source of productivity growth. Efficient management re-organization, adoption of new business systems, reallocation of inputs to obtain cost reductions, and the attainment of economies of scale are significant factors as well. Firms also increase efficiency by learning and absorbing technological information from other firms. This transfer can be purposeful and mediated through market transactions, in the form of technology licensing, joint ventures and FDI. It can also be achieved by using available information sources, including trade shows, publications, patent disclosure documents and reverse engineering. As will be discussed later, IP protection affects these possibilities.

It is useful to consider existing indicators of the shifts underway in Canada toward an economy that relies increasingly on knowledge and information. For example, Figure 1 shows trends in Canadian patent applications since 1990 in both directions. As may be seen, both applications in Canada from OECD countries and Canadian applications abroad increased in the 1990s. However, the relative increase in Canadian applications was far sharper, and their mutual ratio declined from approximately 2.4 in 1990 to 1.44 in 1997. On this measure, Canada is both an increasingly attractive place to patent new technologies and a rapidly growing source of technical information that is worth patenting abroad. Figures on patenting in NAFTA countries are shown in Table 1. Applications from U.S. residents in Canada rose sharply, going from 16,832 to 23,434 between 1990 and 1996, an increase of 39 percent. This may be compared with the 29 percent rise in total applications, suggesting that the United States is taking a larger share of Canadian patent applications over time. Applications from Canadian residents in the United States increased by 33 percent over the same period. Both Canada and the United States registered enormous relative increases in patent applications in Mexico, which surely reflects both the strengthening of Mexico’s patent system in the early 1990s and that country’s entry into NAFTA. This finding underscores that the willingness of foreign firms to patent in a particular country is a function of that country’s openness to trade, among other factors.
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Source: OECD, Basic Science and Technology Indicators, 2001.

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>PATENT APPLICATIONS IN NORTH AMERICA, 1990-96</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOTAL</td>
</tr>
<tr>
<td>1a. Applications in Canada by Residency</td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>37,917</td>
</tr>
<tr>
<td>1994</td>
<td>41,462</td>
</tr>
<tr>
<td>1996</td>
<td>49,254</td>
</tr>
<tr>
<td>1b. Applications in the United States by Residency</td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>176,100</td>
</tr>
<tr>
<td>1994</td>
<td>209,691</td>
</tr>
<tr>
<td>1996</td>
<td>223,419</td>
</tr>
<tr>
<td>1c. Applications in Mexico by Residency</td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>5,289</td>
</tr>
<tr>
<td>1994</td>
<td>9,944</td>
</tr>
<tr>
<td>1996</td>
<td>30,694</td>
</tr>
</tbody>
</table>

Figure 2 plots the relative growth of business enterprise R&D in the manufacturing sector and certain high-technology industries in Canada and selected OECD countries. It is evident that the rate of increase of Canada’s private R&D stands out among the OECD countries. Canada had the largest increase in total manufacturing R&D, which rose by over 50 percent between 1990 and 1997. It ranked second in R&D growth in chemicals and third in office and computing machinery and professional goods (instruments). Most remarkable is the substantial relative increase in R&D in the Canadian drugs and medicines industry, which rose by a factor of 2.4 over the period. This increase reflects in part the agreement between the Canadian government and local branches of global pharmaceutical companies to increase their local R&D efforts to a target proportion of their Canadian sales.28 In fact, these targets have been significantly exceeded, suggesting that they do not bind the decisions of pharmaceutical companies, who are now choosing to conduct more R&D in Canada. At the same time, the share of basic R&D performed in this industry fell from 27 percent in 1990 to 21 percent in 1997. Thus, although there was a rise in the absolute levels of both types of R&D, the relative increase in applied work, such as clinical testing, was larger. At the same time, it should be noted that Canadian generic drug companies increased their ratio of R&D to sales from 7 percent in 1988 to 13 percent in 1993, reflecting in part an effort to obtain patents on their own discoveries.29

The fact that Canada has been increasing its relative share of R&D is brought out in Figure 3, which plots Canada’s share of business enterprise R&D undertaken in Canada and the United States. Canada’s share of total manufacturing R&D rose by approximately 26 percent over the period, despite the fact that its share of the two countries’ total manufacturing output declined marginally. Canada experienced similar rises in R&D shares in chemicals (including drugs and medicines) and in non-electrical machinery. In each case, the shares remain well below Canada’s share of the two countries’ sectoral output, so the research intensity of Canadian industry remains behind that of the United States. However, the trend is toward convergence.

Figure 4 plots the technology balance of payments for Canada, the United States and Mexico. It measures net receipts from royalties and licence fees under technology contracts.30 Canada’s performance is striking in that there was a rapid increase in the technology balance of payments surplus from zero in 1990 to $350 million in 1996. Clearly, this is not an artefact of exchange rate movements since such movements would affect receipts and payments equally. On this score, Canada is increasingly becoming a source of internationally used technologies.
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Canada's R&D Shares, 1990-97

Note: * Includes drugs and medicines.
Source: OECD, Basic Science and Technology Indicators, ANBERD, 2001.

Figure 4

Technology Balance of Payments, 1990-97 (in US$ millions)

Source: OECD, Basic Science and Technology Indicators, 2001.
This finding is reinforced by the calculations presented in Table 2, which shows indexes of revealed comparative advantage (RCA) for our set of high-technology manufactured goods. The RCA index is the share of Canada’s exports in an industry relative to OECD exports in that industry, divided by Canada’s share in global (OECD) manufacturing exports. Thus, a figure over unity indicates that the industry has a relatively high export orientation in comparison with other industries, suggesting the existence of a comparative advantage. The figures in Table 2 suggest that, despite Canada’s overall comparative disadvantage in these industries, the RCA indexes are increasing over time. This is consistent with a shift in Canada’s output and export mixes toward such goods, in comparison with the rest of the OECD. At the same time, however, Canada’s trade balances in these goods have tended toward larger deficits with the world and the United States, as depicted in Figure 5. Thus, despite the increase in relative export shares, Canadian high-technology imports have risen faster than high-technology exports. Canada remains a net importer of technology through the trade channel.
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**GENERAL PERSPECTIVES ON PATENTS, INNOVATION AND DIFFUSION**

The material in this subsection is familiar and requires only a brief overview. Most societies employ IPRs as an imperfect, or second-best, solution to the appropriability problem inherent in creating new information. It is costly to invent and because the techniques or products of that invention may often be copied by second-coming rivals who need not undertake as costly an investment, ex ante incentives to innovate could suffer in the absence of protection. This protection comes in the form of a temporary right to exclude others from
using the invention, thereby permitting the inventor to mark up the price over marginal cost and recoup his investment. However, that protection exacerbates the static distortion of insufficient user access associated with temporary market power.

In this regard, there are three primary justifications for awarding patents. First, they provide an incentive to incur the costs of inventing new technologies and products and bringing them to market. Encouraging commercialization is important, for a patent that is not worked through production or local sales provides little gain to consumers.

A second motivation is that patents help expand the stock of technical knowledge available to the public. In return for providing market exclusivity, society requires compensation in the form of disclosed technical information that may be used in subsequent innovation. Thus, patent applications make known technical aspects of new information that others are free to incorporate into new works that legitimately invent around the patent claims. The narrower these claims, the easier it is to develop follow-on inventions and competing products, but the thinner is the incentive for initial R&D. Similarly, the sooner the patent application is laid open to the public, the faster its technical advances become known.

A third justification is that patents could reduce the transaction costs of licensing, helping to develop markets for creating and exchanging new information (such as patent exchanges, patent pooling, licensing agreements, and the like). Without such exclusive rights these markets may fail to develop or operate efficiently.

Despite these potential gains, society also recognizes that the market power associated with patents may impose social costs. Therefore, governments render some technologies ineligible for patents, limit the duration and breadth of patents, permit opposition proceedings and challenges to validity, define conditions under which compulsory licences may be issued, and regulate the exercise of market power through competition rules. These limitations vary across countries and may be selected to affect the competitive conditions associated with the patent regime. Indeed, it is these terms and limitations of protection that are the subject of harmonization efforts.

The essential question, which is difficult to answer confidently, is to what extent various patent regimes contribute to the development of new knowledge, its conversion into marketable products and technologies and its diffusion into broader competition. A brief review of available evidence is in order.

As regards the necessity of patents for stimulating invention, survey data send mixed messages. Other sources of market power could provide sufficient return on investment even in the absence of patents, including imitation costs and lags, imperfect information flows, entry barriers associated with market concentration, and reputation advantages from being first on the market.
Two surveys of U.S. R&D managers conducted in the 1980s display consistent findings.\textsuperscript{33} Across the manufacturing sector, the pharmaceutical and chemical industries considered the promise of patent protection to be essential as more than 30 percent of the inventions would not have been developed in its absence. Somewhat less reliant were the petroleum, machinery, and fabricated metal products industries. In all other manufacturing industries, patents were viewed as unimportant or only marginally important in inducing R&D. Despite this result, firms do register for protection: the percentage of patentable inventions that were patented ranged from 50 percent in primary metals to 86 percent in machinery. The remaining inventions were protected through trade secrets and other private actions. These findings were complemented by similar results in a recent survey on U.S. innovation.\textsuperscript{34}

This evidence suggests that the responsiveness of R&D to patent protection in the United States is fairly low, except in sectors where investment costs are high and imitation is relatively easy. However, these surveys are dated and developers of newer technologies, including biotechnological processes, plant genetics, and software, find patent protection important for safeguarding their inventions.\textsuperscript{35} With the emergence of these new technologies, there has been an increase in both the absolute number of patent applications and the propensity to patent in the United States. Unfortunately, it is difficult to sort out the channels of causation at work here. Recent legislative, administrative and judicial practice in the United States has strongly increased the scope and exclusivity of patents, both generally and in areas such as business methods, drugs and biotechnology. Whether this policy is a consequence of growing demands for protection as R&D rises or is itself a stimulus to innovation cannot easily be assessed, though presumably these influences operate in both directions.\textsuperscript{36} The rising propensity to patent may further reflect the need to acquire patent portfolios for strategic and defensive purposes in the marketplace. In that regard, patent litigation is also rising sharply in the United States.\textsuperscript{37}

This lack of formal evidence makes it problematic to draw any firm conclusions. In my judgment, however, a fair summary of the R&D-inducing value of patents in the United States would read as follows. First, patents seem to play a significant role in encouraging risky, long-term R&D that produces major technological breakthroughs which ultimately support the development of entire industries and complementary uses.\textsuperscript{38} Second, patents have taken on increasing importance as the average length of product and technology cycles in many industries has fallen because of lower costs of imitation and reverse engineering. Third, patents remain a necessary stimulus to invention in the pharmaceutical industry, where average R&D costs per new chemical entity have increased markedly in recent years. Fourth, some critical new technologies, such as biotechnology, seem equally dependent on the promise of patent protection as an incentive for R&D. However, it is less evident that patents are
necessary, or even appropriate, for protecting new software. Fifth, the rising propensity to patent points out that, independent of their stimulative value, patents are viewed by firms as important mechanisms for bringing goods to market, defending market positions and acquiring a strategic advantage. All of these claims are heavily conditioned on the broader environment that strongly supports invention and commercialization in the United States.

The primary evidence on these aspects for Canada comes from an analysis of Statistics Canada’s 1993 Survey of Innovation and Advanced Technology. It provides deep and detailed information on the relationship between IPRs and innovation in Canadian manufacturing firms. Here are the essential conclusions from this analysis. First, innovation in small- and medium-sized enterprises is an important determinant of productivity and output growth. Second, relatively few Canadian firms rank patents as an important inducement to their innovation programs, finding instead that market lead time, trade secrets and complex designs are more significant. Put another way, appropriability is critical for innovation, but patents matter less than other methods of protection and business strategies. However, as firm size increases the ex ante importance of patents rises. Third, even though patents are not widely viewed as important for innovation, firms that innovate do take out patents extensively, supporting the view that patents are important for market-building and strategic purposes.

In this context, a firm’s IP management is an important source of productivity growth. The management of IP requires legal, administrative and design skills. But other things being equal, firms with higher propensities to patent are not more likely to be innovative. Fourth, large firms tend to be more innovative and to use patents more. However, other things being equal, foreign-controlled firms are not more likely to innovate than are domestically-controlled firms, though subsidiaries of foreign multinationals may have better access to international technologies.

Fifth, for purposes of innovation it is important to have in-house R&D capabilities in order to develop new products and to more readily learn and adapt new technologies from other firms. Sixth, survey results underscore the importance of developing numerous innovation competencies, including R&D in new products and process technologies, marketing, and logistics. Finally, access by firms to an effective and complementary science and technology infrastructure has a positive and significant impact on innovation. Institutions such as private and public technical services (testing laboratories and standards organizations) and research institutes with capabilities to share information do make a difference. Also critical are the availability and quality of universities, which both create new information and facilitate its absorption by private enterprises. Further, higher education generates an effective skill base for innovative activity.
Returning to general notions, patents are a factor in information dissemination. To the extent that new information spreads into wider innovative uses in the economy and the original inventor cannot appropriate all the related value, the social gains from R&D exceed the private gains, a point on which there is ample economic evidence in the United States and elsewhere. While patents may limit this information diffusion by providing strong exclusionary rights, they can play a positive role on several dimensions. First, if innovation itself is restricted by a weak patent system, there will be less information to spread around. Second, as firms undertake more innovation they may become more capable of successfully adopting and improving the knowledge of others into productive uses, suggesting that there is a strong complementarity between a firm’s own R&D, potentially supported by IPRs, and its ability to learn from others. Studies of total factor productivity growth for a number of countries at varying levels of economic development support this view and indicate that competitive diffusion is enhanced by firm-specific R&D programs.

Patents should have a direct positive impact on diffusion through their disclosure rules, which require that the information about a new technology be described in sufficient details that someone skilled in that particular art may reproduce it. Thus, laid-open patent applications are potentially a rich source of learning and allow rivals to develop non-infringing versions and follow-on inventions that improve the technology.

There is little systematic evidence showing that patent disclosure requirements have this effect in the United States. Survey data in Canada suggest that examining patent applications is considered by high-technology firms to be among the least important sources of new information, though it is moderately important for firms in medium- or low-technology sectors. The difference is likely that technical advance is so rapid in high-technology sectors that information found in patent applications tends to be outdated before it may be read and absorbed. In this connection, liberal rules about patent disclosure may not be important, and could be counterproductive if they discourage patenting, in nations such as Canada that seek to build additional competence in advanced technologies.

In assessing this inference, attention should be paid to recent findings indicating that the highly liberal rules on patent disclosure and opposition which characterized the post-war Japanese patent system served as a significant source of technological progress in Japan. In particular, rapid disclosure of inventions described in patent applications encouraged extensive filing of applications for utility models, representing follow-on innovation, as well as cross-licensing agreements that diffused information across firms and industries. While such standards may be sensible for a technology follower nation with competent engineering skills, they become increasingly inappropriate for countries seeking to
develop new technologies based on advanced R&D. Indeed, Japan abandoned this system in 1994, albeit under pressure from the United States.

The final means by which patents (and related devices) can support information diffusion is by providing the legal foundation for market transactions in knowledge. Difficulties inherent to writing contracts for selling and sharing information include, among others, an unwillingness to reveal technical secrets and tacit knowledge to licensing and production partners without guarantees against defection and rival entry.\(^4\) In turn, partners may be hesitant to accept a contract without understanding the particulars of the invention and its potential commercial value. Patents can provide the legal certainty required to underpin both sides of such contract. Some recent empirical evidence suggests that patent rights play a positive role in encouraging licensing.\(^4\)

In this context, it is worth reviewing briefly the evidence available on information spillovers as they relate to patenting. Using a translog cost specification covering 12 Canadian manufacturing industries in the 1970s and 1980s, one study found that payments for foreign technologies and an industry’s own R&D spending are strongly complementary.\(^5\) This is an important finding, for it demonstrates that firms need to have active R&D programs in order to make productivity gains (here, lower costs) through foreign technology licences, arm’s-length contracts or FDI partners. Put another way, it is important to have a significant R&D capability in order to stay abreast of foreign technology and be able to adapt it to local uses. Further, using rate-of-return calculations the study found that Canadian R&D in certain sectors, including chemicals, non-electrical machinery, and instruments, generates large and positive domestic spillovers in the form of lower costs in other sectors.

A recent study used data on bilateral patent applications to construct patent-weighted and R&D-weighted measures of domestic and foreign technologies available to Canadian firms.\(^6\) Recognizing that there is a high level of foreign control and ownership in Canadian industries, the author distinguished between domestic R&D stocks (knowledge) and foreign R&D stocks with learning mediated through FDI. He found that domestic interindustry spillovers in the form of total factor productivity (TFP) growth are higher in Canada than spillovers emanating from FDI, though both are positive and significant.\(^7\) Moreover, domestic interindustry spillovers of new technology have larger impacts on TFP growth than do industry’s own R&D expenditures. Finally, the contribution of own-industry R&D to TFP is much higher for process-related R&D than for product-based R&D. Overall, patenting in Canada by domestic and international firms bears a positive relationship to external learning economies, indicating a positive social return to the patent system, at least within the manufacturing sector.

Another recent study, using data from 19 OECD economies, considered the joint determination of decisions made by inventors in one country to patent in
another country (and in their own) and relative levels of productivity. Patents are direct albeit imperfect measures of the value of technology firms wish to exploit in various markets. The authors estimate patent decisions as functions of home residency, bilateral distance, home human capital, and bilateral import flows. In a second stage, they relate productivity to these patent measures, finding strong international spillovers, with over 50 percent of productivity growth (measured by the growth of real gross domestic product per worker) in each country deriving from innovation in the United States, Japan and Germany. Because of its close proximity and intensive trade relationship with the United States, Canada achieves between 62 percent and 82 percent of its productivity growth from U.S. research. Another noteworthy fact was that Canada’s high proportion of educated labour makes the country especially productive in absorbing foreign technological information.

**HARMONIZATION AND THE REGIONAL DIMENSION**

While informative about the impact of patents (and patent rights) on innovation, learning, and technology transfer, the material just reviewed cannot address the central question posed in our study. Specifically, none of the studies mentioned discusses the role of patent harmonization in a setting of regional trade preferences. Unfortunately, there appears to be little evidence on how patent harmonization or regional trade agreements bear on these processes. This section discusses the relevant issues in general terms.

One obvious point is that Canadian firms already have access to the U.S. patent system because it does not discriminate based on the country of residence of the applicant or the complainant. In that regard, arguments for harmonization presumably rest on the view that Canadian firms are less innovative than they would be under identical standards, rather than being a plea for more legal access in the United States. Put another way, perhaps Canadian inventors fail to take full advantage of the both systems because they are not identical.

**POTENTIAL BENEFITS AND COSTS OF HARMONIZATION**

It is evident that differences in standards and procedures matter for economic decisions in the area of patents. Differences in effective patent duration, scope, eligibility rules, standards for non-obviousness and novelty, and opposition procedures make a difference in firms’ patenting behaviour. It is less clear that such differences are inappropriate across countries, or that nations suffer in dynamic terms from failing to adopt standards that replicate those of other countries.

This situation raises the question of what the prospective gains and losses might be for Canada if it were to harmonize its patents rules and procedures.
with those of the United States. Again, this is not a question that can be answered with much confidence, given the complexity of the subject, the weakness of available data and the uncertainty about how firms would respond. However, following are some relevant points to consider.

Let’s begin with potential benefits. First, borrowing a page from standard trade theory, one could argue that, as a small country, Canada would gain from tighter linkages with the United States, the large country. The thrust of this argument in international trade theory is that small countries enjoy a disproportionate share of gains from trade when they remove their tariffs and quotas, thereby permitting domestic relative prices to converge with those set by the large nation. This change, which involves harmonization based on a policy of free trade, should result in a more efficient resource allocation, with both static and dynamic welfare gains. This argument rests on the presumption that prices are set efficiently by the large country and that there are not other market imperfections that would be exacerbated by trade liberalization.

In the context of patent rights, if Canada’s somewhat weaker protections were inefficiently reducing innovation and capital accumulation relative to what they would be under U.S. standards, there would be a strong case for harmonization. However, this claim raises at least three problems. First, patent regulations are not trade taxes. Whereas elimination of the latter may be expected to generate aggregate benefits under most circumstances, harmonization of the former may not. Patent standards operate on the complex interplay of innovation, learning, imitation and market power, all of which involve departures from the competitive ideal. Indeed, even if one could show that a common set of regulations were appropriate for two countries engaged in limited trade and FDI, it would not necessarily follow that they would be jointly optimal in a situation of mutual free trade.

Second, and what amounts to the same point, for Canada to gain from adopting U.S. standards there must be a presumption that the U.S. regulations are themselves optimal or at least sensibly efficient. I will argue in a later subsection that this notion is questionable and that a number of U.S. rules are excessively strong, even in the context of a large, competitive economy with extraordinary innovation and invention capabilities. Third, as will be discussed below, available evidence and econometric analysis cannot find support for the efficiency-enhancing aspects of harmonization.

Returning to potential gains, one should distinguish between an increase in the overall level of patent protection and a convergence of patent systems through equalization of particular standards. By employing the Ginarte-Park (GP) aggregate index of patent protection across countries, a number of authors have analyzed the level effects of stronger patent protection on such processes as international trade, FDI, licensing, international patenting (as a measure of innovation and diffusion) and productivity growth. This literature
may be briefly summarized as follows. First, stronger aggregate patents have a significantly positive impact on manufacturing imports into middle-income and higher-income countries with strong imitative and absorptive capabilities. This tendency is moderated at high levels of protection, suggesting that the ability to attract more technology through trade is subject to diminishing returns as countries become wealthier.

Second, as patent protection increases, there is a significant stimulus to inward FDI from technologically advanced countries, as suggested by survey data and econometric work. However, two interesting substitution properties qualify this result. As middle-income developing countries raise their protection levels, U.S. multinationals tend to shift their location decisions at the margin toward those nations and away from developed countries where standards are already strong. For example, rough calculations suggest that as Canada and Mexico raise their patent indexes to levels anticipated under the TRIPs Agreement (which are not much different than those under NAFTA), the stock of U.S.-owned FDI assets in Canada could fall by perhaps $7.9 billion in the long run, while it could rise by $4.1 billion in Mexico. This result suggests that substantially stronger patent rights, which served as a locational advantage for Canada, are likely to be eroded by the relatively stronger upgrade of rights in Mexico and elsewhere. Indeed, between 1990 and 1997, Canada’s share of total inward FDI stock in North America (Canada, the United States and Mexico) fell from 20.9 percent to 14.5 percent, while Mexico’s rose from 6.0 percent to 9.2 percent. While these trends are due to many factors, it is conceivable that the IPR effect played a role. In that context, additional increases in protection could be in order for Canada if it is concerned about this relative reduction in inward FDI. Another substitution proposition is between modes of entry rather than locational choices. Evidence suggests that as patents get stronger overall, especially among higher-income developing economies and developed economies, multinational enterprises shift away at the margin from majority-owned affiliate activity toward increasing use of arm’s-length licensing.

One study has used the index of patent rights to examine the impact of a uniform increase in patent rights across countries on international patenting decisions, taken as a measure of technology diffusion. The author found that a rise in the GP index from its 1990 levels by one-half the sample standard deviation had a positive impact on decisions to patent everywhere. But the impact is relatively stronger among industrialized economies than between that group and developing economies. Econometric simulations suggest that, for its part, Canada would apply for 5,962 additional patents in foreign countries, an increase of approximately 17 percent over the 1997 level. However, 85 percent of that increase would be registered in other industrialized countries and 69 percent of the remaining applications would go to Spain, Korea and Greece.
Foreign residents would apply for 15,750 more patents in Canada, an increase of nearly 30 percent over the 1997 level, virtually all of them from developed economies. Thus, uniformly stronger global rights will do little to narrow the patenting gap between rich and poor nations but should assist nations such as Canada in attracting technology and registering innovations abroad.

Again, however, while such evidence seems to favour a policy of raising the average strength of patent rights toward those in the most innovative countries, it says little about specific standards, the proper subject of inquiry about harmonization. It is possible that differential standards impose nation-specific fixed costs for finding information, designing appropriate products and technologies, working with patent agents and examiners, and selecting and litigating patent claims. These costs have a strong impact on decisions regarding locations in which to patent. They may be compared to international variations in technical standards regarding product characteristics, which can strongly reduce trade flows.

More generally, they could be a component of international friction costs that have been identified in recent literature as major barriers to trade, investment, and technology transfers. While poorly understood, such costs relate to differences in legal environments, business cultures and preferences. To the extent that Canadian inventors are less familiar with U.S. patent rules, they may produce fewer products and technologies that could meet both standards. Such differences could also lead firms to develop process and product variants that are differentiated by scope of claim and marketed for specific national uses. This would raise fixed costs of innovation on international markets, which could be relatively more damaging for small countries.

The inherent distortions created by differential standards are both static, in terms of where and how to exploit patents, and dynamic, in that R&D investment decisions could be oriented toward sub-optimal product and market differentiation. Based on these arguments, Canada could become more innovative, and reduce its per-unit costs of innovation by moving toward harmonized standards with the United States.

However, there are potential costs involved here as well. Under the presumption that Canada-U.S. harmonization means making Canadian standards more protective, one would expect Canadian firms to pay more in licensing fees and royalties for subsequent U.S. inventions. For example, updated estimates from a recent study suggest that if Canada had met patent standards in 1988 that were subsequently required under the terms of the TRIPs Agreement, Canadian firms could have been expected to pay an additional $1.2 billion (in 1995 prices) in net fees on patent rights then in force.

More fundamentally, the distinctiveness in patent rules reflects differences in preferences, business environments, technological capacities, and approaches to regulation. Presumably, the Canadian system reflects both Canadian values...
and the implicit bargain struck within the political economy about how to balance the interests associated with creation and dissemination. Just as one would not ordinarily expect countries to adopt common standards in such areas as product regulation, environmental safety and working conditions, neither would one expect them to do so for IPRs. Indeed, even within tightly integrated economic areas there remain substantive differences in intellectual property protection. Individual U.S. states retain specific rules covering trademarks, unfair competition and trade secrets, while the EU remains a considerable distance from effective harmonization in the patent area.

**Tentative Empirical Evidence**

Thus, for Canada to harmonize its standards with those of the United States would involve sacrificing policy discretion and foregoing national preferences in the interest of stronger innovation possibilities. Ultimately, it is an empirical question whether harmonization would yield such innovation gains.

One way of addressing this question is to return to the Ginarte-Park patent index and focus on its sub-components. As noted above, harmonization is about removing differences in particular standards, such as patent eligibility and enforcement mechanisms. The GP aggregate index for each nation is the sum of five individual components that differ across countries. In principle, it is possible to investigate the effects of equalizing specific components. These five components, which have existed for every five years from 1960 to 1995, are as follows. First, which products and technologies are excluded from patentability? The more exclusions the lower is the coverage (COV) sub-index. Second, how long is the duration (DUR) of patents? Third, what legal mechanisms, such as preliminary injunctions and a doctrine of contributory infringement, are available for enforcing (ENF) patent rights? Fourth, is a country a member (MEM) of key international industrial-property conventions? Fifth, what procedures exist for revocation of patent rights (RIG)?

On the basis of these components, Canada has been gradually increasing the strength of its patent regulations relative to those existing in the United States. A simple t-statistic test showing whether the average score differs between the two nations fell from 4.43 in 1985 to 3.61 in 1990 and to 2.65 in 1995. Thus, while there remained statistically significant differences in 1995 — especially in coverage and revocation of rights — Canada had, by that time, achieved a considerable degree of convergence.

An obvious question is whether international variations in these component scores, relative to those of the United States, have detectable effects on productivity. In order to consider this issue, the OECD STAN data set was used to develop measures of employment, capital stocks, R&D stocks and TFP in 13 major manufacturing sectors of 10 industrialized countries in 1985, 1990
and 1995. These TFP levels were then regressed on country, sector and year dummy variables, own-country R&D stocks and distance-weighted R&D stocks, using ordinary least squares with a consistent estimator of standard errors subject to heteroskedasticity. The regressions were run both with and without the GP index itself, along with ratios of each country’s COV, ENF and RIG measures relative to the United States. In principle, these components are the most significant for incentives to innovate (the others vary little among industrial countries) and are, in any case, the most relevant for considering harmonization between Canada and the United States. If harmonization with the United States were to raise TFP performance, one would expect positive coefficients on these variables.

The results from this regression exercise, some of which are reported in Table 3, were not conclusive. Briefly, most of the variation in sectoral and national TFP measures are explained by the country, year, and sector effects, suggesting considerable heterogeneity in productivity sources. To summarize results for the variables of main interest, the aggregate GP index of patent rights has a positive but insignificant effect on TFP levels. With GP included or excluded, none of the coverage, enforcement or rights ratios had coefficients significantly different from zero. On this measure, there is little indication that adopting patentability standards and enforcement mechanisms that mirror those of the United States would raise productivity.

We are also interested in discovering whether these patent rights components affect the international distribution of sales and R&D activity by U.S.-majority-owned manufacturing affiliates abroad. Using data from the Bureau of Economic Analysis for a sample of 36 developed countries and middle-income developing countries in 1992 and 1997, affiliate sales and R&D figures were

<table>
<thead>
<tr>
<th>TABLE 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TOTAL FACTOR PRODUCTIVITY (TFP) REGRESSION, CENTRAL CASE</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DEPENDENT VARIABLE: LOG(TFP)</th>
<th>VARIABLE</th>
<th>COEFFICIENT</th>
<th>Z-STATISTIC</th>
<th>PROBABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log GP</td>
<td>0.512</td>
<td>0.938</td>
<td>0.348</td>
<td></td>
</tr>
<tr>
<td>Log RD</td>
<td>0.096</td>
<td>2.212</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>Log WTRD</td>
<td>0.002</td>
<td>0.012</td>
<td>0.991</td>
<td></td>
</tr>
<tr>
<td>Log COV Ratio</td>
<td>–0.354</td>
<td>–1.521</td>
<td>0.128</td>
<td></td>
</tr>
<tr>
<td>Log ENF Ratio</td>
<td>–0.302</td>
<td>–1.551</td>
<td>0.121</td>
<td></td>
</tr>
<tr>
<td>Log RIG Ratio</td>
<td>0.015</td>
<td>2.004</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>390</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adj, R²</td>
<td>0.34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>–146.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The regression method used is ML-GARCH.
regressed on gross national product (GNP), GNP per capita, distance from the United States, the GP index and the component indexes. In both cases, the coefficient on COV was negative but not significant, placing doubt on the ability of harmonized patentability criteria to expand affiliate activity and technology creation. The coefficients on both ENF and RIG were positive but not significant. Interestingly, an interaction term between RIG and a dummy variable for North America (Canadian or Mexican affiliate locations) was significantly positive in both equations. Thus, it seems that there may be some innovation gains to make from a tighter integration of rules governing revocation of rights. However, this conclusion needs further corroboration.

This evidence provides a modicum of support for the view that harmonization of certain components of patent standards can have a positive effect on productivity, but this inference cannot be considered definitive. The available measures are simply not sharp enough to sort out this question. Based on this evidence, I am reluctant to formulate any policy conclusions.

**REGIONAL HARMONIZATION PRESSURES**

ONE QUESTION POSED FOR THIS STUDY is whether North American harmonization of patent regimes is likely. There seems to be little political pressure within the United States for making its own standards less protective, so any such harmonization presumably would have to come from domestic interests in seeking more rigorous standards in Canada and Mexico.

Such pressure could emerge if trade liberalization under NAFTA were to blunt the increased incentives to innovate resulting from stronger patents adopted in the 1990s. In the context of this study, it is only possible to indicate channels under which trade liberalization could interact with IP protection. Unfortunately, there is not much empirical evidence available to examine these channels.

By cutting tariffs on a preferential basis, NAFTA has expanded the market sizes facing Canadian firms, but it also increased competition from U.S. firms on the home market. The former effect should raise incentives for Canadian firms to engage in more innovation and quality improvements, processes that are assisted by stronger patents. Moreover, because Canadian exports may be expected to target the U.S. market, such firms would have an additional interest in harmonizing patent rules between the two countries in order to reduce costs. But at the same time, increased import competition threatens higher-cost Canadian firms with little innovative capacity, suggesting that the latter would prefer liberal Canadian patent standards.

Trade liberalization under NAFTA might also be expected to reduce incentives for horizontal FDI as Canadian and U.S. multinational enterprises find it more economic to supply Canada through exports rather than branch production.
If true, Canadian affiliates could find it advantageous to support stronger and more-harmonized patent standards. However, a recent study showed that the effect of bilateral tariff cuts between Canada and the United States had the opposite effect. U.S. multinationals integrated their North American production such that Canadian affiliates significantly increased their sales to the United States while there was little impact on U.S. parent sales in Canada. Thus, bilateral tariff cuts have been trade-creating in this sense. For our purposes, it suggests that the effects of trade liberalization on FDI should not raise much pressure for offsetting changes in IPRs. This finding is consistent with broader studies indicating that NAFTA has created considerably more trade than it has diverted.

It is possible to place these effects of trade and investment preferences into sharper focus by defining the concepts of intellectual property creation (IPC) and intellectual property diversion (IPD). The former notion refers to decisions made by firms located in NAFTA countries to create more innovations and to register and exploit more patents, trade-marks and trade secrets within the region by virtue of more tightly integrated economic relations. The latter refers to decisions made by firms located outside the NAFTA area to register and exploit fewer IPRs within the region. To the extent that IPC dominates IPD, given the existing patent regimes, one would not expect much pressure from Canadian firms to push for greater harmonization. Given the results just reviewed and the earlier data showing Canada’s shift into innovative activities, it is difficult to argue that IPD dominates in NAFTA. Indeed, as shown in Table 4 there is little indication that residents of other countries, except Japan, are reducing their patent applications in Canada and Mexico in the wake of NAFTA. For these reasons, it is unlikely in my view that competitive effects associated with NAFTA will greatly increase pressures among Canadian firms to move toward the U.S. patent system.

<table>
<thead>
<tr>
<th>TABLE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SHARE OF PATENT APPLICATIONS IN CANADA, THE UNITED STATES AND MEXICO, 1990/92 AND 1997</strong></td>
</tr>
<tr>
<td><strong>ORIGIN</strong></td>
</tr>
<tr>
<td>****</td>
</tr>
<tr>
<td>Canada</td>
</tr>
<tr>
<td>United States</td>
</tr>
<tr>
<td>Mexico</td>
</tr>
<tr>
<td>Japan</td>
</tr>
<tr>
<td>United Kingdom</td>
</tr>
<tr>
<td>Spain</td>
</tr>
</tbody>
</table>

Note: * 1992 shares.
Source: OECD, Basic Science and Technology Indicators, 2001.
EXCESSIVE PATENT PROTECTION IN THE UNITED STATES

IN SOME DIMENSIONS, U.S. PATENT POLICY has become protectionist in the sense that it strongly favours the interests of inventors over those of users and potential rivals, thereby threatening to stifle innovation and competition. Such protection may be seen as excessive, even in the context of the highly innovative U.S. economy. It is unlikely that Canada would gain from emulating these standards.

Under current practice, the United States recognizes virtually no exceptions to patent eligibility. Applicants must demonstrate only that the invention bears novelty, an inventive step, and has commercial utility, without concern for the area of technology. Such standards raise weak bars to patentability, suggesting that protection is achieved at low cost. This weakness could be offset by awarding narrow patent claims, but U.S. practice often recognizes broad claims on inventions with limited novelty or inventiveness. One area in which this is problematic is biotechnology, where broad patents have been awarded for research tools, supporting exclusivity claims in a large range of potential uses.64

Nowhere is this tendency more evident or more controversial than in the patenting of business methods, which has given rise to a heated debate in the United States. Some critics wonder whether these methods should be patentable at all. There are two other essential objections. First, some patents ensue on ideas that could not reasonably be considered novel, in that similar methods have existed in unprotected form earlier. For example, Priceline.com’s reverse auction, in which purchasers list a maximum price and the software auctioneer finds a willing supplier, has antecedents in Dutch auctions and other selling methods.65 Similarly, Barnes and Noble contested the validity of Amazon’s one-click patent on the grounds that other techniques involving a single operation by the consumer, contingent on the seller being able to identify the consumer uniquely, had been in operation prior to the issuance of this patent in 1999. This situation arises because the United States Patent Office is limited in its ability to explore prior art, while oral prior knowledge cannot be considered in a patent application. Second, patents awarded often cover remarkably broad claims that could allow patentees to exclude competition in a wide swath of Internet applications. One example is the patent issued to Sightsound.com, which claims to own the rights to all electronic means for distributing digital audio or video recordings over the Internet.

An unfortunate outcome of these weak standards is that the United States often issues patents of low quality that provide exclusive rights to inventions and products which have little originality and may also lack clarity in the true scope of claims.66 Furthermore, as discussed earlier, the Dickinson v. Zurko case has made it difficult for courts to overturn patent grants. These problems are a factor in the rising tide of patent litigation in the United States.
CONCLUSIONS AND RECOMMENDATIONS

Despite the extensive review of theory and evidence provided here, it is difficult to reach firm conclusions about the wisdom of harmonizing the Canadian patent regime with that of the United States. The reasons for this ambiguity are that economic theory provides little guidance about the net benefits from harmonization, while empirical evidence, though suggestive, is far from definitive. As a result, I will simply provide narrative statements about the tradeoffs involved by each aspect and try to draw a recommendation that is sensible if not always supported by data.

First, Canadian innovation indicators are improving rapidly as the economy shifts further into the development and exploitation of advanced technologies. While it is not easy to sort out the reasons for this increase, it does not suggest that Canadian innovative activity would be markedly improved by a decision to adopt U.S. patent standards.

Second, it seems unlikely that significant private pressure will emerge to completely harmonize North American patent rights.

Third, harmonization of Canadian standards with U.S. standards would have mixed effects on inward FDI and technology transfer. The scale effect of stronger patents could be expected to increase such flows, albeit at a higher cost per unit of technology. If inward technology trade is an important consideration for Canadian policy, some movement toward the U.S. system could offset the lower incentives to operate in Canada resulting from the convergence from low standards in Mexico and other middle-income countries. However, there are diminishing returns to stronger patents in this regard in the developed countries.

Fourth, harmonization with the U.S. system would surely be sub-optimal in a case where U.S. standards are themselves overly protective of inventor interests. Canada could consider adopting rules from other countries that seem more appropriate to promoting competition. For example, it is likely that, ultimately, Canada will provide patents for software in general and business methods in particular, for such items may be shown to meet standard patentability criteria in many circumstances. However, rather than awarding such patents with cursory examination for prior art, which is often non-existent, Canada could follow Japan’s lead regarding business methods patents. While it clearly recognizes the patentability of business-methods inventions, the Japanese Patent Office proposes to enforce a higher inventive step than does the USPTO. Specifically, this inventive step would be denied when the invention may be easily conceived through combining publicly known methods with common techniques in business and knowledge of standard computer technology.67

In this context, we may return to the set of Canadian practices that are in question and provide commentary on each.
Given the global standard, it makes little sense for Canada to shift to the U.S. system of awarding patents to the first to invent rather than the first to file.

There is an increasing interest on the part of Canadian firms and affiliates to engage in R&D to develop patentable inventions in medicine and biotechnology. Thus, it is worth considering a mechanism ensuring that such R&D is not disadvantaged by a patent term that is made unreasonably shorter than in the United States by regulatory procedures. One model to consider might be the EU’s supplementary protection certificate, which provides automaticity, a maximum effective patent life that nevertheless accounts for regulatory delay, and diffusion incentives.

At the same time, Canada’s ability to compete in new and incremental inventions could be harmed by shifting toward recognition of broad claims that would extend exclusivity to a wide range of potential applications.

The practice in the United States of strongly discouraging challenges to patent validity is questionable even in the context of the U.S. economy. There is little to recommend it in terms of Canadian policy.

The introduction of a special court devoted to IPR issues is worthy of consideration, so long as its decisions are keyed more toward a balance of Canadian interests than conditioned by the needs of inventors.

Given the strong linkages between intellectual property protection and anti-monopoly policy, it is advisable for Canada to consider a more competition-based approach to regulating the exercise of patent rights, as does the United States.
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The Economics of Digital Copyright in the Knowledge-Based Economy

INTRODUCTION

This study has three ambitions: to describe the economic implications of the copyright system; to distinguish digital copyright regimes from the more general copyright regime based on analog or other media; and to apply the distinctive features of the digital copyright regime to the Canadian policymaking context. While I generally hold the view that there is nothing new under the sun — old legal regimes are usually adequate to manage new technology — I observe that digital technology has altered the economic and legal relationships between producers and consumers of goods. In other words, digital technology does not eviscerate copyright law, but the application of current law to new digital goods does fundamentally shift the terms of trade between parties. Overall, the new terms favour copyright owners over consumers, but they increase the efficiency with which new goods are created and traded. Whether their interests are shared or conflicting, consumers and producers increasingly enter into new forms of exchange that transcend the one-time consumption of a single good. In effect, intellectual property has been augmented by a pervasive new intellectual contract. Across all consumers, this new contract redefines not only the individual buyer-seller bargain, but also such economic aggregates as measured productivity and the external balance of trade. Because productivity and trade growth are central to current Canadian economic concerns, these changes directly affect the approach that policy-makers take to the macroeconomic future even as they attempt to absorb the micro-economic lessons of the past.
In particular, digital copyright facilitates price discrimination by copyright holders. Price discrimination potentially increases the efficiency of economic transactions. While producers are better off with the option to price discriminate, consumers may be worse off or better off when price discrimination increases. Much of the study is devoted to the empirical and theoretical implications of increased price discrimination as the key new feature of copyright in the knowledge-based economy.

THE ECONOMIC PARADIGM

Although the claim is often made that intellectual property rights are just like other property rights,¹ there are several dimensions in which this statement is false. One difference between intellectual property and real or personal property is that intellectual property rights come into existence on the condition that a creator makes a successful investment, where success is defined according to the statutory criteria for property protection. In other words, the right is a reward for a successful investment. This view of intellectual property is inherently retrospective: the law looks backward to what the creator has done, and rewards him accordingly.

Of course, the particular reward — the right to exclude others — must be exercised prospectively, as others develop similar works of authorship. It is in the exercise of this reward that the copyright holder controls the subsequent creation and development of related works. Only when his work passes into the public domain does his influence over subsequent authors cease. Even then, authorship of complex composite works — which are increasingly common in the digital economy — may occur over a long period.² The parts that pass into the public domain first may be impossible to distinguish from those that remain copyrighted, so the effective economic life of a work may exceed the simple statutory definition.³

Unfortunately, the economic analysis of copyright has not modeled the effects of different regimes on the sequence of downstream creation as rigorously as has begun to occur in the analysis of sequential patenting (which remains a murky and non-robust area of the literature).⁴

We do not attempt in this study to model sequential copyrights. Aside from the difficulty inherent in defining the breadth⁵ of protection offered by a copyright regime, there are two further difficulties. First, copyright protects against a fundamentally different economic activity — copying — than that protected by patent law. Patent law encourages imitators to read a patent’s disclosure as an aid in inventing around its claims. Copyright law, by contrast, lacks any analogue to the division between the disclosure and claims of a patent document — there is only the copyrighted work itself. Copyright law implicitly penalizes those who use an original work to attempt a non-infringing
imitation of it: access to the original work coupled with substantial similarity creates a presumption of copying. In sum, the search algorithm for inventing around a copyright is inherently different from that employed in the case of patents, so the applicability of the sequential innovation literature is questionable.

A second difficulty with extending the sequential innovation literature to copyright lies in the comparatively sparse set of rights created under patent law. A patentee acquires the right to exclude others from making, selling or using an invention — three discrete stages in the distribution chain through which an invention passes. As it moves through the chain, an invention may be combined to form a larger system, but the distribution process does not create subsidiary rights. Copyright, on the other hand, envisages both a richer distribution chain (which may include adapters, performers, recorders and broadcasters of the work), as well as an explicit recognition that the work may be transformed into a derivative work at each stage of distribution. Being in effect jointly invented by the original creator and one of the subsequent links in the copyright distribution chain, these derivative works are protected by different and more complex reward structures for their authors than those typically created under patent law.

The present study has a more modest goal. It takes the economic complexities of copyright law as given. Onto this black box of incentives and restrictions is overlaid a discussion of the aspects on which the economic analysis of digital copyrighted works differs from that of traditional works. However, I wish to characterize digital copyright for policy-makers who must grapple — here and now — with its implications. If this grappling creates further demand for a finer analysis of all types of copyright, then the truth (which must include an acknowledgment of our relatively limited state of knowledge) will have been well served.

THE SHIFT IN TECHNOLOGY

Copyright has faced technological challenges with increasing frequency over the past century. The most important of these have likely revolved around new subject matter (such as the extension of copyright protection to software and the application of copyright or copyright-like protection to new categories of agents in the distribution chain (such as broadcasters). Although these debates are not without controversy, they have been resolved using relatively tried-and-true principles of copyright protection (and of property law more generally), aimed at preserving the balance between reward and distribution. Among the most important of these principles is the doctrine of exhaustion: once a copyright owner sells a copy of his copyrighted work to a user, that user is free to consume the work basically as he wishes, without restrictions. For example, the purchaser of a book may read the book as many
times as she wants; she may resell it; and she may use both the ideas and (within certain limitations) the expression it contains for her own further creation, whether private or public. The purchaser’s rights are impinged only to the extent that her use contemplates making a copy, which most uses do not. Broadly speaking, the user is restricted from activities that place her in competition with the copyright holder. Speaking in the more precise terms of copyright law, the user is restricted from copying, which includes transformative uses of the underlying work. In general, such uses can be identified with production, not consumption.

With the advent of digital works, the commonplace division between the purchaser as user and as potential competitor has broken down. This breakdown occurs for technological reasons: in order to use any work embodied in a digital medium, the user must himself make a copy. Unlike the reader of a traditional book, the reader of an electronic book — or the creator of a spreadsheet, or the viewer of a digital photograph — must, by the nature of the technology, engage in an act that is proscribed under copyright laws. Obviously, the contract between the copyright holder and the user must take into account such infringing activity, and it is the nature of this contract, not the nature of copyright law, that the digital revolution has altered fundamentally.

There are two legal routes out of the difficulty in which creators and users of digital copyrighted works find themselves. First, the law can declare that the use contemplated by the user is a “fair use,” meaning that although it is an infringement, the law exempts that infringement from liability. Fair use resembles an easement across the copyright holder’s property. Even in the United States, where fair use is explicitly codified under the Copyright Act, the courts must weigh several competing interests in order to determine whether a use is fair. This balancing leaves a great deal of room for ex ante uncertainty, which is costly to resolve ex post.

Second, the law may provide that the user holds an implied licence to make a copy — how else could the parties have executed a valid contract if, in exchange for consideration, the copyright holder could exclude the purchaser from making the copy which effects the purchaser’s use? But if the sale of a copy implies a licence to use, the scope of permissible uses is broad and its boundaries are vague.

Given the incomplete nature of the implied contract between the parties, the vast majority of creators of digital copyrighted goods have preferred to specify explicitly the nature of their licence. The significance of this shift in the basic terms of the exchange cannot be overstated. Over the entire market economy, the predominant form of contractual exchange between parties takes the form of a one-off trade of goods or services for money. When a relationship between parties persists beyond the transaction date, this relationship is usually (a) conditional on the statement of a future claim, which (b) generally
involves a claim by the buyer against the seller. For example, warranty terms often require purchasers to register their purchase with the manufacturer, who can then verify eligibility in the event of a defect or liability claim.\textsuperscript{12} There are significantly fewer contract terms that contemplate future liability claims by the seller against the buyer (except in his capacity as a potential reseller).\textsuperscript{13}

The need to specify the terms of the post-sale relationship between the seller and buyer greatly enriches the potential interaction between the parties. Relative to a non-licence world, this arrangement also shifts bargaining power from buyers to sellers. This shift occurs for several reasons.

\textit{Tying over time}. To the extent that licensing increases the interdependence between consumption decisions over time, the buyer/licensee is more vulnerable to \textit{lock-in} in the stream of future purchases. Conditional on making an initial sale, the seller need not work as hard to earn the buyer’s continuing goodwill by price competition or by investing in the quality of its subsequent products and reputation.\textsuperscript{14}

\textit{Tying across products}. To the extent that licensing increases the interdependence between consumption decisions across product categories, the buyer is more vulnerable to \textit{tying} by the seller.\textsuperscript{15}

\textit{No secondary markets}. The terms of the licence may restrict the buyer from reselling even his own licensed copy, which implies that (unlike sellers of unlicensed goods) the seller of a licensed good need not compete with its own products in a secondary market.\textsuperscript{16} High-value buyers whose uses are temporary (including those who consume the good relatively early in the product cycle) cannot resell in a competitive market of prospective buyers, which makes them worse off; low-value buyers (including those who demand the good relatively late in the product cycle) cannot purchase it in a competitive market from early buyers/resellers, which makes them worse off.

\textit{Monitoring}. Perhaps most importantly for our purposes, when there is no post-sale relationship, buyers remain anonymous. Anonymity inhibits the ability of the seller to identify high-value buyers. Licensing facilitates monitoring, by which the seller can discriminate between high- and low-value buyers.

According to elementary industrial organization theory, tying (whether across time or products), the prevention of resale and monitoring are all key ingredients in the time-honoured practice of price discrimination\textsuperscript{17} — charging different prices for the same good to different buyers, based on their valuations.\textsuperscript{18} Price discrimination is expressed in degrees. Third degree discrimination occurs when the seller observes a characteristic about the buyer that is correlated with the buyer’s willingness to pay, and charges a different price based on that characteristic.\textsuperscript{19} Cheaper prices for senior citizens at the movies or for air travellers staying over a weekend are classic examples.\textsuperscript{20} These transactions require that the buyer disclose (or that the seller observe) the buyer’s type prior to setting the price.
Second-degree price discrimination occurs when the seller cannot observe the individual buyer’s type, but can observe the distribution of types within the population. In that case, the seller can offer a menu of prices that induces buyers to self-select according to their type. To take another classic example, the seller of a fast-food hamburger may bundle the burger with complementary products: high-value buyers purchase the bundle, while low-value buyers purchase the burger only. The seller earns a greater profit on the bundle than on the burger alone. Again, the seller declares the price of the bundle in advance.

Another example of menu pricing is the two-part tariff, under which the seller charges both an access (fixed) fee and a metering fee. The metering fee permits the seller to evaluate the buyer’s willingness to pay after the sale. For example, a seller of telephone service may offer a low-use plan at $20 per month and $0.10 per minute, and a high-use plan at $30 per month and $0.05 per minute. These examples illustrate important opportunities and constraints facing sellers and buyers. Intuitively, the seller is generally better off if he has information about the buyer’s type. But buyers themselves may not know their type at the time of purchase. In other words, the act of consumption is also an investment in learning. Since the consumer’s gains from learning are shared with the seller, it is in the seller’s interest to subsidize that learning, usually in the form of a lower access fee (“try before you buy”). Thus, the seller may care less about knowing the buyer’s type in advance of the sale, and more about metering the buyer according to his revealed preferences after the sale. Moreover, a buyer’s type may not be exogenous, but may depend endogenously on the seller’s post-sale efforts to manipulate that type. Thus, the capacity to meter usage is generally a good thing for sellers.

On the other hand, for some products that have a high optional component, the seller may maximize profits by charging a single price in advance; metering simply reveals the absence of value to most sellers. Moreover, many information goods are experience goods (those whose — possibly subjective — quality cannot be verified in advance). The exchange of information is subject to the general problem that, prior to purchase, the buyer cannot verify the quality of the information. But quality cannot be verified unless the information is exchanged, at which point the buyer has no reason to pay. Thus, post-sale metering of the willingness to pay must measure some kind of ongoing or future use, not the lasting benefit to the consumer of the initial consumption.

First-degree price discrimination focuses not on the means by which the seller sets different prices, but on the end: the seller is able to identify each buyer’s individual valuation, and to make a take-it-or-leave-it offer to each buyer at a price that is close to his valuation. While third-degree price discrimination may appear to represent only the unrealistic extreme of economic theory, there are, in fact, instances in which sellers have essentially perfect information about the buyer’s willingness to pay. For example, notwithstanding
their non-profit status, universities practice very fine-grained price discrimination through the use of detailed financial disclosure forms to set the effective level of tuition for each student.

This example illustrates a further building block in our characterization of the changes wrought by the digital economy: the more information the seller acquires about the buyer, the more he is able to discriminate in his pricing. In the extreme, the seller is able to capture all of the gains from all the trades. As a result — and as in the case of perfect competition — all socially efficient transactions (those where buyers are willing to pay more than the seller’s marginal cost) take place. Thus, third-degree price discrimination has the same desirable efficiency properties as perfect competition, but the opposite distributional implications.25

All degrees of price discrimination depend on one essential feature: the absence of buyer arbitrage. In other words, price discrimination only works when low-value buyers cannot act as agents for high-value buyers — buying at the low price to which they are eligible, then reselling to high-value buyers, in effect competing with the seller. If such arbitrage is permitted, the seller cannot segment the market; the price-discriminating equilibrium collapses to the single-price equilibrium. As we have seen, it is exactly this no-reselling condition that the seller, as the licensor of a digital copyrighted good, seeks to impose on the buyer-copier. In effect, the seller makes a take-it-or-leave-it offer to the buyer of a bundle: the price of the good may be negotiable, but the terms of consumption are not. Under traditional circumstances, the seller’s bargaining power would be limited by competition from sellers of similar products. But in the digital world, all sellers must treat buyers as copiers (whether they copy only to effect their own consumption or pirate for others), so that every offer takes the form of a licence rather than a sale. In this case, buyers have no choice but to accept the licence restrictions on their use and resale.26 In the context of a dynamic relationship with the seller, buyers may indeed support these restrictions to the extent that they guarantee the future supply of technical support, upgrades and complementary products from the seller, and thereby protect their initial investment.27 Licensing thus facilitates price discrimination in a way that the sale of individual copies fundamentally cannot.

Given that seller and buyer have contracted to form a relationship based on licensing rather than on an outright sale, the presence of a licence makes possible two closely related techniques of price discrimination: metering and monitoring. Metering means charging the user according to the level or intensity of current use. When using a taxi, for example, a passenger pays a two-part tariff: the access fee (the meter drop), and the per-kilometre metering charge. While this form of metering may seem uncontroversial (perhaps because both the price and the taxicab’s incremental cost of operation have approximately a linear relationship with the distance traveled), other forms of metering are
driven by the buyer’s revealed demand characteristics, not the seller’s marginal cost. Monitoring exists when the seller asserts the right to determine whether a buyer’s copying exceeds the terms to which the parties agreed. One can think of a licence as an incomplete contract, in which metering is a bargain over observable usage. Monitoring, on the other hand, is a contract over unobservables, like impermissible copying and other unforeseen usage that provides value to the buyer. Although monitoring may not incur per-unit charges, it may provide information about the buyer’s preferences that can serve to structure future deals to the seller’s advantage.

In the copyright licensing context, both metering and monitoring assist the price-discriminating seller in tailoring its pricing schemes to the valuations of individual buyers. For example, a per-station charge to install a software program on a company’s network is a form of metering. Metering may, in turn, facilitate monitoring through tracking usage and predicting the benefits of network economies of scale based on (say) the size of the customer’s installed base. The data can then be used to structure the price of future upgrades, etc.

Thus, the fundamental economic problem here is not that copyright law is inadequate for the task of creating property and protecting investments in the digital economy. Copyright law has actually adapted quite well to new technology. In fact, the central point of this study is that there may be no economic problem at all: the rising proportion of transactions that are controlled by licence and, therefore, subject to price discrimination implies increasing economic efficiency. Some transactions that would not have taken place under a selling regime — because the seller could not offer the good to the buyer at a low enough price, and because the buyer could not credibly promise not to resell — will in fact take place under a licensing regime. Economists routinely interpret this shift as producing a net welfare gain. In particular, consumers may be better off under the new terms.

THE CONSUMER AS AGENT

Given the potential increase in efficiency, it is important also to observe the changing status of the consumer in the digital economy. In the language of real property, the digital economy has facilitated the rise of consumer tenancy and the decline of ownership in fee simple. To the extent that consumption of a digital good involves some labour or other input, the consumer is no longer the presumptive residual claimant of the gains that result from combining labour with the intellectual inputs of others. Like other landowners, the licensor of a digital good views buyers less as consumers and more as tenants or agents. Once again, the significance of this change cannot be overstated, because it implies that the linear model of production — from raw material supplier to manufacturer to distributor to final consumer — does not
stop with the final consumer. The final consumer is not, in fact, final, because the price-discriminating seller seeks to identify the consumer’s true valuation, which in turn is likely to depend in part on the contribution of the digital good to the consumer’s productivity as a supplier of human capital, not merely his utility as a consumer. Unlike a transactional relationship in which the consumer and seller are engaged in a zero-sum bargain over the price, the new relationship implies that the seller should seek to align the buyer’s interests with his own, by offering the buyer better terms in exchange for post-purchase decisions that benefit the seller.

For example, like players of analog games, purchasers of software games (say Myst) use the game as an input into personal entertainment. Being digital, software games require the creator’s permission to make copies, whether of the game itself or of the user’s interaction with it. Part of the appeal of these games is that they require a substantial investment of time and skill in order to perfect the player’s knowledge base and technique. The creator facilitates the acquisition of such game-specific human capital by permitting players to save the game in a permanent storage device at particular junctures for resumption later. The more interactive the game and the more discretion the player has regarding choices among the game’s (possibly infinite) outcomes, the greater the independent creativity supplied by the player in the version of the game he saves. This form of copying, unlike the simple copying of the executable file into the computer’s volatile memory, likely constitutes the creation of a derivative work under copyright law.

The complex economic problem facing the game’s creator is how to discriminate between low- and high-value users of the game, and how to extract a higher price from the latter. This problem is complex because the user himself may not know his valuation at the time of purchase and his final valuation may depend on his initial learning of the game. Thus, the copyright holder must gauge how best to subsidize initial learning about the game, while extracting rents from users whose subsequent investment (and valuation) is high. The solution to this problem in any given situation obviously lies beyond the scope of this study. For purposes of demarcating the digital economy from the old economy, the innovation resides in the ability of the copyright holder to use built-in restrictions on copying (and derivative creation) under the terms of the user licence to monitor or meter the player’s use, and thus price discriminate.12

It should be noted that the value to the user may depend on his interaction with other users. The user may form part of a network of actual or prospective users, each of whom must license the game from the copyright holder. By virtue of these licences, the copyright holder may exert control over the interaction among users. Consumption decisions that increase the value of the network will be rewarded. Again, the nature and extent of this control will vary depending on the interaction among users and the dynamics of market
competition, but the point is the same: the final consumer has been transformed into the monopolist’s agent.

So-called “reach-through” licences are nothing new, but their scope has heretofore been limited by the general doctrine that a seller’s rights are exhausted by sale.\textsuperscript{33} Even in an intellectual property context, the purchaser of a patented invention or a copyrighted work generally retains the right to resell his particular copy: contractual restrictions on resale have been held unenforceable. For this reason, one should view the evisceration of the first-sale doctrine in the copyright context as an important practical shift of bargaining power between creators and users.\textsuperscript{34}

From an economic perspective, two types of welfare problems arise when a consumer is viewed as an agent of the monopolist. The first is a pricing problem while the second is an agency problem.

The pricing problem arises to the extent that the monopolist’s per-use pricing decision (by which he effects price discrimination) enters the consumer’s own pricing decision. It is well known that when a supply chain consists of a first monopolist who supplies an intermediate good to a second monopolist, the final price of the good is too high, because the first monopolist does not take into account the effect of his privately optimal price on the second monopolist’s pricing decision. Social efficiency would be increased if the two monopolists were integrated into a single monopolist; the price of the final good would be lower and total output would rise.\textsuperscript{35}

When the vertical relationship between the two monopolists involves a pioneer and an improver (or a first author and a derivative author), an additional wrinkle appears. There is generally no way to divide the total profits available from the combined sale of the two goods so as to induce both monopolists to invest efficiently in the creation of their respective goods.\textsuperscript{36} No matter how profits are divided ex ante, one or the other monopolists has insufficient incentives to create, again because the first monopolist’s pricing decision maximizes his profits, not the joint profits.

In the present context, this social pricing problem implies that the price-discriminating monopolist of a digital good will systematically price that good too high relative to the social optimum if his pricing distorts the consumer’s subsequent \textit{per-use} \textit{optimization} function, and the consumer in turn acts as a monopolist in supplying the transformed digital good.\textsuperscript{37} A lump-sum fee for passing the digital good from the monopolist to the consumer would not have this effect; neither would different lump-sum fees to different consumers. But a running royalty, facilitated by monitoring the consumer’s usage and charging for each additional use, would distort the usage decision.

It is important to emphasize that social inefficiency is not the same as a redistribution of the gains from trade from consumer to producer. In the former case, the size of the pie is smaller and the producer gets more of it, as a result of
his pricing decision. In the latter case, the size of the pie is fixed and the producer gets more of it as a result of his pricing decision. Therefore, the justification for a policy that reduces the ability of the monopolist to reach through to the consumer’s usage decisions would rest on productive efficiency grounds (about which economics has much to say), and not on redistributive grounds (about which economics has less to say).

The second welfare problem raised by the consumer as agent is that, like all agents, the consumer maximizes his own interests, not those of the monopolist-principal. When the interests of the monopolist diverge completely from those of the consumer, as they do in the case of a one-shot final consumer, the parties simply engage in a zero-sum bargain. The presence of an agency relationship opens up the possibility of a positive-sum game that depends on, among other things, the price charged by the monopolist, which in turn depends on the consumer’s usage, which in turn depends on the effort exerted by the consumer on behalf of the monopolist. The classic solution to this problem is to align the consumer’s interests with those of the monopolist. Again, the optimal design of this contract depends on the nature of the consumer’s usage. The basic point is that the monopolist’s attempt to capture some of the consumer’s utility may increase productive efficiency if the consumer can be induced to produce in the monopolist’s interest. The welfare question is: Under what conditions does total welfare increase if the monopolist practices price discrimination in the context of this agency contract?

**Changes in the Distribution Chain for Digital Goods**

Copyright hypothesizes and offers protection to a potentially highly differentiated distribution chain: from author to adapter to performer to recorder to broadcaster to “communicat[or] to the public by telecommunication.” The latter extended this distribution chain to other economic entities beyond the public: those to whom a consumer sells a transformed version of a digital good. While the focus remains on this topic, the present section sets it in the context of a larger spectrum of observations on chains of monopoly rights.

As stated previously, economists have long recognized the inefficiency that results from granting monopoly rights to successive entities in a distribution chain: the problem of so-called “double marginalization.”

By conferring separate reproduction rights at each stage, the copyright regime exacerbates this chain-of-monopolies fragmentation of the distribution process. The potential bottlenecks can be contracted around, by assignment of intermediate distribution rights, so that a single entity managing the chain can reap greater benefits than individual rights holders operating independently.
However, sequential monopolies create the potential for information asymmetries and inefficient bargaining, which may result in the failure to execute contracts that all parties would deem to be efficient if information were perfect.40

By converting the public into an agent of an upstream copyright holder, digital copyright extends the fragmented distribution chain one step further: the consumer is no longer the end of the chain, but an intermediate link between the copyright holder and some consumer further downstream (who buys a transformed version of the copyrighted digital good).41

An argument sometimes made in favour of granting broad control to a pioneering creator is that, like a prospector who stakes his claim to an unexplored tract of land, the creator is in the best position to control the subsequent exploitation and improvement of the created good.42 Proponents of this theory argue that a pioneering monopolist can prevent inefficient rivalry in the downstream market, both by avoiding a tragedy of the commons-type over-exploitation of a common resource (the first-stage discovery or initially copyrighted work) and by preventing inefficient racing (over-commitment of resources) to make the next downstream discovery or transformation. In other words, the prospect theory implies that, other things being equal, copyright should be broad as well as (or perhaps instead of) long, to efficiently organize downstream use and follow-on discovery.

This line of reasoning has two obvious weaknesses. First, it hinges critically on two assumptions: (1) low transaction costs between the pioneer and follow-on improvers; (2) superior information on the part of the pioneer (or, at least, information asymmetries that do not thwart negotiations between the pioneer and improvers) as to the value of his invention. In the digital world, there may be significant, if not pervasive, violations of these assumptions. Second, there is no particular reason to assign the role of monopolist downstream organizer to the pioneering creator, unless (1) such a reward is necessary to induce the pioneering creation, or (2) once again, the pioneer has better information than other actors for assuming the role of downstream organizer.

First, let's consider the underlying assumptions. The extremely low cost of distribution over digital networks ensures a wide diffusion in the new economy, which implies that, within the universe of possible consumers, the monopolist faces a large set of prospective negotiating partners. A wide distribution increases the cost of finding the best matches and of articulating consistent screening and negotiating rules. Moreover, prospective consumers are likely to have quite heterogeneous valuations of the good (which is why the monopolist practices price discrimination in the first place). This heterogeneity implies that (1) cheap and simple rules may not capture the monopolist's bargaining position vis-à-vis any particular consumer, and (2) heterogeneity in the consumer's valuation of the good as a consumption good is likely to be imperfectly correlated with the consumer's valuation of the good as an input to his future production.
A high-income individual with no interest in the good beyond consuming it should be offered a different contract from that offered to a low-income individual having the capacity to add value. But contracts that identify and restrict a consumer’s capacity for subsequent transformation generally have high transaction costs.

Second, the monopolist of a digital good may not, in fact, have superior information about its potential uses. Like paintings in a museum, the value of individual goods may depend in part on their arrangement and combination with other goods. And like good museum curators, those who are skilled in arranging such combinations are unlikely to be the same people as those who created the paintings. The broad dissemination of digital copies by monopolists increases the demand for the services of those who organize these copies helpfully. Often, it is precisely because the organizer acts as an information aggregator, in providing organization rather than creation, that his information set is superior to that of any individual creator.

A potentially important variant of the information aggregator model is that of decentralized (sometimes called “peer-to-peer”) distribution. The first broad application of a peer-to-peer distribution model was Napster, the Internet music service. Users who logged on to Napster were provided with a list of other users who had copies of digital songs available for copying.

The Napster case illustrates several important points from the present discussion: (1) users acted simultaneously as consumers and suppliers; (2) users practiced a form of price (actually quality) discrimination, in that the sound quality of an MP3 digital recording obtained from other users through Napster was typically lower than that supplied by the copyright owner; (3) the price charged by suppliers (zero) was non-distortionary; (4) Napster organized suppliers so as to provide users with better information about access to, and demand for, digital music, including obscure and out-of-print recordings, than was provided by the owners of the copyright themselves; (5) transaction costs among users were low, almost certainly lower than with copyright owners. Of course, each of these points must be viewed in light of the basic fact that Napster was found to have contributed to copyright infringement. But even though that finding is central to the particular case, it is irrelevant to the economics of peer-to-peer digital goods distribution. As peer-to-peer distribution enables further decentralization, the network becomes that much better informed about consumer demand than are individual nodes, which places any individual creator at a greater information disadvantage and weakens the argument for granting him a broad prospecting claim.

For a larger set of reasons, the monopolist of a digital good may not be in the best position to organize the downstream creation and innovation that depends on it. Most obviously, the monopolist will skew the set of downstream goods that he licenses away from those that substitute most closely for his own,
in order to avoid cannibalization of his work. Of course, that is a property owner’s right. But there is a more subtle distinction at work here: between the pioneer’s desire to avoid substitutionary cannibalization and his desire to extract maximum gains from complementary creation. When the pioneer is less than fully informed about the quality of the downstream transformation (perhaps because the downstream consumer/creator has not yet created it), the asymmetry of the two parties’ information sets may cause them to fail to reach an efficient agreement. Thus, granting broad copyright protection to the pioneer may deprive society of goods that all parties — upstream pioneers, downstream transformers, as well as final consumers — agree should be produced.

In sum, there are two competing forces at work in the distribution of digital goods: the demand for centralized, aggregating services that organize, combine and transform digital goods and condition their price and quality on the aggregated consumption decisions (the Yahoo portal model), and the demand for decentralized, or individualized, distribution of digital goods (the Napster model). While these forces may lead to different network configurations and pricing models, they share an important property: both represent value-added transformations or combinations of underlying digital goods. Moreover, the creator of such value-added transformation may be better informed about consumer demand than any individual creator of the pioneering digital goods.

An example of the conflict between downstream information aggregators and upstream creators surfaced in Tasini et al. v. The New York Times. In this case, a group of freelance authors sought to prevent the New York Times from repackaging articles originally written for the newsstand version of the newspaper into electronic volumes to be resold later, despite the fact that their contract called for an assignment of copyright for republication in “books”. The authors prevailed. Presumably, the New York Times must either renegotiate with them to obtain additional rights at an additional cost, or not publish their articles at all. Arguably, the newspaper is in a better position to market the articles, once created, than the authors. Phrased in welfare terms, the question raised by Tasini is: What productive losses does the monopolist impose by price discriminating in the supply of digital goods to these value-added resellers?

**VOTING FOR PRICE DISCRIMINATION**

In articulating the political economy of digital copyright, it is important to identify the winners and losers created by expanded price discrimination. Conditional on the set of goods offered by the seller, the interests of buyers depend on their particular type. High-value buyers prefer to keep their valuations private; price discrimination works to their disadvantage since they would prefer that the seller offer his product at a single (relatively low) price. On the other hand, low-value buyers prefer price discrimination; they will not
purchase if the seller can only sell at a single price, but they may purchase if the seller can identify them and charge them (and only them) a lower price. In the aggregate, price discrimination may increase or decrease the consumer surplus, depending on whether the transfer from high-value consumers to the seller is outweighed by the gain accruing to low-value consumers. The seller gains unambiguously from price discrimination, both because of the transfer from high-value buyers and because of the new segment opened up for low-value buyers. Total welfare increases because the additional transactions between the seller and low-value consumers reduce the deadweight monopoly loss.

One apparently neglected area of research concerns the aggregation of consumer preferences for and against price discrimination within markets and across potential markets. In other words, suppose that consumers within a given market are offered the choice of voting for or against price discrimination — how would they vote? If voting is proportional to the amount of consumer surplus lost or gained, one can show that, for certain distributions of consumer valuations, the loss incurred by high-value consumers outweighs the gains made by low-value consumers. Hence, consumers would vote against price discrimination. This is true, for example, in the market for a copyrighted digital good where consumer valuations follow an exponential distribution.

Matters become much less clear when one tries to generalize this conclusion to multiple monopolized markets or multiple time periods. In the case of multiple markets, the probability that a consumer purchases any particular digital good at the monopoly price decreases with the number of goods. When there are a large number of markets, any given consumer participates in only a small fraction of them. Thus, most consumers stand to gain from price discrimination: paying more in the relatively few markets to which they already participate, but receiving acceptable offers at much lower prices in markets where they currently do not purchase. It is easy to construct a set of markets in which the median consumer votes in favour of price discrimination under these conditions.

Even if the number of markets is not large relative to those in which consumers participate, a consumer might prefer price discrimination over his consumption life cycle if sellers' learning about his preferences is not too fast relative to his discount rate. In the early years of a consumer's life, sellers who could not distinguish the consumer's preferences from the mean would offer him the mean price. In markets to which the consumer does not participate, sellers would offer him a menu of prices and bundles to try to elicit his preferences, while in markets where the consumer already purchases, sellers would attempt to raise effective prices, again through a menu of prices and bundles. Over time, as the consumer's preferences become better known, sellers could price discriminate more accurately. Depending on the sellers' relative effectiveness at discriminating between high- and low-value consumers, an individual
consumer might prefer a regime of price discrimination, even if by the end of the consumption life cycle sellers are able to extract all the consumer surplus. Viewed over the consumption life cycle, the present discounted value of the additional surplus generated by imperfect price discrimination early in the consumer's life may outweigh the loss of consumer surplus caused by more perfect price discrimination, which occurs later.

The politics of price discrimination are important to an analysis of the knowledge-based economy because they point to another transformation in the relationship between consumers and producers. If, in the aggregate, consumers prefer price discrimination, they will tend to favour institutional arrangements that facilitate it. These institutions obviously promote the explicit association of a consumer's economic behaviour with his identity, as a means of more efficiently characterizing that identity. In other words, far from considering their economic privacy invaded by sellers, consumers may rationally choose to forsake anonymity in the consumption of digital goods.

**THE DECLINE OF PRIVACY**

It is no secret that the same basic device — the Internet — that facilitates the distribution of copyrighted digital goods also facilitates the aggregation of individual consumption decisions into comprehensive profiles of consumer types.

The possibility that consumers of digital goods would rationally favour (some forms of) non-privacy over privacy has not been dealt with adequately in the privacy literature, which takes as its point of departure concerns over privacy violations. A second problem, perhaps more closely related to traditional privacy concerns, is the implicit externality involved in permitting the seller of a digital good to monitor post-purchase consumer behaviour, and thereby to draw inferences about consumer preferences. This externality concerns (1) inferences drawn across individuals, who may share certain other observable characteristics (even though they differ strongly in the degree of privacy they prefer), (2) inferences to be drawn by the same seller at different points in time, and (3) inferences to be drawn by one seller based on information provided by another seller. So far, only problems associated with (3) seem to have attracted significant attention.

From an economic standpoint, the aggregation of digital consumption data creates a resource which has the potential to augment subsequent creative and marketing efforts. Such potent information is typically gathered and analyzed in large consumer databases. Given the role of databases in facilitating price discrimination, it is therefore somewhat paradoxical that the one area in which copyright over digital goods has actually proved weaker with time is in the protection of databases. Both the Canadian and U.S. Supreme Courts
have rejected once and for all the so-called “sweat of the brow” rationale for copyright protection, which would protect purely economic investment in the creation of databases, in favour of the traditional notion that a minimum degree of creativity is required in the selection and arrangement of facts (which cannot be copyrighted).\textsuperscript{54} Records of prior consumer transactions are, in principle, no more creative than are listings of their phone numbers. Because databases generally derive value from the accuracy of their contents rather than the creativity of their organization, and because “the creative is the enemy of the true,”\textsuperscript{55} copyright protection for most databases is thin or non-existent. A review of legislative and other efforts to extend non-copyright protection to goods whose protection is deemed inadequate is provided in the next section.

Since we are primarily interested here with digital copyright, rather than with more fundamental notions of identity and privacy, the contours of various privacy paradigms lie beyond the scope of the present investigation. However, as the preceding discussion makes clear, the widespread move toward the provision and consumption of digital goods implies a greatly expanded role for copyright in defining the relationship between consumer and producer, in reaching through the consumption decision to control the consumer’s post-purchase use, and in laying the legal foundation for an ongoing monitored relationship between the parties. These consequences cannot be said to be part of the traditional domain where copyright law has historically operated. The interaction among the economic incentives for price discrimination, copyright’s facilitation of price discrimination, and the consequent shape of institutions that govern the disclosure and use of consumer information, deserves further review.

**Infringement and the Non-Copyright Protection of Digital Goods**

This section reviews efforts to prevent copying of digital goods under circumstances where (1) the quality of copies is inferior in some dimension; (2) sellers of digital goods have mixed incentives to prevent or ignore copyright protection; (3) the cost of enforcing copyright is high relative to the gain; (4) copyright protection is thin or non-existent for digital goods that nevertheless require substantial economic investments to create.

Wholesale copyright infringement tends to occur (1) at the retail consumer level (as in the ripping of compact discs for conversion to other playback formats), or (2) in jurisdictions where the enforcement of intellectual property rights is systematically lax (as in some parts of Asia).
It should be emphasized that although copyright infringement has persistently in some jurisdictions for long periods of time, the relatively recent move to distributing copyrighted goods in digital form leaves authors and distributors particularly vulnerable to infringement, because digital goods can be reproduced without any degradation of quality over successive generations of copying. Some forms of copying (for example, from a compact disc to MP3 format) create inferior copies due to the compression of digital information in the copy.

The economic analysis of infringement differs depending on whether the quality of the copy is the same or lower. When copying results in lower quality copies, it arguably serves a different market than the high-quality original. To the extent that the combination of price and quality in the market for inferior copies results in transactions that would not have occurred at the price-quality combination offered by the copyright owner, the availability of inferior copies increases consumer welfare without reducing that of the copyright holder.

Of course, the legal definition of infringement is independent of whether the copy has the same or an inferior quality; generally, the creator of an inferior copy is just as liable of infringement as the creator of a perfect copy. However, this liability is not absolute; certain derivative uses may be considered “fair.” But copyright liability and its defences derive from a legal distinction that a purely economic approach cannot easily justify.

Under current copyright law, liability may be excused based on a combination of various factors, such as (1) the purpose and character of the infringing use; (2) the amount of the original work taken; (3) the degree of transformation of the original work; (4) the effect of the use on the original work’s market value. In effect, fair use defences attempt to discriminate between the creation of substitutes (which deprive the original author of sales) and the creation of (certain types of) complements (which do not); the former are more likely to incur liability.

It should be observed that infringing acts that have the same underlying economic effect on the original work may or may not incur liability depending on other factors. For example, suppose that digital goods have two dimensions: quantity and quality. An infringer who makes an exact copy of a small portion of the original work (a chapter of a book), to be used in an entirely different work (a compilation of essays), for certain non-commercial purposes (a bundle of classroom materials) is likely to defend successfully against a charge of infringement. The underlying economic rationale is that it is unlikely that the student who purchased the compilation would have purchased the entire book that contained the copied chapter. The original author has not been harmed, while the student has gained; consumer welfare is improved, but the reward to creators has not diminished. This is an efficient result.
On the other hand, suppose that the student acquires a complete, but inferior, copy of the original work at a price of zero. Suppose also that for this price-quality combination, the student is just as unlikely to have purchased the original work as in the first case. Therefore, the effect on the market value of the original work is the same. However, in this case the law considers the copy "complete" and "non-transformative," despite the fact that its reduced quality derives from the decrease in the amount of digital information that it contains. Such inferior, but complete, copying is much more likely to be found infringing than an exact, but fractional, copy. In other words, the law trades off the quality and quantity of copying at a relative price that is not necessarily determined by the effect of the copying on the copyright owner.

Although the larger policy problem raised by digital copying is the potential to make an infinite number of exact reproductions costlessly, a more interesting economic problem is the expanded dimensions of quality (and the increasing scope for price discrimination) that are available in the digital economy. In addition to compression technology (that creates inferior digital copies), digital technology makes possible many personalized formats, such as streaming (one-time display of information over a network, without creating a permanent copy at the user's site), sizeing (the physical size of the display), editing (recording and delayed display of copyrighted works with certain segments (like adult material) included and others (like advertising) excluded. These personalized formats obviously increase the scope for price discrimination; just as obviously, they raise questions about whether — and to what extent — certain low-quality uses will be accused of, or excused from, infringement. Under the present law, it is likely that copyright holders will be able to successfully prevent a large fraction of low-quality uses, while failing to provide comparable services. Whatever its legal rationale (and, being based on property rights, the rationale is strong), this regime leaves open the possibility of significant deadweight losses from unserved market segments.

One contentious area of copyright enforcement, where the failure of copyright holders to serve certain low-quality markets allegedly leads to widespread infringement, is computer software. A puzzle noted by several recent authors is the seemingly contradictory position taken by software manufacturers: while decrying the widespread piracy of their goods, they do not avail themselves of basic software tools with which to prevent illegal duplication, particularly by new and/or non-commercial users. Although it is true that the ex post cost of enforcing copyright against users who have low valuations and/or low costs of switching is not likely to yield significant returns, this does not explain sellers' failure to incur the fixed cost of installing copy-protection mechanisms ex ante.

Two explanations have been offered for the phenomenon of explicitly denouncing piracy while tacitly tolerating it. First, economists have pointed out that in the presence of network externalities, the value to fee-paying customers
increases with the size of the network, whether the additional network members are themselves fee-paying. Thus, depending on the relative valuations of paying customers (business users) and pirating customers (home users), and on the relative costs of enforcement, a software author's optimal strategy may be to permit piracy by home users while extracting some of the additional network value they bring in the form of higher annual licensing fees to business users. Because copyright is not a use-it-or-lose-it right (as is trade-mark protection in common law), copyright holders may nominally discourage infringement by anyone, while only taking steps to enjoin infringement by a business.

The second explanation for widespread piracy is a variation of dynamic pricing. Dynamic pricing means charging different prices for the same good at different periods in order to maximize profits. The simplest example of dynamic pricing is a free trial period: the seller subsidizes the buyer's initial learning about the product, hoping that the latter will make sufficient complementary investments in using the product (such as training) that the loss of revenue during the trial period will be more than offset by the higher price in effect when the trial period ends. In this framework, piracy is simply seen as an extended free trial period, which varies from customer to customer. If a customer makes sufficient complementary investments in the software, he will become locked in and the seller will find it profitable to begin to enforce copyright against the erstwhile pirate. Dynamic pricing and the detection of complementary investments can be facilitated by practicing quality discrimination with respect to the complete bundle, of which the digital good is only part: for example, registered users receive live technical help, while unregistered users must refer to lists of frequently asked questions.

These two explanations for the toleration of widespread piracy are mutually consistent, so it is difficult to disentangle them empirically. For present purposes, the main conclusion to be drawn is that one can reinterpret at least some complaints about piracy as part of a larger strategy of price and quality discrimination, one that actually functions in the seller's interest, even if the discrimination practiced is, in the event, not as perfect as the seller would like.

In markets where (1) the ex-post cost of enforcing copyright is high (relative to its gains), (2) network externalities are weak or non-existent, (3) consumer learning about the digital good does not generally translate into repeat business or complementary investments, and (4) quality discrimination is expensive or impractical, digital copyright owners have less reason to subsidize or ignore widespread infringement. Markets that have these properties include digital music and video. In these cases, digital copyright owners have resorted to non-copyright means of preventing infringement ex ante. These means may be divided into two types: technological and legal. The most pervasive example of technological means is the encryption algorithm used to prevent the decoding of digital versatile disks (DVDs), except by complementary DVD players.
The most prominent legal means are so-called “anti-circumvention provisions” like that enacted in the U.S. Digital Millennium Copyright Act (DMCA). The DMCA makes it illegal to attempt to circumvent technological devices that operate to prevent the copying of digital goods. The sanctions apply whether the protected work is itself copyrighted, and whether the contemplated use is “fair”. Thus, the DMCA tips the balance of bargaining power sharply in favour of producers of digital goods by creating a form of quasi-property whose lifetime is, in principle, infinite.

As noted previously, piracy as a form of price discrimination raises difficult measurement issues in the damages phase of an infringement action to the extent that a copyright holder must prove the number of units he would have sold but for infringement, and the revenues these sales would have generated. This essentially micro-economic difficulty has an important macro-economic analogue, to which we now turn.

THE APPARENT RISE IN PRODUCTIVITY

One of the important conceptual weaknesses of the national income accounts is the measurement of gross domestic product rather than gross consumer surplus. Gross domestic product represents the market value of goods sold, i.e. the valuation of the marginal consumer. Gross consumer surplus represents the aggregate willingness of consumers to pay for the goods exchanged, including the valuation of infra-marginal consumers. Of course, gross consumer surplus is potentially much larger than gross domestic product.

As price discrimination for digital goods becomes more pervasive and precise, equilibrium prices and quantities change predictably. The simplest way to see that change is to imagine a market moving from a single, perfectly competitive price to a perfect price discrimination regime. In this case, previously unmeasured consumer surplus is recorded as revenue by the perfectly price-discriminating monopolist who extracts all the gains from trade. Although the total number of units sold and total costs of production remain unchanged, the level of gross domestic product converges to gross consumer surplus. Measured productivity thus increases, although there is no efficiency gain as economists normally use that term. The apparent increase in efficiency is due entirely to the ability of the monopolist to capture the consumer’s previously unmeasured gains from trade. Thus, an increase in the degree of price discrimination in an economy biases measured productivity upward, unless by chance that same price discrimination affects all input markets in the same way.

This phenomenon has important empirical and policy implications. Economists generally believe that intellectual property laws exist to promote progress. Progress, in economic terms, generally implies productivity improvement. Such improvement has been difficult to associate definitively with the
presence of intellectual property rights, and even more so with copyright than with patents. Therefore, a finding of productivity improvement associated with the strengthening of copyright protection must be carefully distinguished from the inherent measurement bias, due to improved price discrimination, that a particular form of strengthening may induce. While the knowledge-based economy holds the potential for real and large productivity increases (through decreased supply-side costs), it also holds the potential for illusory gains caused merely by improved pricing management.

THE RISING TRADE DEFICIT

The international analogue of the increase in price discrimination has ambiguous interpretations for net importers of digital goods, like Canada. Increased price discrimination results in a transfer of surplus from high-value consumers in the importing country to producers in the exporting country. On the other hand, increased price discrimination results in welfare gains for low-value consumers in the importing country who previously were denied access to the copyrighted digital good at the single monopoly export price. Both types of transactions contribute to an increase in imports relative to exports, that is to an increasing trade deficit in the importing country. However, only the first type of transactions represents a welfare loss for the importing country; the second type provides a welfare gain.

In the case of Canada, which imports its digital goods mainly from the United States, the trade effects of increased price discrimination are likely to be negative, on balance, because Canada’s consumers have relatively high valuations. Improved price discrimination should not lead to a large expansion of previously unserved low-value markets, but rather to higher prices on existing high-value markets. On the other hand, increased price discrimination in poor countries may well yield welfare improvements, since a larger fraction of total transactions represents previously unserved market segments.

THE DECLINE IN AVERAGE PRODUCT QUALITY

A final potential consequence of increased price discrimination lies in its effects on the average quality of digital goods that are brought to market. Suppose that, within a given period, the quality $q_i$ of a certain type of digital goods (say, action films) is drawn from a distribution $F()$ having support on the interval $(0, \infty)$. Suppose also that the revenue earned by a film is a monotonic transformation of quality: $R_i = aq_i$, for some revenue parameter $a$. Moreover, suppose that each film costs $k$ to produce. Total film profits equal $R_i - k$, so a film must earn at least $aq = k$ to break even; in other words, the minimum quality film produced is $q = k/a$. Then, the fraction of all potential films produced
per period is $1 - F(q)$. Thus, the average quality of films produced is given by $Q^* = \int q^* dF(s) ds$.

Now suppose that improved price discrimination makes action filmmaking systematically more profitable, such that the new revenue parameter is $a' > a$. It follows that the new minimum quality film has fallen: $\bar{q} = \frac{k}{a'} < q$. Therefore, the new average quality, $Q^{**} = \int q^{**} dF(s) ds < Q^*$, has fallen as well.\(^{65}\)

The same results hold if the cost of producing a film increases with the quality of the film: films of quality $q_i$ cost $k + bq_i$, for some cost parameter $b$. Then, the film profits equal $(a - b)q_i - k$, and the average quality decreases as long as the cost of film quality $b$ is independent of the degree of price discrimination in the economy, or at least increases more slowly with a rise in price discrimination than does the revenue parameter $a$.

It is important to observe, once again, that increased price discrimination creates an efficiency gain that makes the production of digital goods more profitable, but has mixed effects on consumer welfare. While increased price discrimination may result in welfare gains, this is not a productivity improvement as economists traditionally define that term. The reduction in average film quality represents a variation on the theme that price discrimination has mixed effects on average price, total output and consumer surplus.

Before jumping too quickly to the notion that price discrimination merely makes bad movies more profitable, it is important to say a word about what quality actually means to an economist. There are several ways to motivate the notion of quality here without invoking judgments about taste. The simplest is vertical quality differentiation, which imagines a heterogeneous population of consumers among whom the heterogeneity is given by the willingness to consume films of a given quality. Low-quality films are those consumed by a small fraction of the population who will watch anything. Higher-quality films capture a larger fraction of the potential audience, who demand higher film quality. Under this interpretation, a reduction in minimum quality is interpreted as an increase in the number of films produced that appeal to a small audience of indiscriminate filmgoers.

However, in a horizontally differentiated products model of the film market, a reduction in average quality may in fact correspond to an increased variety of films, including an increase in critically acclaimed art films that traditionally appeal only to a small audience. This is true because the efficiency gain associated with price discrimination makes it more profitable to produce films that appeal to any previously unprofitable market segment, not just low-quality segments. As in other markets, an increase in price discrimination for art films will result in higher prices for customers who currently view such films, but lower prices for those who do not currently view such films, both effects resulting from the seller’s broader menu of prices.
CONCLUSIONS

This study has given an overview of several economic impacts of digital copyright on the knowledge-based economy. The main structural change wrought by digital copyright is the necessary increase in the complexity of the legal relationship between the seller of a digital good and the buyer of that good, who often cannot consume it without making a copy. The need to make a copy requires a licence; licences, in turn, facilitate monitoring and inhibit arbitrage through resale. An increase in monitoring coupled with a reduction in arbitrage across consumers makes price discrimination more likely and more profitable. Most of the study’s arguments flow from this simple logic.

It is important to stress the study’s omissions as well as its conclusions. The most important category of omissions concerns those issues that digital copyright shares with traditional copyright. For example, apart from a brief discussion of international trade issues, the study has omitted any description of the transjurisdictional problems that increasingly arise in a networked world. A more general treatment of these issues would consider domestic copyright policy as endogenously determined given a country’s endowment of creativity capital, and then examine the nature of the optimal regime among net importing countries. It is easy to see international conflict brewing as the leading exporter of copyrighted goods — the United States — lengthens and strengthens the protection it offers to authors, both through copyright and through non-copyright legislation like the Digital Millennium Copyright Act. As in so many other areas, the appropriate Canadian response to U.S. self-interest is likely to be determined as much by larger political calculations, not to mention co-pending but unrelated trade disputes, as by a strong sense of Canada’s optimal copyright regime.

The present study has largely ignored another fundamental issue in the economic justification for copyright: the increasingly common presence of a negative correlation between the degree of creativity required to produce a digital good and the corresponding level of economic investment at stake. The type of economic activity that copyright seeks to protect varies from investments that require creativity and originality (such as authoring a non-derivative work, or adapting or performing a work in a different medium) to those that require accuracy and comprehensiveness in reproduction (such as recording and telecommunications). Because these are fundamentally inconsistent economic activities (“the creative is the enemy of the true”), it is often difficult to base the legal justification for copyright on a consistent economic framework. While (as previously noted) this conflict arises most blatantly in the absence of copyright protection for databases, it is present more subtly in a
variety of other arenas — like software — that play important roles in the new economy.

Perhaps the thorniest area of the law implicated by digital copyright is consumer privacy. Constitutional lawyers will have to articulate and test the arguments for and against privacy, particularly in an age of increased demand for collective security. This study has merely raised the possibility that consumers may not desire economic privacy as much as purely political arguments would suggest. If that were the case, the legal (and technological) definition of privacy would have to be expanded in ways that further distinguish between commercial and political privacy, much as the law of free expression distinguishes between commercial and political speech. Whether the potential economic welfare gains to be derived from increased price discrimination are consistent with, or are outweighed by, the demand for political privacy, depends on an array of yet-to-be-created institutions and norms.

ENDNOTES

1 "The approach elaborated in this document is based on the premise that the Competition Act generally applies to conduct involving IP as it applies to conduct involving other forms of property." (Canada Competition Bureau, 2000). “[F]or the purpose of antitrust analysis, the Agencies regard intellectual property as being essentially comparable to any other form of property.” (U.S. Department of Justice and Federal Trade Commission, 1995).

2 For example, the copyright notice on the software used to create this study reads, “Copyright © 1983-99.”

3 Canada’s copyright term is defined as 50 years from the end of the calendar year in which the author dies. Copyright Act, R.S.C. 1985, c. C-42, s. 6.

4 See Llobet and Hopenhayn, 2000; see Scotchmer, 1996.

5 In the patent context, the breadth of protection usually refers to the extent to which products similar to the claimed invention may be excluded. For example, in Canada the inquiry focuses on whether the accused product has taken the “pith and marrow” of the patent. The United States has developed the somewhat more formal, but no more predictable, “doctrine of equivalents.” For a formal treatment of length vs. breadth, see Gilbert and Shapiro, 1990.

6 While the extension to software may seem uncontroversial, it should be remembered that, historically, copyright has not subsisted in purely utilitarian works, nor in works that are not literary, visual or musical. Thus, for example, one cannot copyright a computer chip. The recognition of software as a creative work like other works — despite its utilitarian dimensions — confers on the software author copyright protection for his creation. At the same time, the author’s decision to implement an algorithm in software or hardware is largely arbitrary. Therefore, a
computer chip can embody a copyrightable software algorithm, which effectively extends copyright subject matter to physical devices.

7 Depending on the nature of the work and transaction costs, the market for second-hand copies of the work may provide zero or vigorous competition for the producer of the original.

8 In the United States, the court in MAI Systems Corp. v. Peak Computer Inc. [991 F. 2d 511 (9th Cir. 1993)] held that the creation of a copy of a copyrighted work in a computer's read-only memory (RAM) constitutes copying, even if the entire work is never contained at one time in the computer's RAM — instead, a copy is created even though only certain portions of the work are copied piecemeal in the RAM. Other jurisdictions have reached similar conclusions (e.g. Australia); see Microsoft Corp v. Business Boost Pty Ltd., FCA 1651 (November 17, 2000). However, the U.S. Copyright Act exempts certain types of copying: "[I]t is not an infringement for the owner of a copy of a computer program to make or authorize the making of another copy or adaptation of that computer program provided: ... that such a new copy or adaptation is created as an essential step in the utilization of the computer program in conjunction with a machine and that it is used in no other manner ..." See Copyright Act, 17 U.S.C. § 117. No such exemption is provided in Canada.

9 Copyright Act, 17 U.S.C. § 104. The statute determines whether a use is fair by balancing four factors.

10 For example, one of the permissible uses is consuming the work by viewing it or listening to it. This permission extends to consumption by a small number of other persons at the same time. It is also generally permissible to lend one's copy, as a library does, thereby permitting consumption by a large number of other persons at different points in time. But it is impermissible to broadcast or publicly perform the work by facilitating the consumption of many others at a single point in time, or many others at multiple points in time (e.g. by placing a copy on the Internet for viewing), particularly for a fee. The line between permissible and impermissible uses is not always easily drawn.

11 By "one-off" I do not mean to suggest that contracts are not long-term or that they do not contemplate repeated transactions. In this context, "one-off" means that the exchange itself implicitly or explicitly transfers title to a good or specifies the scope of a service rendered, and performance of that exchange merely requires that the good be as described or the service be performed according to specifications. Except in the context of intellectual property, most such contracts do not reach through the buyer to govern the usage of the good or service as an input into the buyer's subsequent contracts with a downstream seller. Of course, the exception to this general rule is when the buyer acts as an intermediary (i.e. distributor or agent) for the seller. As discussed below, the move to the digital licensing world can be viewed as one in which the final consumer is transformed into an agent of the seller.

12 The manufacturer often uses this opportunity to request demographic and other data that may be used to market to the buyer in the future, but this information is usually of a very general nature ("name your hobbies"), its disclosure is voluntary,
and the manufacturer does not restrict or even monitor the user’s post-purchase usage.

13 Many such claims relate to intellectual property-related aspects of the purchased good. For example, trade-mark laws restrict the buyer’s freedom to pass off (to other secondary buyers) a purchased good as anything other than a used good made by the seller.

In the analog world, the use to which the copyrighted good is put differentiates a buyer from a prospective reseller; readers and viewers generally do not make copies, at least not in those capacities. In the digital world, the technology that facilitates consumption is the same as, or closely related to, the technology that facilitates reselling.

14 Foreseeing this hold-up risk, the buyer will reduce his demand for the good in question. But when a shift in technological and legal regimes causes all producers to offer similar post-purchase terms, this shift operates as an implicit increase in cost: the consumer’s choice is not whether to be locked in, but with whom.

15 Consumer lock-in can be viewed as a form of intertemporal tying.

16 When the tangible embodiments of copyrighted goods wear out (such as paperback books and vinyl records), the presence of a secondary market performs the function of price discrimination between buyers who prefer high-quality versions and those who prefer low-quality versions. The seller not only does not capture the gains from selling to low-value customers, but must generally choose a price path that takes into account the ever-expanding supply of used versions. Because digital goods do not wear out, consumers who choose to resell offer essentially perfect substitutes to the original and thus compete directly with the seller. By prohibiting resale, the seller not only eliminates this competition, but also enables additional price-discriminating selling strategies that exploit the lower willingness to pay of those who would have purchased in the secondary market.

17 See, for example, Tirole, 1990.

18 In the marketing literature, price discrimination is known as market segmentation.

19 See Ulph and Vulkan, 2000.

20 An interesting legal question is the delineation of the circumstances in which price discrimination is permitted and when it is not. For example, price discrimination based on race or gender is not permitted, but some price discrimination based on age or employment status may be. It appears that, where it is permitted, price discrimination must be characterized as a benefit to the target segments. The same relative price structure, characterized as a tax, would likely fail to pass constitutional scrutiny. Following standard economic reasoning, preventing price discrimination increases welfare for some groups but reduces it for those who would otherwise qualify for the lower of the prices offered by the monopolist.

21 The magnitude of the access fee depends on the slope of the demand curve and the variance of the distribution of types. It may be that the optimal access fee is zero or negative (“give away the razor; sell the blade”).

22 Two-part tariffs also provide a means of sharing post-contract risk between buyers and sellers. When the risk involves factors other than the buyer’s preferences (such as uncertain post-purchase demand for the buyer’s services), this pricing
structure implements bargaining elements that extend beyond classical price discrimination.

23 The economic literature recognizes that advertising by sellers (and consumption by buyers) may have informative as well as persuasive dimensions. That is, buyers and sellers may not just jointly discover the buyer’s type; they may also create it. However, the theoretical modeling of endogenously determined types is still in its infancy. See Ackerberg, 2001.

24 For example, a movie ticket entitles the holder to an experience that, measured ex post, some consumers would prefer not to have purchased.

25 However, universities do not capture all the gains from selling education because part of the buyer’s demand for education is based on his uncertain future earnings stream. Nevertheless, universities may offer loans at rates that effectively discriminate based on future income by, for example, forgiving the loans of graduates who enter certain (low-paying) public-interest jobs.

26 In this context, it should be noted that the true significance of the open software movement lies not in its price — sometimes zero — but in the terms under which use is granted. In the case of Linux, for example, the only post-sale duty imposed on the buyer is to share his modifications to the software with all other users. But this duty does not prevent the buyer from creating complementary products that the buyer may offer for licence under the usual model. See Lerner and Tirole, 2000.

27 For example, Microsoft has created the “how to tell” campaign, in which both hardware and software suppliers who create Microsoft-compatible hardware and software educate the final consumer to make sure he will use only licensed Microsoft software. See www.microsoft.com/piracy/howtotell/ (accessed April 22, 2005).

28 Consider the telephone service tariff described above. A company may offer 1000 minutes per month for $50 (5 cents/minute), or 500 minutes per month for $30 (6 cents/minute). After the allotted minutes are used, however, the company charges 10 cents/minute under the first plan and 15 cents/minute under the second. Two points are clear: (1) the customer’s pre-commitment implies that, in effect, she must monitor herself to obtain the lowest per-minute charge, and (2) the metering charge incurred (if the customer exceeds the allotted maximum) bears no relationship to the seller’s incremental cost.

29 Note that the average per-station charge may decline with the number of users, as a form of bulk discount. Metering need not require that total charges be constant or even linear in the metered variable. In particular, it should be noted again that the number of stations bears no relationship to the seller’s cost of installing an incremental copy of the software on the network.

30 As is well known, network scale economies occur when each user benefits from the presence of additional users, in addition to his own use. For example, the value of intra-company e-mail increases with (the square of) the number of employees that have access to e-mail.

31 Recording artist Courtney Love has extended the real property metaphor to the notion of “intellectual sharecropping” (albeit in the context of true production rather than joint production/consumption). See Love, 2000.
These problems arise in other contexts as well. For example, the user of a spreadsheet program is generally free from the obligation to remunerate the copyright holder, regardless of the value added by the user's calculations. If, however, the user wishes to distribute a customized version to his own customers for their use (thereby creating a derivative work), he will need a separate run-time licence for the spreadsheet program, which in effect gives him certain redistribution rights. The cost of purchasing the right to redistribute may vary directly with the sale price and/or number of units sold of the customized software, thereby permitting the original spreadsheet creator to price-discriminate based on the value to his customer of the right to redistribute.

Of course, in this situation, the spreadsheet author is not supplying a final good, but an intermediate input, to his customer. Price discrimination by suppliers of intermediate goods based on the value of the finished product is common in some industries and technologies but uncommon in others.

A synopsis of the exhaustion doctrine and its relationship to other restrictions and remedies available to the patentee (as well as to the licensee) was offered by the court in *Braun Medical Inc. v. Abbott Laboratories*, 124 F.3d 1419 (Fed. Cir. 1997):

> [A]n unconditional sale of a patented device exhausts the patentee's right to control the purchaser's use of the device thereafter. The theory behind this rule is that in such a transaction, the patentee has bargained for, and received, an amount equal to the full value of the goods. This exhaustion doctrine, however, does not apply to an expressly conditional sale or license. In such a transaction, it is more reasonable to infer that the parties negotiated a price that reflects only the value of the "use" rights conferred by the patentee. As a result, express conditions accompanying the sale or license of a patented product are generally upheld. Such express conditions, however, are contractual in nature and are subject to antitrust, patent, contract, and any other applicable law, as well as equitable considerations such as patent misuse. Accordingly, conditions that violate some law or equitable consideration are unenforceable. On the other hand, violation of valid conditions entitles the patentee to a remedy for either patent infringement or breach of contract.

The patent misuse doctrine, born from the equitable doctrine of unclean hands, is a method of limiting abuse of patent rights separate from the antitrust laws. The key inquiry under this fact-intensive doctrine is whether, by imposing the condition, the patentee has impermissibly broadened the "physical or temporal scope" of the patent grant with anticompetitive effect. Two common examples of such impermissible broadening are using a patent that enjoys market power in the relevant market to restrain competition in an unpatented product or employing the patent beyond its 17-year term. In contrast, field of use restrictions (such as those at issue in the present case) are generally upheld, and any anticompetitive effects they may cause are reviewed in accordance with the rule of reason.

For example, in Canada Sony prohibits the resale of its OpenMG software; see www.sonystyle.ca/webapp/commerce/servlet/sony/OpenMGDownload_1.jsp.


See Green and Scotchmer, 1995.
More precisely, the consumer must supply the transformed good to a market that is not perfectly competitive.

It should be noted that the offer of a digital good/licence/agency contract bundle is a special, take-it-or-leave-it case of the general contract that the monopolist might offer to a prospective consumer, in which the agency contract was negotiated separately from the purchase of the digital good. The mandatory tie of the licence/contract to the good increases the bargaining power of the monopolist vis-à-vis the consumer.

Copyright Act, § 3(1)(f).

Since a single monopolist over the entire chain makes more profits and saves transaction costs relative to a chain of monopolists, there is a clear economic incentive to integrate. In general, economists favour such integration because the increased output it provides is welfare improving. But in a copyright context, it may be difficult to distinguish efficient vertical integration from inefficient or anti-competitive tying. For example, in its U.S. antitrust trial, Microsoft argued that the integration of its Internet browser, Internet Explorer, with the Windows operating system represented an increase in efficiency. Hypothetically, the efficiency arose not only from better technical integration but also from the lower price that Microsoft charged for the combined product. Yet, Microsoft’s opponents argued that this represented a form of bundling or tying that facilitated its exercise of market power. See, for example, Court’s Findings of Fact, in United States v. Microsoft Corporation, Civil Action No. 98-1232 (TPJ), (par. 160 and subsequent), available at: www.usdoj.gov/atr/case/s3800/msjudgex.htm (accessed April 22, 2005).

For simplicity, we abstract from the intermediate links between the author and consumer, and speak of the transaction between them as the sale of the creation; the second link in the chain is the sale of the transformation by the consumer.

See Kitch, 1977.

Perhaps the most prominent example of an information organizer is the Internet portal Yahoo. Yahoo generally organizes the addresses of Internet sites; addresses generally cannot be copyrighted. However, addresses represent a contentious set of issues surrounding the ability of a downstream user to frame the context in which the intellectual property of an upstream creator appears. For example, Ticketmaster sued Microsoft for so-called “deep linking” into Ticketmaster’s website from Microsoft’s site; these links bypassed Ticketmaster’s initial pages (which promoted certain products to users and gathered information about their responses). Ticketmaster Corp. v. Microsoft Corp., 97 Civ. 3055 (C.D.Ca. April 28, 1997).


Idem.

Gnutella, a peer-to-peer program briefly distributed by America Online, does not require a centralized user exchange, as does Napster. By querying directly other computers in a network, Gnutella places the search cost on the individual user (to the extent that users internalize the cost of network usage), not on a central server. Gnutella could be used, for example, to allow every network user to search and retrieve digital goods from every other user, in a combination defined by the user’s query.
This definition of "substitute" can, however, be stretched very far, even to include goods that seem much more likely to be complements. Playwright Tom Stoppard, an exemplary creator of clear economic complements, wrote *Rosenkrantz and Guildenstern are Dead*, an absurdist play that draws on two peripheral characters in Hamlet. The two plays are complements because there is little point in reading the Stoppard play unless one has also read Shakespeare's work. In a more recent example, Alice Randall wrote *The Wind Done Gone*, which comments on Margaret Mitchell's *Gone With The Wind* by adopting the perspective of one of Mitchell's slave characters. Arguably, Randall's work is a complement to Mitchell's for the same reasons that Stoppard's is a complement to Shakespeare's. However, Mitchell's estate obtained an injunction against the publication of *The Wind Done Gone*. The injunction was subsequently vacated. *SunTrust Bank v. Houghton Mifflin Co.*, 136 F. Supp. 2d 1357, 1364 (N.D.Ga. 2001), vacated, 252 F.3d 1165 (11th Cir. 2001).

This failure occurs for reasons similar to the "lemons" market failure identified in *Akerlof* (1970): the conditional distribution of licensees who offer to license may be sufficiently different from the distribution of all prospective licensees that the pioneer/licensor (who cannot verify the actual value of the licence to the licensee) turns down profitable offers.


If voting were defined as "one person, one vote," and consumers could purchase multiple units, the model would have to specify the joint distribution of income and preferences in order to determine how individual consumers would vote.

In a complete model, the increase in the number of goods reduces the monopoly power of any single seller as the product space becomes more densely packed with potential substitutes. Here, we fix the number of goods (and the degree of monopoly power of each seller) to focus on a consumer's aggregate preference for price discrimination.


It should be noted that there is no explicit economic justification for apportioning all the gains from the creation of an infringing, but fair, complement to the accused infringer, as fair use/fair dealing analysis does. On the other hand, as will become clear shortly, the law creates liability for certain other economic complements, and thereby apportions all the gains from these uses to the original author. Presumably, the law is engaged in some type of cost/benefit analysis which, in
the aggregate, attempts to divide gains efficiently between original authors and imitators.

58 It should be noted that, in a complete analysis, the ability of the infringer to produce further copies of the original work depends on the quality of the copy that she has acquired.

59 While liability may be different in these circumstances, the final economic result may reflect more accurately the absence of a causal relationship between the infringer’s use and any loss to the plaintiff. The fact that the copy is inferior (and the infringing price is lower or zero) complicates the plaintiff’s proof of damages: under the assumption that consumers are heterogeneous, it is difficult to establish the fraction of those who purchased the infringing copy who would have purchased the high quality original had the inferior copy not been available.

In this respect, copyright law lags behind patent law, which increasingly requires that a prevailing plaintiff who proves that the infringer’s sales occurred at a lower price than the plaintiff’s must, as a part of his claim, establish the (reduced) number of sales he would have made at his higher price. See Froeb, Beavers and Werden, 1999. See also Crystal Semiconductor Corp. v. TriTech Microelectronics International Inc., 246 F.3d 1336 (2001).

60 The relatively restricted scope of “complementary (exempt) uses” probably derives from the law’s anxiety to avoid Type II errors (erroneously excusing the infringement of a property right when unobserved efficiency (or equity) considerations demand that it be enforced).


62 Note that the encryption technology is itself a means of practicing price discrimination: by creating different decoding algorithms for different geographic regions, copyright holders can sell the same digital good at different prices to these regions without fear of resale arbitrage across regions.


64 United States Constitution, art. I, § 8, cl. 8, the copyright authorization clause empowers Congress "to promote progress … by securing … to authors … exclusive rights to their … writings …".

65 If the supply of new films is perfectly elastic, then the increased profitability of a film having a given quality will be offset by increased entry. Thus, the reduction in average quality depends on some barrier to entry or a rising long-run supply curve. Given the present degree of concentration of the filmmaking industry, barriers to entry are likely to be relatively high.

66 See, for example, National Football League et al. v. TVRadio Now Corp. et al., No. 00-120, and Twentieth Century Fox Film Corporation et al. v. iCraveTV et al., No. 00-121 (W. Dist. Penn.), which concerned the redistribution (“streaming”) of television signals over the Internet.
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Across Two Worlds: Database Protection in the United States and Europe

SUMMARY

IN 1998, EUROPEAN UNION (EU) Member States gave database owners a so-called “sui generis” right against copying. This study summarizes the limited literature on Europe’s database experiment and compares it to the legal/business environment found in Canada and the United States. It also presents extensive original research based on (i) a detailed quantitative comparison of 1,164 database providers that operated in Canada, the United States, the United Kingdom, Germany and France between 1993 and 2001, (ii) extended interviews with academic scholars, officials, practising lawyers and business executives who have first-hand knowledge of European database issues, and (iii) the first published attempt to find out whether the sui generis right has had a quantitative impact on European database production.

European and North American database industries have many similarities. For example, every country surveyed for this study offered consumers a broad variety of basic data including telephone directories, marketing materials and court decisions. However, there are also important differences. First, the U.S. and U.K. database industries have consistently offered consumers the most new and/or innovative products. Second, the U.S. and U.K. database industries include a larger fraction of commercial, for-profit firms than their counterparts in other countries. Third, growth rates differ significantly from country to country. For example, Germany and the United States enjoyed strong, steady growth (especially among commercial providers) throughout the 1990s. By contrast, the French database industry experienced strongly negative growth. The French database industry also included fewer commercial firms and offered consumers a narrower range of products than any other country studied.
Canada’s database industry has a mixed record. During the 1990s, Canada’s commercial sector enjoyed steady growth. By 2001, commercial firms accounted for approximately 65 percent of all Canadian database providers — the same percentage as the United Kingdom and Germany. On the other hand, Canada’s government and academic providers declined sharply during this same period. As a result, Canada produces fewer scientific databases than other countries examined in this study. Furthermore, Canadian database providers often specialize in domestic data. This automatically limits the Canadian database industry’s export potential.

Despite these problems, Canada’s database industry has significant growth potential. Possible growth areas include (i) Francophone databases, (ii) commercial databases that specialize in specific industries and/or North American coverage, and (iii) mid-sized scientific databases, particularly in biotechnology.

All commercial database providers rely on a sophisticated blend of legal protections and business methods to protect their products from copying. Europe’s new database right supplements, but does not replace, these earlier forms of protection. During its first year, the new right seems to have produced a one-time boost in (i) database production, and (ii) the number of new firms entering the industry. Since 1999, however, growth rates have returned to previous levels. European database protection has also had unfortunate side effects. Two of these are evident from court decisions: (i) excessive protection for certain databases (for example, telephone directories and sporting event schedules), and (ii) new barriers to data aggregation. Other probable side effects include (iii) new opportunities for dominant firms to harass competitors with threats of litigation, (iv) increased transactional gridlock due to so-called “anti-commons” effects, and (v) inadvertent impediments and disincentives for non-commercial database providers.

If Canada had to decide its database policy now, most of the available evidence would be against adopting EU-style legislation. Fortunately, no immediate decision is required. Although frequently discussed, threat of discrimination by European courts will have a minimal impact on Canadian firms. For this reason, Canada should adopt European-style protection laws for reasons of domestic policy or not at all. The most prudent course is for Canada to wait until the results of Europe’s database protection experiment become clearer.

OVERVIEW

FIVE YEARS AGO, THE EUROPEAN COMMISSION (EC) passed a directive requiring Member States to enact a new form of intellectual property protection — the so-called “sui generis” right — for data. Because of implementation delays, the effects of that decision have not been visible until recently.
This study profiles existing database industries in Canada, the United States, Britain, France and Germany; it summarizes the current legal environment in North America and Europe; and it tests claims that the EC Directive has increased database protection in Europe.

The next section (Modern Databases) sets the stage by describing generic features that all database industries studied for this study share in common. Useful categories for describing database providers are defined and briefly discussed.

The third section (Databases in the United States and Europe) surveys database industries in the United States, Britain, France and Germany.

The fourth section (The Canadian Database Industry) describes Canada’s database industry and compares it with the countries examined in the previous section. That section concludes by identifying potential growth opportunities.

The fifth section (Database Protection in North America) summarizes the legal, technical and economic strategies that providers currently use to protect their databases in North America. It then compares these protections against typical commercial databases to determine whether gaps exist. Pending proposals to extend U.S. law are briefly discussed.

The sixth section (European Law) focuses on the so-called sui generis right which the EC mandated in 1996. The EC Directive, national implementation legislation, and recent European case law are examined in turn.

The seventh section (Is the European Commission Directive Working?) looks for evidence that the EC Directive has fulfilled its intended purpose by encouraging database production in Europe. In total, seven lines of evidence are examined.

The eighth section (Unintended Side Effects) examines the opposite side of the ledger by looking for unwanted side effects that the Directive has either created or made worse.

The ninth section (Canadian Choices) examines Canada’s policy options in light of the foregoing discussions.

**ORIGINAL RESEARCH**

*This study could not have been written* without extensive original research. The principal items include (i) a detailed analysis of 1,164 database providers that operated in Canada, the United States, the United Kingdom, France and Germany between 1993 and 2001, (ii) extended interviews with four EC officials and scholars familiar with recent European court decisions, and (iii) extended interviews with five additional scientists and executives familiar with database issues in biotechnology. Interested readers can find further details in the Appendix.
MODERN DATABASES

BEFORE ESTABLISHING A NEW POLICY toward databases, lawmakers need a clear sense of databases that already exist, who produces them (and why), and what functions they serve within the broader economy.

The task is complicated by the fact that the seemingly simple concept of a database hides a bewildering variety of activities by very different organizations. Today’s world is awash in government, academic and commercial databases. Furthermore, the term ‘database’ can include everything from written articles to graphics to indexes and tabular information. Finally, databases come in many formats. These can vary from traditional bound volumes to digital products (for example, searchable full-text files and graphics) that barely existed 20 years ago.

PORTRAIT OF AN INDUSTRY

What is a Database?

THE FACT THAT SOMEONE, SOMEWHERE knows about a particular fact does not make that information useful to society. In the broadest sense, databases act as conveyor belts between those who discover information and those who use it. This study follows the EU’s definition of a “database” as “a collection of independent works, data, or other materials arranged in a systematic or methodical way and individually accessible by electronic or other means.”

One natural way to think about databases is in terms of value added. Table 1 divides databases into four broad categories. The schema is used throughout this study.

---

* It is easy to denigrate this activity. For example, some scientists argue that databases are unnecessary because researchers should be willing to find and review the published literature for themselves. This overlooks the fact that good databases save users time and effort. While databases cannot replace literature searches, they do make the process more targeted and productive. See Maurer, Firestone and Scriver, 2000.

†† Note that the term “low added value” refers to the provider’s investment. From the user’s perspective, even minimal improvements (for example, full text search) can add enormous value.
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Table 1 defines publishers as providers who take existing data and make it available with minimal alteration. Firms that convert existing print documents (for example, newspapers) into searchable electronic formats are the most common example. Gatherers find information in the external world and then report it in essentially unaltered form. Refiners use human and computerized editors to improve raw data by finding errors, giving opinions and recommending best values. Refiners are particularly important in the sciences. Finally, there are limits to the amount of information that any one database can provide. Portals and links alleviate this problem by increasing the public’s ability to find and combine data from multiple databases.

Who Are Providers?

Database legislation usually starts from the proposition that existing intellectual property rights are inadequate. This implicitly assumes that database production depends on commercial incentives. However, many databases are produced
outside the commercial sector by governments and non-profit organizations. In order to be successful, a policy innovation must benefit — or, at least, not injure — all three of these sectors.

Table 2 describes some typical examples of government, non-profit and commercial providers.

From a public policy standpoint, deciding what type of provider should produce a particular database is non-trivial. Within North America, there remains a broad consensus that government should (i) concentrate on producing data that practically everyone agrees the society needs, and (ii) provide this data at or near the cost of reproduction. Conversely, commercial providers should specialize in producing databases where the underlying need is inherently controversial or uncertain. The justification for having government produce basic data at cost is that intellectual property rights create a legal monopoly which (like all monopolies) artificially raises the price of information, forcing some consumers to go without data that society has already paid for and could provide at near-zero cost.

Despite this orthodoxy, some proponents of intellectual property rights argue that government should leave all commercially viable databases to the private sector. The reason for maximizing the commercial sector is rarely articulated, but is usually based on perceptions that government database budgets are politically unsupportable in the long run. This viewpoint is particularly common in discussions of space imaging data, where the U.S. National Aeronautics and Space Administration (NASA) has adopted commercializing space as an end in itself.

<table>
<thead>
<tr>
<th>TYPE OF PROVIDER</th>
<th>EXAMPLES</th>
<th>TRADITIONAL PRICING MODEL</th>
<th>TRADITIONAL ROLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government</td>
<td>Federal and provincial governments; government-supported foundations and institutes; universities; libraries; museums.</td>
<td>Free of charge or cost of reproduction</td>
<td>Provide data needed by society as a whole.</td>
</tr>
<tr>
<td>Non-profit</td>
<td>Trade associations; scientific and professional bodies; self-supporting institutes.</td>
<td>Non-profit</td>
<td>Provide data needed by distinct user groups.</td>
</tr>
<tr>
<td>Commercial</td>
<td>Corporations and partnerships.</td>
<td>For profit</td>
<td>Provide data needed by individuals.</td>
</tr>
</tbody>
</table>
Overlapping Categories

Despite its utility, the distinction between government, non-profit and commercial providers is often blurred. There are three basic reasons for this:

Saving Tax Dollars. During the 1990s, many governments tried to recover the cost of producing data through user fees. This was particularly true in Europe.

Need to Cover Costs. Even if an organization does not try to earn a profit, it still needs to cover its costs. Some associations provide free databases to members in exchange for dues. Other non-profit vendors charge substantial user fees. Annual subscriptions of $US 5,000 or more are common.²

Organizational Creep. Non-profit organizations typically believe that their mission includes keeping databases affordable.³ Nevertheless, the opportunity to raise prices is often hard to resist. This is particularly true when — from the institution’s perspective — enhanced revenues can be used to support good works.

Despite these qualifications, the distinction between commercial and non-commercial providers remains important and will be used throughout the study.

DATABASES IN THE UNITED STATES AND EUROPE

This section describes the results of a detailed survey of the U.S., U.K., French and German database industries between 1993 and 2001. The survey was performed especially for the current study using data on 936 database providers. All data was taken from The Gale Directory of Databases, a leading industry catalogue. Interested readers can find additional details in the Appendix. A similar survey of Canada’s database industry is presented separately in the section entitled The Canadian Database Industry. As used in this study, the term “database industry” does not distinguish between domestic firms and local subsidiaries of foreign multinationals. This approach is justified by the fact that new database legislation would almost certainly affect both groups equally.

Throughout the 1990s, the largest database industries were those of the United States and the United Kingdom. These industries were also the most commercialized, with for-profit firms consistently accounting for two-thirds of all providers. Germany’s database industry was much less commercial in the early 1990s but had closed the gap by the end of the decade. France began and ended the period with the least commercialized database industry of any country examined in this study.
All countries examined for this study offered consumers a complete assortment of basic data. Examples include consumer marketing information, TV ratings, books-in-print, library catalogue listings, credit information, industry directories, statutes, court opinions, telephone directories, financial market prices, and price and employment statistics. Since most of these products have existed for decades, future growth is likely to be modest no matter what type of database legislation is adopted.

New legislation will probably have the biggest impact on specialized or innovative goods that differ from country to country. These are stressed in what follows. Readers interested in an overview of the five database industries profiled in this study may wish to consult Tables 3a to 3g before reading further.

### Table 3a

**Overview: On-line Providers**

<table>
<thead>
<tr>
<th>PROVIDERS</th>
<th>FRANCE</th>
<th>GERMANY</th>
<th>UNITED KINGDOM</th>
<th>CANADA</th>
<th>UNITED STATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governments, Libraries,</td>
<td>40</td>
<td>10</td>
<td>15</td>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>Museums and Universities</td>
<td>(35)</td>
<td>(15)</td>
<td>(15)</td>
<td>(40)</td>
<td>(15)</td>
</tr>
<tr>
<td>Associations, Institutes and</td>
<td>25</td>
<td>25</td>
<td>20</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Churches</td>
<td>(30)</td>
<td>(35)</td>
<td>(20)</td>
<td>(15)</td>
<td>(15)</td>
</tr>
<tr>
<td>Commercial Entities</td>
<td>35</td>
<td>65</td>
<td>65</td>
<td>65</td>
<td>75</td>
</tr>
<tr>
<td>(35)</td>
<td>(50)</td>
<td>(65)</td>
<td>(40)</td>
<td>(70)</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3b

**Overview: CD-ROM Products**

<table>
<thead>
<tr>
<th>PROVIDERS</th>
<th>FRANCE</th>
<th>GERMANY</th>
<th>UNITED KINGDOM</th>
<th>CANADA</th>
<th>UNITED STATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clip Art and Shareware</td>
<td>10</td>
<td>–</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Multimedia and Interactive</td>
<td>10</td>
<td>–</td>
<td>10</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Software</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic Versions of</td>
<td>25</td>
<td>20</td>
<td>35</td>
<td>30</td>
<td>25</td>
</tr>
<tr>
<td>Existing Publications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional Databases</td>
<td>55</td>
<td>80</td>
<td>50</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>
### TABLE 3c

**CLOSE-UP: ON-LINE COMMERCIAL PROVIDERS**
(Percentage of providers who operate particular types of databases, by country, 2001)

<table>
<thead>
<tr>
<th>PROVIDERS</th>
<th>FRANCE</th>
<th>GERMANY</th>
<th>UNITED KINGDOM</th>
<th>CANADA</th>
<th>UNITED STATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portals</td>
<td>15</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Publishers</td>
<td>35</td>
<td>40</td>
<td>30</td>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>Newspapers, Wire Services and Magazines</td>
<td>20</td>
<td>15</td>
<td>10</td>
<td>40</td>
<td>25</td>
</tr>
<tr>
<td>Scholarly Journals and Books</td>
<td>–</td>
<td>–</td>
<td>&gt;5</td>
<td>–</td>
<td>5</td>
</tr>
<tr>
<td>Court Opinions and Statutes</td>
<td>–</td>
<td>5</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td></td>
</tr>
<tr>
<td>Newsletters and Business</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Magazines</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>10</td>
</tr>
<tr>
<td>On-line News Sites and Magazines</td>
<td>–</td>
<td>5</td>
<td>&gt;5</td>
<td>–</td>
<td>5</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>45</td>
<td>40</td>
</tr>
<tr>
<td>Company Products, People and Financial Data</td>
<td>20</td>
<td>30</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Market, Consumer and General Economic Data</td>
<td>10</td>
<td>10</td>
<td>15</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Science</td>
<td>–</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td>–</td>
<td>&gt;5</td>
</tr>
<tr>
<td>Legal</td>
<td>10</td>
<td>&gt;5</td>
<td>5</td>
<td>12</td>
<td>&gt;5</td>
</tr>
<tr>
<td>Refiners</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Scientific</td>
<td>10</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td>&gt;5</td>
</tr>
<tr>
<td>Legal</td>
<td>5</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td>&gt;5</td>
<td>&gt;5</td>
</tr>
<tr>
<td>Market Intelligence</td>
<td>–</td>
<td>5</td>
<td>5</td>
<td>&gt;5</td>
<td>5</td>
</tr>
</tbody>
</table>

### TABLE 3d

**EXPORT POTENTIAL: SUBJECT MATTER FOCUS**
(Percentage of database providers who produce data of potential interest to domestic, mixed or international audiences, by country, 2001)

<table>
<thead>
<tr>
<th>PROVIDERS</th>
<th>SUBJECT MATTER</th>
<th>FRANCE</th>
<th>GERMANY</th>
<th>UNITED KINGDOM</th>
<th>CANADA</th>
<th>UNITED STATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-line Databases</td>
<td>Domestic</td>
<td>55</td>
<td>45</td>
<td>45</td>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Mixed</td>
<td>15</td>
<td>15</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>International</td>
<td>35</td>
<td>40</td>
<td>35</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>CD-ROMs</td>
<td>Domestic</td>
<td>50</td>
<td>50</td>
<td>40</td>
<td>70</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Mixed</td>
<td>50</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>International</td>
<td>0</td>
<td>45</td>
<td>55</td>
<td>20</td>
<td>60</td>
</tr>
</tbody>
</table>
### Table 3e

**Export Potential: Language**  
(Percentage of database providers who produce English, bilingual and non-English data, by country, 2001)

<table>
<thead>
<tr>
<th>Language(s)</th>
<th>France</th>
<th>Germany</th>
<th>United Kingdom</th>
<th>Canada</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>English Only</td>
<td>10</td>
<td>5</td>
<td>95</td>
<td>70</td>
<td>95</td>
</tr>
<tr>
<td>Bilingual/Multiple</td>
<td>15</td>
<td>25</td>
<td>&gt;5</td>
<td>25</td>
<td>&gt;5</td>
</tr>
<tr>
<td>Non-English</td>
<td>75</td>
<td>70</td>
<td>&gt;5</td>
<td>5</td>
<td>&gt;5</td>
</tr>
</tbody>
</table>

### Table 3f

**Export Potential: Science Content**  
(Percentage of providers who produce science and engineering databases, by country, 2001)

<table>
<thead>
<tr>
<th></th>
<th>France</th>
<th>Germany</th>
<th>United Kingdom</th>
<th>Canada</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Science and Engineering Databases</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>10</td>
<td>25</td>
</tr>
</tbody>
</table>

### Table 3g

**Database Growth**  
(Absolute and percentage growth in number of providers, by sector and country, 1993 and 2001)

<table>
<thead>
<tr>
<th>Year</th>
<th>Provider Type</th>
<th>France</th>
<th>Germany</th>
<th>United Kingdom</th>
<th>Canada</th>
<th>United States**</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>Governments, Libraries, Museums and Universities</td>
<td>43</td>
<td>39</td>
<td>33</td>
<td>84</td>
<td>[No Data]</td>
</tr>
<tr>
<td></td>
<td>Associations, Institutes and Churches</td>
<td>33</td>
<td>15</td>
<td>39</td>
<td>17</td>
<td>[No Data]</td>
</tr>
<tr>
<td></td>
<td>Commercial</td>
<td>50</td>
<td>58</td>
<td>135</td>
<td>60</td>
<td>[No Data]</td>
</tr>
<tr>
<td></td>
<td>Total*</td>
<td>171</td>
<td>121</td>
<td>207</td>
<td>163</td>
<td>1,250</td>
</tr>
<tr>
<td>2001</td>
<td>Governments, Libraries, Museums and Universities</td>
<td>27</td>
<td>16</td>
<td>33</td>
<td>37</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>Associations, Institutes and Churches</td>
<td>18</td>
<td>32</td>
<td>39</td>
<td>9</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>Commercial</td>
<td>37</td>
<td>100</td>
<td>131</td>
<td>82</td>
<td>740</td>
</tr>
<tr>
<td></td>
<td>Total*</td>
<td>100</td>
<td>173</td>
<td>202</td>
<td>135</td>
<td>1,010</td>
</tr>
<tr>
<td></td>
<td>Percentage Change</td>
<td>–41</td>
<td>+43</td>
<td>–2</td>
<td>–13</td>
<td>–19</td>
</tr>
</tbody>
</table>

Notes: * Includes unidentified entities and miscellaneous categories (for example, international bodies).  
** Estimates based on 10-percent sample.
UNITED STATES

As of 1993, U.S. PROVIDERS OFFERED roughly 5,000 databases. For comparison, this was 12 times larger than its nearest rival (the United Kingdom). Throughout the 1990s, the number of databases offered by U.S. providers grew steadily at approximately six percent a year. Despite this, the United States' relative share of the world's database production declined. Today, that country provides roughly 7,000 databases. This is only seven times the U.K. figure.

The United States has the most heavily commercialized database industry of any country examined for this study. Today, 75 percent of all U.S. providers are commercial entities — 10 percent more than in Britain or Germany. The U.S. database industry is also becoming more concentrated. While the number of U.S. databases grew 40 percent between 1993 and 2001, the total number of providers fell by 19 percent.

Commercial Sector

U.S. portals like LEXIS and Westlaw currently offer thousands of titles, suggesting that the ability to offer convenient one-stop shopping strongly favours large providers. During the mid-1990s, many providers — particularly in science and technology — significantly enhanced traditional dumb portals by adding new search capabilities in the form of sophisticated bibliographies, indexes, software and other research tools. Thomson's ISI (Web of Science portal) and Kluwer's Ovid Technologies subsidiary (large biomedical portal) are the best-known examples of this trend.

Most electronic journals are spin-offs of pre-existing print media. During the 1990s, however, some U.S. Publishers began to launch all-electronic journals. Still other firms published their data as content for Internet sites. Probably the most noteworthy innovation involved scientific journals. By the end of the 1990s, several scientific publishers were providing all of their journals on-line. Examples included the American Society of Civil Engineers (a non-profit professional society) and Johns Hopkins Press. Unified text search capabilities welded many of these collections into powerful research tools.

U.S. gatherers include a large number of familiar names such as LEXIS, Dialog and Dun & Bradstreet. Although headquartered in the United States, most large gatherers maintain substantial overseas operations through subsidiaries and local partners. This reflects the fact that almost all commercially useful data (for example, credit ratings, court opinions or financial market data) is geographically dispersed. Presumably, there are strong competitive pressures for gatherers to be close to their sources. Despite this trend, many smaller gatherers maintained a much more limited presence overseas.

U.S. refiners include a large number of industry newsletters. Within the sciences, refiners include the American Chemical Society, a non-profit institute
that provides recommended best values and literature abstracts for users in academia, industry and law. Other well-known examples included Jane’s (military data), Celera and Incyte (genomic data) and Space Imaging (processed satellite data).

Government, Academic and Non-profit Providers

As in the commercial sector, non-profit portals grew steadily larger and offered users growing numbers of research tools throughout the 1990s. Examples include SPARC (portal offering access to approximately 100 journals) and OCLC (portal enhanced with extensive research tools). Within government and academia, a few portals have started to experiment with federations, in which member databases agree to adopt minimally uniform computing standards and nomenclatures. Portal users can then search the federation as if it were a single, seamlessly searchable resource.9

Government and academic producers are particularly important to science. Compared to other countries, the U.S. federal government continues to fund an enormous number of science and social science databases. Non-profit providers also produce many science databases. By comparison, commercial firms accounted for only 40 percent of U.S. scientific databases.

United Kingdom

During the 1990s, the total number of U.K. databases grew steadily at just under 10 percent per year. During this time, the total number of government, non-profit and commercial providers remained essentially constant. This overall picture suggests a mature industry enjoying steady growth.

The United Kingdom has one of the world’s most commercialized database industries. In 1993, commercial firms accounted for roughly 65 percent of the country’s database providers. This fraction remained constant throughout the 1990s.

Commercial Sector

As in the United States, many U.K. portals grew very large during the 1990s in order to offer consumers one-stop shopping for data. This trend was not limited to portals aimed at the general public. Portals aimed at narrower scientific and business audiences also grew dramatically.9

---

9 Dialog Corporation is probably the best-known example of a large, general-purpose portal. Examples of specialized portals include Chem-Web (60 chemical, pharmaceutical and related databases) and FT Profile (100 newspapers, wire services and trade journals).
U.K. *publishers* tend to cover overseas information much more than their counterparts in other countries. To some extent, this may be a legacy of the Empire. Examples include a wide variety of newsletters covering regional politics and business. British firms also engage in extensive re-publication of overseas newspapers and broadcasts.

Britain’s commercial *gatherers* and *refiners* have a similarly international outlook. Far more than in any other country surveyed for this study, British providers specialize in producing industry profiles and *business intelligence*. Large new organizations, which already possess substantial information-gathering assets and reputations, seem to be particularly adept at producing business intelligence.

The United Kingdom’s internationalism also spills over into science. British firms produce abstracts and bibliographies that cover the worldwide literature in a broad assortment of disciplines.

**Government, Academic and Non-profit Providers**

As in the United States, government and non-profit organizations continue to play a large role in the production of British scientific and engineering databases. During the 1990s, the British government tried to make at least some of these resources self-supporting. Success was, at best, uneven. For example, British Ordnance survey fees rose so steeply that many U.K. colleges stopped teaching students about British cities and began to use U.S. maps instead. Despite high prices, revenues were disappointing.

**GERMANY**

The total number of *German databases* was roughly constant during the early 1990s, but nearly doubled in the two years after database legislation was passed in 1998. Since then, the number of databases has declined slightly.

The total number of German database providers grew by more than 5 percent a year between 1993 and 2001. Eighty percent of these new providers

---

* Examples include Peat Marwick McLintock (English language Czech newspaper), FT Profile (100 world newspapers), FT Discovery (Asian newswires) and Moneyclips Ltd. (selected Mid-East press articles).

† Examples include Art Sales Index Ltd. (worldwide art sales), BioCommerce Data Ltd. (worldwide biotechnology industry), Crain Communications (worldwide tire production), The Economist Intelligence Unit (information on 66 developing countries), ESPICOM (medical markets in 70 countries), FIB Publications (international pharmaceutical industry newsletters) and Lettres (United Kingdom) (Latin American business newsletters).

‡ Examples include Bowker-Saur Ltd. (Anglo-American social science literature), BRF International (brewing technology), Derwent Publications (scientific, industrial and patent data), Elsevier/Geo Abstracts (worldwide earth sciences and textile technology) and Geosciences (earth sciences data).
were commercial. As a result, private sector firms went from 50 percent of all providers in 1993 to 65 percent in 2001. Whether the number of commercial providers will now level off, as it has in the United States and the United Kingdom, remains an open question.

**Commercial Sector**

Compared to the United States and the United Kingdom, most German commercial portals remain relatively small. Germany’s largest and most advanced portal — the European Service Center for STN — is operated by a non-profit institute and will be discussed in the next section.

Like other European countries examined for this study, German publishers include a large number of on-line business newsletters. While most are domestic, many have a regional or worldwide focus. Most of these international newsletters are devoted to traditional German specialties like chemistry and pharmaceuticals.*

German gatherers produce a variety of scientific bibliographies covering worldwide research. Most of these involve disciplines of interest to German industry.† Other gatherers collect economic data on various international industries. Once again, these databases tend to center on traditional German specialties like chemicals and pharmaceuticals.‡

Germany’s refiners also produce a substantial number of scientific databases. Most of the databases are related to chemistry,§ which has the longest tradition of commercial data anywhere in the sciences. As in the United Kingdom, several German news organizations have developed business intelligence reports in order to find new markets for their existing research assets.**

---

* Examples include Aertze Zeitung Verlagsgesellschaft (pharmaceuticals newsletter), Global Press Nachrichten-Agentur und Informationsdienst GmbH (international computer, aviation and automobile newsletters), Handelsblatt GmbH (magazines covering German and European chemical industry), and Datacom-Zeitschriften Verlag GmbH (worldwide telecommunications industry newsletter).

† Examples include Comargus Information Center GmbH (printed circuits), Bayer, AG (chemical engineering literature), International Food Information Service GmbH (worldwide food, wine and packaging literature), and Xtract-Informatinsverarbeitung GmbH (worldwide agriculture, data processing, energy, economics and technology literature). As in most other countries, trade groups, non-profit institutes, universities and governments also produce important literature surveys.

‡ Examples include Aertze Zeitung Verlagsgesellschaft (international pharmaceuticals industry data), Broenner Umschauverlag Breidentstein GmbH (worldwide auto industry data) and CWD (economics of chemical industry).

§ Examples include Bayer (chemical engineering), BASF (NMR spectra), Chemical Concepts (optical spectra) and Volkswagen (automotive literature).

** Examples include the Frankfurter Algemeine Zeitung (country reports and German company profiles) and the Suddeutsche Zeitung Dokumentations — und Informations Zentrum Munchen (unspecified information products).
Government, Academic and Non-profit Providers

FIZ Karlsruhe, a non-profit institute founded by the German government, operates the European portal for a spectacular assortment of approximately 150 chemistry, biotech, materials science, patents, engineering, physics and industrial technology databases. The portal is used worldwide and is part of a larger collaboration between non-profit organizations in the United States, Germany and Japan. Like its counterparts in the United States, FIZ Karlsruhe is largely self-supporting.

German trade association and institute gatherers produce a variety of commercially important science and technology research databases. The country’s most important refiners focus on chemistry and the physical sciences. Most of these databases are produced by an interlocking system of non-profit institutes originally founded by Germany and the EU.

Language Barriers

German providers face substantial language barriers compared to their Anglo-American counterparts. Slightly more than half — 55 percent of the Gale Directory sample — include English in their databases.

Paradoxically, language barriers seem to have stimulated database production in some cases. For example, several science and technical databases specialize in German-language resources that the big Anglo-American databases seem to have missed. Other providers extend coverage beyond Germany’s borders to include smaller German-speaking nations.

---

* Examples include DEHEMA (chemical engineering literature), Deutsche Bundesanstalt für Materialforschung und — prüfung (international material strength and testing literature), Deutsches Bundesanstalt für Geowissenschaften und Rohstoffe (worldwide geoscience, mining and oceanography data), Deutsches Kunststoff Institut (worldwide plastics literature), Dokumentation Kraftfahrwesen (worldwide automotive literature), Forschungsgesellschaft Druck e.V. (international printing industry), Gesellschaft für Biotechnologische Forschung mbH (international genomic literature), Gesellschaft fur Mathematik und Datenverarbeitung (worldwide information technology literature) and HECLINET (worldwide hospital services literature).

† Examples include DEHEMA (chemical engineering databases), FIZ CHEMIE (database produced in cooperation with the United Kingdom), FIZ Technik (engineering), FIZ W (ceramics and metallurgy), FIZ Karlsruhe (computing, chemistry and physics), and FIZ Ka (energy).

‡ Examples include The Umwelt Bundesampt (database of German-speaking environmental literature), Forschungsinstitut Senckenberg (database of German-speaking biology literature), Institut fur Geschichte der Medizin (German supplement to U.S. bioethics database), Forschungskuratorium Maschinenbau (German mechanical engineering literature), and Deutsches Zentrum fur Altersfragen (German gerontology literature).

§ Examples include databases produced by Agrar Buch Center im Landwirtschaftsverlag GmbH (German language agricultural literature), Informationsvermittlungsagentur Waldemar Kubanski (Polish firms), Die Deutsche Bibliothek (German language books), Agentur for Weiterbildung Hunert & Neumann GbR (German, Austrian, and Swiss educational seminars), Informationstring Krediturschaft Datenbank (German banking literature), Mueller Address und Neue Mediengesellschaft Ulm GmbH & Co.
France

The total number of French databases remained roughly constant between 1993 and 2001. However, during the same period, the number of providers fell by approximately 40 percent — far more than any other country examined for this study. France’s commercial sector accounted for a very low fraction (just 35 percent) of the country’s database providers. This fraction held steady throughout the period.

Commercial Sector

Compared to other countries, French database providers include a disproportionately large number of portals — roughly three times more than those found in Germany, Canada or the United States. The reason seems to be that the average French portal offers fewer databases than its counterparts in other countries. The absence of large, well-organized portals probably costs French consumers a modest amount of power and efficiency.

French publishers consist almost entirely of on-line newspapers, magazines and newsletters. At least qualitatively, France seems to have achieved good on-line coverage of its national newspapers and magazines.

With respect to gatherers and refiners, France offers numerous commercial databases for basic commercial applications such as law, business and marketing. However, French commercial providers produce relatively few databases outside these traditional categories. This may explain why commercial providers remain much less common in France than in any other country examined for this study. In the sciences, French refiners include Questel (chemical structure data) and Genset (genomic data).

Government, Academic and Non-profit Providers

French providers include a large number of international organizations such as the EU, the Organisation for Economic Co-operation and Development (OECD), the European Space Agency (ESA) and the United Nations Educational, Scientific and Cultural Organization (UNESCO). Together, these bodies accounted for 10 percent of all French providers. No other country surveyed for this study comes close to this figure.

(TV and video firms operating in Germany, Austria, Luxembourg and Switzerland) and JURIS GmbH (gateway specializing in German-speaking countries).

* Genset is a bioinformatics firm that specializes in a comparatively small subset of genomic data known as polymorphisms. Genset’s narrow focus has allowed it to compete effectively with much bigger firms like Celera and Incyte. Similar specialization strategies are likely to become increasingly important for start-up firms in the post-genomic era. Interview with Lee Bendegkey dated January 30, 2001.
Compared to other countries, France produces relatively few science and technical databases commercially. Instead, 70 percent of all science and technical database providers are affiliated with government, universities and national laboratories. Examples include important physics and chemistry databases such as GAYPHOR and THERMODATA.

**Language Barriers**

Domestically, language barriers seem to have created a market for databases that (i) cover French-language publications, and/or (ii) describe English-language publications in French. Internationally, the language barrier makes it harder for French products to compete. This may explain why some French providers have taken to distributing their data through overseas partners.*

**COMPETITION AND MARKET POWER**

**BECAUSE THIS STUDY IS PRIMARILY CONCERNED** with the overall health of database industries at the national level, the foregoing discussion focused on aggregate descriptions with only passing references to individual markets. How competitive are these markets?

For very large commercial databases, it is not hard to find instances in which two or more providers compete in offering near-substitutes to the public.† At least anecdotally, head-to-head competition appears to be much less prevalent among small providers.‡ Instead, each individual database often occupies its own niche, without obvious close competitors.

Scientists and legal scholars have frequently argued that this pattern of niche databases gives providers significant monopoly power§ and that additional database rights will only make matters worse.¶ For now, this argument remains inconclusive. At least in theory, the threat of potential entry could still be a powerful brake on prices even without direct competition. Furthermore, the existence of niche databases might even be beneficial to the extent that society is able to avoid a wasteful duplication of effort.

* Examples include LAMY, SA, which supplies French legal materials to LEXIS, and Thomson-Marconi, which produces a defence database for Jane’s.

† Examples of head-to-head competition include Westlaw and LEXIS (legal opinions); NEXIS and Dialog (full-text newspapers and commercial databases); and Dun & Bradstreet and Kompass (company profiles and credit ratings). A slightly different form of competition occurs between basic data sets produced by government agencies (usually available at zero or nominal cost) and enhanced versions produced by the private sector. Examples include topographic maps, weather information and biology data. As explained below, many subscribers are willing to pay more than $100,000/year for enhanced versions of public domain genome data.

§ Skyrocketing subscription prices for scientific journals show that vendors serving niche markets can, in fact, wield significant market power. See Maurer and Scotchmer, 1999.
Further understanding of this issue requires detailed empirical study. Even a handful of detailed case studies would do much to resolve the debate.

THE CANADIAN DATABASE INDUSTRY

The first part of this section describes the Canadian database industry between 1993 and 2001. The description is based on a study of 226 Canadian database providers performed especially for this study. The study is based on information extracted from the Gale Directory of Databases, a leading industry catalogue. Interested readers can find additional details in the Appendix. The rest of the section describes opportunities for growth over the next decade.

CANADIAN DATABASES

In contrast to the United States, the United Kingdom and Germany, the total number of Canadian databases decreased by 20 percent between 1993 and 2001. During the same period, the total number of Canadian database providers fell by roughly 10 percent. Fifteen percent of the providers who left the market were associated with governments, universities and libraries. Tight budgets during the early 1990s explain much of this trend.

Despite the decline in the public sector, the commercial sector grew. In 1993, only 40 percent of Canada’s providers were commercial firms. Over the next eight years, commercial entities accounted for roughly three-quarters of all new providers. Not surprisingly, the commercial sector eventually took over database functions that had previously been performed by government. Examples include law, mineral exploration and data on company filings.*

Today, the commercial sector accounts for 65 percent of all providers — the same figure found in older, more established database industries in the United Kingdom and Germany. Because many of Canada’s commercial providers operate relatively simple on-line newspapers, this comparison may overstate the database industry’s maturity (see below). Nevertheless, Canada’s private sector appears to be healthy.

* Examples include databases formerly maintained by the Alberta Department of the Attorney General (statutes), Alberta Oil Sands Technology and Research Authority (geology and industrial data), Alberta Research Council (Alberta geology data), Canada Department of Energy, Mines and Resources (mineral processing information), Commission de la santé et de la sécurité du travail du Québec (Quebec law), Industry, Science and Technology Canada (information on Canadian corporations), Manitoba Legislative Council (statutes), New Brunswick Department of Justice (statutes) and Revenue Canada (tax regulations).
Commercial Sector

Presumably, Canadian consumers do much of their research on U.S. portals. Despite this, Canadian portals have done a good job of organizing local subject matter. Since 1993, providers such as Southam, Infomart, and Dialog have offered consumers a growing assortment of Canadian newspapers, wire services, trade journals, newsletters and firm databases. Dialog's Canadian portal currently contains roughly 60 separate databases. This has allowed Canada to (a) share in the global trend toward convenient one-stop access to data and (b) increase the rate at which the country's existing databases are used.

The existence of large Canadian portals may also have encouraged entrepreneurs to create new databases that would not otherwise exist. For example, Dialog added at least 35 regional Canadian newspapers and magazines to its portal between 1999 and 2001. None of these on-line resources appear to have existed previously.

Most of Canada's publishers are on-line newspapers. As shown in Table 3c, this proportion is more than twice as high as comparable figures for the United Kingdom or Germany. To some extent, the phenomenon may reflect Canada's larger geographic size and diversity. The fact that the United States has the second highest proportion of on-line newspapers (25 percent) in Table 3c tends to support this thesis. At the same time, on-line newspapers are among the simplest databases to produce. This suggests that the Canadian database industry may be less developed than gross figures suggest. The fact that on-line newspapers account for a fairly large fraction (20 percent) of France's otherwise underdeveloped commercial sector supports this thesis.

Canada's gatherers provide a full range of legal opinions, statutes, firm credit ratings and marketing information. Beyond this basic information, the commercial sector has also developed several purely Canadian sub-specialties. These include business and geophysical databases serving the mineral and oil industries, and a variety of financial databases aimed at Canadian investors.\^1

Canadian refiners have a mixed record. Despite a strong government and academic base (see below), no commercial biotechnology or chemistry databases seem to exist. On the other hand, Canadian firms are extremely innovative in combining multiple geospatial data sets such as satellite images, maps and tax records. This comparative advantage probably arose in response to peculiarly Canadian challenges connected with mineral exploration and/or the need to map and administer vast, thinly settled territories. Applications include

---

\^1 Examples include databases provided by Petroleum Information Canada (Alberta production time series), Woodside Research Ltd. (Canadian petroleum industry data), and Financial Post Datagroup (Canadian businesses and financial markets).
such diverse fields as mineral exploration, retail marketing and cell phone tower construction.17

Government, Academic and Non-profit Providers

Between 1993 and 2001, the number of Canadian providers engaged in scientific and technical databases fell from 20 percent to just 10 percent. The decline reflects the contraction of Canada’s government and academic database sectors during the early 1990s.

Today, government-supported refiners continue to produce a variety of world-class databases. Examples include sites operated by the National Research Council (crystallography data), Toronto’s Bioinformatic Computing Centre (genome data) and McGill University (thermodynamics and mutations data). At least some of these institutions have experimented with user fees and other strategies that make them partially self-supporting. The Canada Institute for Scientific and Technical Information (CISTI) and the National Research Council have adopted an explicit business orientation since 1993.18

As in most other countries, non-profit portals supply most of Canada’s biology, chemistry and other types of scientific databases. Historically, the Canadian National Research Council, CISTI and various universities have played a leading role. Although several of these databases — including CISTI’s large CAN/OLE industrial and business portal — closed during the early 1990s, others have opened since then. For example, the National Research Council operates a portal that provides access to foreign biotechnology data.

Language

Approximately 25 percent of all Canadian databases include at least some French content. However, the corresponding figure for Canadian commercial databases is only 12 percent. This suggests — but does not prove — that the commercial sector is less vigorous in Quebec and/or has not done enough to serve French consumers.

Interactions with the United States

Particularly in the wake of the North American Free Trade Agreement (NAFTA), proximity to the U.S. economy has probably had a profound influence on Canada’s database providers. On the positive side, competition with the innovative U.S. market may have encouraged Canadian firms to embrace new products. Table 3b provides limited evidence for this proposition by showing that Canadian and U.S. firms are twice as likely to offer multimedia/interactive software products as their nearest European rivals.
On the debit side, Canadian providers face strong competition from cheap and sophisticated U.S. databases. Based on relative populations, one would expect Canadian firms to account for roughly one-sixth of all database products serving the combined U.S./Canadian market. In fact, such products seem to be disproportionately American. This may explain why Canadian providers focus on domestic data nearly twice as much as their counterparts in other countries. (See Table 3d.) The availability of U.S. and foreign products may also explain why Canada’s commercial sector has not produced more scientific and technical databases. (See Table 3f.)††

As always, international trade is a two-sided business. Access to U.S. data helps consumers. Furthermore, some Canadian firms may earn substantial revenues from U.S. clients. On the other hand, U.S. competition may discourage development of Canada’s commercial sector.

GROWTH OPPORTUNITIES: EMULATING FOREIGN SUCCESS STORIES

The third section described a variety of new and/or specialized products that helped the U.S. and European database industries grow during the 1990s. This section asks whether Canadian firms should try to emulate any of these models. For convenience, each provider type is discussed separately.

Portals

During the 1990s, U.K. and U.S. portals competed by offering consumers (i) one-stop shopping for large numbers of databases, and (ii) smart portal research tools for coping with the resulting flood of databases. Both of these trends favour large existing portals over newcomers. For this reason, Canadian firms are not likely to penetrate the market for large, general research portals in the foreseeable future.

Publishers

In order to grow, Canada’s electronic publishers need to find new stocks of books, magazines, newsletters, scholarly journals and other print media that have not yet appeared on-line or as CD-ROMs. The recent explosion of regional

† The situation may be getting worse. Examples of providers which have dropped combined U.S./Canadian coverage since 1993 include the Royal Bank of Canada (newsletter covering U.S. and Canadian economies), PComm Information Systems (computer magazine covering the United States and Canada), and Teleglobe Insurance Systems (building cost data for the United States and Canada).

†† There are at least two possible explanations for the historic success of U.S. firms within the combined U.S./Canadian market. First, new start-up firms may find it easier to mature in a large domestic market like the United States before attempting to operate abroad. Second, the large number of U.S. database firms may make it easier to find skilled workers with appropriate know-how. The increasing integration of the U.S./Canadian economy under NAFTA should reduce both of these advantages over time.
newspaper databases shows that significant growth may still be possible. In general, however, publishers have probably exhausted the backlog of print media materials that fuelled growth in the early 1990s. This suggests that future growth will be comparable to that of Canada’s underlying print media industry.

Gatherers

Large gatherers usually maintain a physical presence at or near the regions they cover. In part, this is because materials like credit ratings, court opinions and marketing data usually need to be collected where they originate. Furthermore, firms like to have offices close to their customers — and most users tend to be interested in their own geographic regions. This gives firms headquartered in the United States and the United Kingdom a substantial advantage over Canadian competitors for large databases like legal opinions, credit information and marketing data. On the other hand, small U.S., U.K. and German firms have shown that it is possible to offer more modest databases (covering, for example, a specific geographic region or industry) using one or two offices. By analogy, Canadian firms may be able to find similar niches by focusing on (i) North American regional data and/or (ii) worldwide industries (for example, petroleum and mineral exploration) that have strong Canadian associations.

Refiners

Unlike gatherers, refiner databases are rarely tied to a particular geographic region. This makes them ideal for firms in a small, open economy like Canada. Although Canadian refiners probably cannot hope to match the United Kingdom’s existing lead in worldwide business intelligence newsletters, they may be able to create narrower but still useful reports for North America. Large Canadian news organizations might find this an appealing way to squeeze additional revenue from their existing reputation and information-gathering assets.

Science refiners are discussed separately in the subsection entitled Growth Opportunities: Science and Engineering Databases below.

GROWTH OPPORTUNITIES: NICHE DATABASES

Several German and French providers specialize in (i) supplementing worldwide U.S. and U.K. literature surveys with focused regional coverage, or (ii) providing local language guides to worldwide research in other languages.†

---

* This is obviously less of a problem for Canadian multinationals that are already operating abroad.

† Examples include Informania (third-world medical literature supplement to MEDLINE); BNI (British supplement to U.S. nursing literature database); Umwelt Bundesampt (German language environmental literature); Forschungsinstitut Senckenberg (German language biology literature); Institut for
Tables 3d and 3e show that Canadian providers have also done a good job at covering local issues.

Despite this success, additional niche databases may be possible. One particularly promising idea is to produce French-language databases for export. This would allow Quebec firms to specialize in translating, adapting and/or marketing North American databases for use in France. In effect, Canadian firms would reap arbitrage profits by introducing databases that have already succeeded in North America to French and Francophone consumers. Canadian firms could also sell their services to North American database vendors who need help to enter French markets.

**GROWTH OPPORTUNITIES: SCIENCE AND ENGINEERING DATABASES**

MOST OF THIS SECTION FOCUSES on biotechnology, which had the largest and best-funded science databases throughout the 1990s. Prospects for other types of scientific databases are briefly discussed.

**Biotechnology**

The world’s best-funded science databases are concentrated in the biotechnology sub-field known as “bioinformatics.” Canada’s academic and government sector institutions provide a strong — if so far largely unrealized — base for future development.\(^{19}\)

Bioinformatics came of age during the 1990s, when big pharmaceutical and biotechnology research firms found that they could no longer manage high volume genome data on their own. As of 1997, the total worldwide value of bioinformatic goods and services was US$ 917 million.\(^ {20}\) According to one study, 62 percent of the world’s bioinformatic firms were based in the United States, 33 percent were based in Europe and just 3 percent in Canada.\(^ {21}\) Most bioinformatic firms mix traditional database production with other activities (for example, writing software and performing laboratory research) in a ratio that varies from firm to firm.\(^ *\) Typical database activities include (i) preparing bibliographies and abstracts listing all papers that mention a particular location in the genome, (ii) improving public domain genome data by using computers

\* One extreme example is Proteome, whose products consist almost entirely of computerized — but otherwise traditional — bibliographies and abstracts. Interview with Mark Mooney dated February 15, 2001. By contrast, the industry’s largest players — Incyte and Celera — earn most of their revenues by discovering and selling proprietary information. That said, they earn substantial revenues from traditional database activities like collecting, cleaning and annotating data that are already available in the public domain. In 1999, a subscription to Incyte’s public domain data cost approximately $100,000 per year. See Maurer, 2000b.
and human editors to search for and correct errors, and (iii) devising advanced software architectures that let users search enormous datasets using flexible and powerful search tools.\textsuperscript{22}

Two firms — Celera and Incyte — currently dominate the world market for extremely large, general-purpose genome maps. Canadian firms cannot hope to compete with these databases directly because of the enormous up-front investments involved. Over the next decade, however, research will almost certainly shift from mapping (What is the genome?) to function (What does the genome do?). Most observers believe that this new focus will favour smaller, more specialized databases that pull together clues from many different branches of biology. This should re-open the market to smaller, more specialized firms.\textsuperscript{23} To some extent, this is already happening. Since 1998, approximately 70 percent of all new entrants in the bioinformatics industry have been specialized firms. Today, 85 percent of all bioinformatic firms employ fewer than 500 employees.\textsuperscript{24}

Building a Canadian bioinformatics industry will require (i) connecting the country’s bioinformatics specialists to sources of funding and business expertise, (ii) identifying commercial needs that modest databases can satisfy, and (iii) counselling and encouraging would-be entrepreneurs. Government’s ability to facilitate these processes is limited, but could be useful at the margin.

Other Big Science Databases

Apart from bioinformatics, the best known large-scale science and engineering databases involve space imaging and chemistry. Canada’s public sector provides a strong base for these activities. Prominent Canadian programs include Radarsat (space images) and CISTI (crystallography data).

Two large U.S. firms (Carterra and Space Imaging) currently dominate the market for one-meter resolution, on-demand space imaging. Because of the enormous required up-front investment, new Canadian firms have little hope of challenging these firms directly. As in biotechnology, success will depend on firms’ ability to find new ideas for commercially useful, but moderately sized database products.

For now, the outlook appears bright. Canadian firms have a long history of combining space images with other data sets (for example, tax records and census data) to create value-added products. This means that new start-up firms should be able to find plenty of human capital. Perhaps more importantly, space imaging is ideally suited to a vast, thinly-settled country like Canada. This suggests that new firms can grow to maturity in Canada’s domestic markets before they incur the cost and complexity of foreign operations.
Small Science Databases

Many physical science databases are difficult to use or narrowly targeted to the needs of particular disciplines. In principle, Canadian business could profitably re-package or extend these databases to serve new user groups in academia or industry. However, scientific database production is almost always a small-scale activity involving budgets of less than $1 million/year. Even if successful, commercialization would not have a major impact on Canada’s economy.

A more promising approach is to create a coordinating hub to collect, rationalize and preserve data that are currently fragmented or go unpublished. There are at least three possible strategies:

Data Warehousing. This approach uses a central facility to combine data from existing databases without help from their providers. Although extensive research has gone into building data warehouses, the technology is currently very expensive and has limited capabilities.

Central Infrastructure Model. This approach provides a central body to coordinate and provide computer support for a single worldwide database. Providing this overhead encourages volunteers to combine their fragmented databases into a powerful, unified research tool.

Federation Model. This approach involves persuading existing database providers to adopt minimum standard nomenclatures and computing protocols. This allows users to search the entire collection of databases from a central portal. One site provided by the U.S. Geological Service has already demonstrated the technology for large networks (200 members). However, participating members still need fairly strong computing skills.

Leading bioinformatics firms have already expressed strong interest in funding hubs for microarray and human mutations data. Other commercially viable projects can probably be identified with modest effort.

DATABASE PROTECTION IN NORTH AMERICA

Advocates of database legislation usually ignore the fact that most North American databases are already protected by law and/or clever business methods. The present section reviews these strategies and asks whether additional legislation is needed to fill gaps.

* Over the past two years, the author served as Associate Director for a worldwide organization of academic mutations scientists trying to negotiate database collaboration with industry. Although no contract was ever signed, Incyte and Celera both showed that they would have been willing to commit substantial funds ($100K-$1M/year) to such a project.
EXISTING LEGAL ENVIRONMENT

Copyright

For most of the 20th century, the extent to which databases were protected in Canada and the United States was uncertain. In the United States, federal appellate courts were still divided as late as the 1980s. Courts sitting in the country’s leading intellectual property centres (New York and California) believed that most types of data could not be copyrighted because they lacked sufficient creativity. Elsewhere, however, many courts adopted a sweat of the brow doctrine that extended copyright protection to any data that cost time, energy and money to collect. Creativity was not required.27

The situation was similar in Canada.28 Prior to NAFTA, most Canadian courts refused to extend copyright protection to documents that did not display some creativity. For example, the Supreme Court of British Columbia held that documents could not be copyrighted unless they reflected the author’s “taste and discretion”29 or “knowledge, skill and experience.”30 Similarly, Quebec’s Supreme Court held that a chart could not be copyrighted unless it involved at least some “creativity.”31 The view also received support — albeit indirectly — from the Supreme Court of Canada, which held in 1994 that a Quebec judge had correctly stated the law when he declared that copyright only protects information that embodies “the fruit” of a particular author’s “personal judgment and . . . mind.”32

Despite these decisions, other Canadian cases embraced theories that were similar to the U.S. courts’ sweat of the brow doctrine.33 As of the mid-1990s, the issue remained unsettled.

Feist and NAFTA

The modern era of North American database law begins with the U.S. Supreme Court’s 1991 decision in Feist Publications, Inc. v. Rural Telephone Service Co.34 Defendant in Feist tried to copy a local telephone company’s printed directories so that it could publish a competing edition.35 The telephone company brought suit to stop the practice and prevailed in the lower court. The Supreme Court agreed to hear the case in order to settle what was then a 50-year old debate over whether U.S. copyright law extended to documents created through sweat of the brow. Reasoning that “facts are not copyrightable,”36 the Court held that conventional telephone books lacked the “minimal degree of creativity” required for copyright protection under the U.S. Constitution.37 It then went on to say that earlier cases extending copyright to works created by “sweat of the brow” had been wrongly decided.38

Canada revised its copyright statutes in 1993 as part of its NAFTA implementation legislation. Although the new statute extended protection to
“work resulting from the selection or arrangement of data,” it was not initially clear whether such work could be satisfied by sweat of the brow. This lingering question was finally addressed by the Canadian Federal Court of Appeal in Tele-Direct (Publications) Inc. v. American Business Information Inc, which held that Canadian law contained a “creativity” requirement comparable to Feist’s.

Copyright Protection after Feist

Since 1991, roughly one dozen U.S. courts have analyzed and elaborated on the principles announced in Feist. In doing so, they have frequently found the compiler’s choice and arrangement of data sufficiently creative to trigger copyright protection. The fact that many courts have been willing to find creativity in the way databases are arranged does not mean that the data itself is protected. If free-riders are willing to take the time and trouble to select from and rearrange copyrighted databases they remain free to do so.

Some U.S. cases have also extended the concept of creativity to situations in which authors apply human judgment to raw data in order to recommend best values. Many refiners, including scientific databases, probably fit this description.

Similar developments are taking place in Canada. For example, the TeleDirect case held that a set of white pages limited to Canadians of Italian extraction was creative enough to be copyrighted. On the other hand, a law publisher’s headnotes, case summaries and indices could not be protected because they lacked “creative spark”.

Unfair Competition

In addition to copyright, U.S. federal law has occasionally flirted with a second theory based on unfair competition. The theory was first announced by the U.S. Supreme Court in a 1918 decision called International News Service v. Associated Press, in which a wire service re-sold news copied from its rival. The Supreme Court held that the policy in favour of putting facts into the public domain did not create an absolute right to engage in such practices. Instead, it drew a distinction between the general public (which has a right to use information) and business competitors (which may not). Attempting to draw a bright line between fair and unfair competition, the Court suggested a standard based on economic reasoning:

Indeed, it is one of the most obvious results of defendant’s theory that, by permitting indiscriminate publication by anybody and everybody for purposes of profit in competition with the news-gatherer, it would render publication profitless, or so little profitable as in effect to cut off the service by rendering the cost prohibitive in comparison with the return.
Unlike copyright, the INS standard does not create a hard-and-fast property right that can always be asserted. Instead, it requires courts to analyze each case separately on its own economic merits. As such, it represents a clear intellectual alternative to the EU’s sui generis right discussed below.

For the next 70 years, most courts argued that INS had been wrongly decided or, at most, should be limited to its facts. This started to change after the Feist court refused to overrule the case. In National Basketball Assn. v. Motorola, Inc., the prestigious federal appeals court for the Second Circuit declared that the core situation addressed by INS — the so-called “hot news” cases — is still good law. Although currently confined to time-sensitive hot news, the Second Circuit’s endorsement suggests that the doctrine could be extended to cover databases at some future date.

The status — or, more accurately, existence — of the INS tort is even more obscure in Canada. In 1977, the Supreme Court of Canada suggested in McDonald that section 7(e) of the federal Trade-Marks Act might support INS-type claims. However, this turned out to be a Pyrrhic victory because McDonald also cast doubt on the federal Parliament’s constitutional power to pass such laws in the first place. The issue remains in doubt.

At the provincial level, there have been almost no judicial decisions. One British Columbia trial court has expressed doubt that INS is good law.

Licensing and Trade Secrets

Although most databases serve mass markets, a few high-value products are sold to relatively small numbers (dozens to hundreds) of purchasers. Because face-to-face bargaining is feasible under these circumstances, buyers and sellers can agree to maintain the data confidential. Such promises are enforceable as trade secrets under U.S. and Canadian law.

Shrinkwrap/Clickwrap Licences

A more difficult question arises when the number of customers is so large that genuine face-to-face negotiations between buyer and seller are no longer possible. Despite their ubiquity, the effectiveness of so-called “shrinkwrap” or “clickwrap” licences remains unclear. In the past, courts have often ignored the fiction that the act of buying a product creates an agreement, particularly where the terms are one-sided. Nevertheless, at least one recent case has held that shrinkwrap licences can sometimes create enforceable rights. Pro-CD, Inc. v. Zeidenberg (enforcing shrinkwrap licence restrictions protecting telephone listings database against copying). The limits of this doctrine are unclear, as witnessed by the following example:

One of the most important examples is in biotechnology. Celera and Incyte have historically sold their data to fewer than 300 customers at a time.
by another case, *Vault Corp. v. Quaid Software Ltd.* (contract restrictions against decompiling computer programs are invalid.)

Despite these uncertainties, clickwrap/shrinkwrap clauses offer substantial protection. Bioinformatics executives interviewed for this study report that they and their customers never use data if their legal rights are uncertain. The reason is that the cost of obtaining data is almost always tiny compared to total research and development (R&D) expenditures. This makes the legal risk of creating a product based on stolen data unacceptable.

**TECHNICAL MEASURES AND OTHER SELF-HELP STRATEGIES**

LEGAL RIGHTS ARE NOT THE ONLY — or even the main — method that database providers use to protect their products. Instead, most rely on self-help strategies which limit users’ access to data in ways that do not rely on contracts, statutes or courts. Probably the best-known examples of such strategies involve technical protections. Examples include:

*Submitted Queries.* Many on-line research tools (for example, LEXIS) require customers to submit search requests and then report back results. These systems are intrinsically secure because customers never gain access to the underlying database. Although customers could theoretically attack the system by submitting millions of search requests, it is almost never economical to do so.

*Registration and Monitoring.* Many on-line providers require users to identify themselves and routinely monitor search requests. For example, LEXIS routinely refuses to perform searches that are likely to produce more than 1,000 hits.

*Encryption.* Firms that supply data through CD-ROMs cannot retain physical control over their data. However, they can still deter unauthorized use through encryption. U.S. law makes it a crime to obtain data by reverse-engineering an encrypted system.

*Trusted Systems.* Some firms have experimented with hardware and software that limit access to data depending on the terms of digital contracts between buyer and seller. In one popular implementation, special software in the user’s computer deletes data after a pre-set period unless the provider receives additional payment.

*Security and ‘Speed Bumps’.* Large vendors invariably worry about hackers. Although no protection is perfect, security experts work hard to detect intruders and limit the amount of information that a successful attacker can obtain at any one time.
In addition to technical protections, database vendors also rely on economic strategies to protect their products. These methods are usually based on the fact that most decision-makers are willing to pay a large premium for timely, accurate data. This is because the amount of money at stake in most business decisions (for example, plant acquisition, product development or marketing campaigns) is typically much larger than the cost of data. The effect is particularly dramatic for high-end products like biology and space imaging, where users routinely pay hundreds of thousands of dollars for comparatively modest improvements over publicly available information.\footnote{This leads to the following strategies:}

*Reputation.* According to one leading database vendor, “our ultimate protection is in the brand.” Unless consumers know who gathered and compiled the data, they have no reason to trust it.\footnote{66}

*Updating.* Most providers sell updated data to the same consumers year after year. In economic terms, the original data is nearly irrelevant: In the words of one well-known intellectual property lawyer, “They’re selling the updates.”\footnote{67}

Because the database debate focuses on legislation, participants sometimes assume that formal contracts and statutes are more important than other types of protection. Business executives (including several lawyers) interviewed for the present study reject this view. Instead, their business strategies are uniformly based on a balanced mix of legal, technical and economics-based strategies.\footnote{68}

**DO GAPS EXIST?**

TABLES 4a AND 4b COMPARE the protection strategies summarized in the preceding section against typical Canadian databases. Obvious gaps are rare. In fact, the only high-risk category seems to be CD-ROMs containing public domain materials like clip-art or shareware. Given intrinsically limited demand,\footnote{70} increased database protection is not likely to expand the supply of such products significantly.

Of course, it is dangerous to judge intellectual property laws by existing databases because additional protection could lead to new products. As a practical matter, the best that can be done is to ask providers whether they would produce new products if additional protections existed. Their response is uniformly negative.\footnote{71}
<table>
<thead>
<tr>
<th>PROVIDERS</th>
<th>PREFERRED LEGAL STRATEGY</th>
<th>EFFECTIVENESS</th>
<th>PREFERRED NON-LEGAL STRATEGY</th>
<th>EFFECTIVENESS</th>
<th>CANADIAN MARKET SHARE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-line Portals</td>
<td>See Below</td>
<td>See Below</td>
<td>See Below</td>
<td>High</td>
<td>5</td>
</tr>
<tr>
<td>Publishers</td>
<td>Copyright</td>
<td>High</td>
<td>Download Restrictions</td>
<td>High</td>
<td>40</td>
</tr>
<tr>
<td>Scholarly Journals and Books</td>
<td>Copyright</td>
<td>High</td>
<td>Download Restrictions</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Court Opinions and Statutes</td>
<td>None</td>
<td>Low</td>
<td>Download Restrictions, Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Newsletters and Business Magazines</td>
<td>Copyright</td>
<td>High</td>
<td>Updating</td>
<td>High</td>
<td>5</td>
</tr>
<tr>
<td>Miscellaneous References</td>
<td>Copyright</td>
<td>High</td>
<td>Download Restrictions</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Gatherers</td>
<td>Copyright</td>
<td>Low</td>
<td>Updating</td>
<td>High</td>
<td>20</td>
</tr>
<tr>
<td>Company Products, People and Financial Data</td>
<td>Unfair Competition</td>
<td>Moderate</td>
<td>Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Market, Consumer and General Economic Data</td>
<td>Copyright</td>
<td>Low</td>
<td>Updating</td>
<td>High</td>
<td>12</td>
</tr>
<tr>
<td>Science</td>
<td>Copyright</td>
<td>Moderate</td>
<td>Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Legal</td>
<td>Copyright</td>
<td>Moderate</td>
<td>Download Restrictions, Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Scientific</td>
<td>Copyright</td>
<td>Moderate</td>
<td>Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Legal</td>
<td>Copyright</td>
<td>Moderate</td>
<td>Download Restrictions, Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>Business Intelligence</td>
<td>Copyright</td>
<td>High</td>
<td>Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td></td>
<td>Contract</td>
<td>High</td>
<td>Updating</td>
<td>High</td>
<td>_</td>
</tr>
<tr>
<td>PROVIDERS</td>
<td>PREFERRED LEGAL STRATEGY</td>
<td>EFFECTIVENESS</td>
<td>PREFERRED NON-LEGAL STRATEGY</td>
<td>EFFECTIVENESS</td>
<td>CANADIAN MARKET SHARE (%)</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>---------------------------</td>
<td>---------------</td>
<td>-----------------------------</td>
<td>---------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Original Clip Art and Shareware</td>
<td>Copyright</td>
<td>High</td>
<td>None</td>
<td>Low</td>
<td>5-10</td>
</tr>
<tr>
<td>Public Domain Clip Art and Shareware</td>
<td>Unfair Competition</td>
<td>Low</td>
<td>None</td>
<td>Low</td>
<td>&gt; 5</td>
</tr>
<tr>
<td>Multimedia and Interactive Software</td>
<td>Shrinkwrap Licensing</td>
<td>Low</td>
<td>Encryption</td>
<td>Moderate</td>
<td>20</td>
</tr>
<tr>
<td>Electronic Versions of New Publications</td>
<td>Copyright</td>
<td>High</td>
<td>Encryption</td>
<td>Moderate</td>
<td>20</td>
</tr>
<tr>
<td>Electronic Versions of Public Domain Materials</td>
<td>Unfair Competition</td>
<td>Low</td>
<td>Bundling with Copyrighted Enhancements</td>
<td>Moderate</td>
<td>10</td>
</tr>
<tr>
<td>Conventional Databases</td>
<td>Copyright</td>
<td>Low</td>
<td>Bundling with Copyrighted Enhancements</td>
<td>Moderate</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Shrinkwrap Licensing</td>
<td>Uncertain</td>
<td>Updating</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
PROPOSED LEGISLATION

WIPO Treaty

SHORTLY AFTER ISSUING ITS DIRECTIVE (see the section entitled European Law), the EC asked the World Intellectual Property Organization (WIPO) to consider a worldwide database treaty based on the European model. After preliminary discussions involving the United States, WIPO published a draft version of the proposed treaty on August 10, 1996. Although the Clinton Administration originally backed the idea, protests by U.S. scientists and developing nations derailed the treaty in late 1996. WIPO has continued to study database protection at a reduced pace since then.

Pending U.S. Legislation

WIPO’s database protection provisions would have required domestic legislation. Despite doubts over its constitutionality, Congress started considering the required legislation in May 1996. Revised bills have been introduced every year since. There is also an extensive academic literature recommending different statutory solutions.

The most recent bills are HR 354 and HR 1858. HR 354 is designed to follow the basic sui generis framework laid down by the EC Directive and would prohibit “extraction or use” of data for a period of 15 years. Over time, the bill has amassed an increasingly lengthy list of exemptions for science, education, research and other uses. However, none of these exemptions applies when data is used in a way that “directly harms” the underlying database’s “existing or potential market.” In this respect, HR 354 is even more stringent than the Directive itself.

HR 1858 presents a less burdensome alternative because it does not limit “use” of data, but only “selling” and “distribution” in commerce. Users could thus make copies for their own use. More importantly, HR 1858 would exempt any activity that did not “significantly threaten” the underlying database’s ability to make a return on its investment. Unlike HR 354, this would usually enable would-be copiers to re-tailor data for a new audience, although direct competition would still be barred in most cases.

Some version of these bills will almost certainly be debated in the current session of Congress. Most observers believe (i) that some type of U.S. legislation is inevitable, but (ii) that whatever bill is adopted is unlikely to satisfy the EU. This will presumably lead to further WIPO negotiations aimed at finding a middle ground.
State Legislation

Academic and practicing lawyers have drafted a model statute called the Uniform Computer Information Transactions Act (UCITA) to clarify the status of shrinkwrap/clickwrap contracts. In principle, a statute strengthening such contracts could allow firms to create their own private versions of Europe's database right. In practice, however, UCITA's effects are likely to be minimal. This is because the statute gives courts virtually unlimited discretion to decide whether a particular clickwrap/shrinkwrap term (i) offends public policy, (ii) conflicts with federal law, or (iii) is unconscionable. Thus, even if the statute passes, it will provide very little assurance that any particular shrinkwrap/clickwrap clause is enforceable.

UCITA has been adopted in Maryland and Virginia. However, it has encountered strong resistance elsewhere. It is still unclear whether enough States will adopt the statute to implement a unified approach to shrinkwrap/clickwrap contracts.

EUROPEAN LAW

Although the European Commission passed the Directive in 1996, Member States were slow to implement it. As a result, courts have only recently begun to interpret its key concepts. This section reviews the original Directive, subsequent implementation legislation and emerging case law.

THE DIRECTIVE

Databases traditionally received strong copyright protection in the United Kingdom, Ireland, the Netherlands, and (to a lesser extent) the Nordic countries. Additionally, German courts had developed a strong tort based on unfair competition. By comparison, most other European countries provided fairly minimal protection for databases.

In the late 1980s, the European Community began studying database protection as part of a larger project to harmonize Member States' copyright laws. Initial proposals were moderate and would have been based on German unfair competition. However, it ultimately rejected this approach on three grounds:

(i) Unfair competition provides remedies after unfair use has occurred without creating transferable economic rights at the outset;
(ii) Unfair competition only applies to cases where the owner of the database and the unfair user are competitors; and
(iii) Existing unfair competition laws were not uniform within the Community.
Calls for protection grew stronger over time. In March 1996, the EC issued its Directive on the Legal Protection of Databases.\textsuperscript{84} The Directive applies to any “collection of independent works, data, or other materials arranged in a systematic or methodical way and individually accessible by electronic or other means.”\textsuperscript{85} It protects such works against “temporary or permanent reproduction,”\textsuperscript{86} “adaptation” or “alteration,”\textsuperscript{87} or “distribution to the public.”\textsuperscript{88} However, these protections do not apply unless a “substantial part” of the database, “evaluated qualitatively and/or quantitatively,” has been copied.\textsuperscript{89}

The EC Directive provides protection for a period of 15 years.\textsuperscript{90} Furthermore, this period can be indefinitely extended if the “accumulation of successive additions, deletions, or alterations” amounts to a “substantial new investment.” This extension applies to the database as a whole and is not limited to “new” components.\textsuperscript{91} Finally, protection is “grandfathered in” for databases created on or after January 1, 1983.\textsuperscript{92}

To North American eyes, the most striking aspect of the Directive is that it refuses to extend protection to citizens of countries that fail to pass their own database protection statutes. Formally, Art. 11, ¶3 gives the Council discretion to withhold database protection from “databases made in third countries . . .” The Directive’s preamble underlines this threat:

\begin{quote}
[T]he right to prevent unauthorized extraction and/or re-utilization in respect of a database should apply to databases whose makers are nationals or habitual residents of third countries or to those produced by legal persons not established in a Member State, within the meaning of the Treaty, only if such third countries offer comparable protection to databases produced by nationals of a Member State or persons who have their habitual residence in the territory of the Community.\textsuperscript{91}
\end{quote}

The resulting discrimination against U.S. and Canadian firms is less complete than it sounds. Firms willing to move substantial database work to European subsidiaries and/or European collaborators can claim full protection.\textsuperscript{94} As one English lawyer has remarked:

\begin{quote}
It has been objected that the net effect of the [Directive] seems to amount to a rather cynical attempt to boost the European information technology market at the expense of the rest of the world. We would not quarrel with such an apparently harsh judgment. We are dealing with the realms of Big Money and High Politics. The Commission, having cottoned on to the economic importance of databases, was not about to let the opportunity pass of digging another section of the trench around Fortress Europe and labelling it database right.\textsuperscript{95}
\end{quote}
IMPLEMENTATION LEGISLATION

The 1996 Directive required Member States to pass legislation implementing sui generis database rights on or before January 1, 1998. In the event, Germany, Sweden and the United Kingdom were the only members to meet this deadline. After the EC filed infringement proceedings, all but two countries passed some form of implementation legislation. In 2000, the European Court of Justice issued judgments requiring Ireland and Luxembourg to adopt conforming legislation. Ireland has complied. In light of existing Association Agreements with the EU, over 40 countries are eventually expected to enact some form of sui generis protection.

EC officials contacted for this study said that they were satisfied with the way most Member States have implemented the Directive. The only material exceptions seem to be the Nordic countries:

Sweden. Although the Directive asked Member States to create an entirely new (sui generis) right, Sweden’s implementation legislation is limited to fairly minor changes its copyright statute’s pre-existing catalogue rule. Furthermore, the legislation has extremely broad exceptions.

Finland. Finland also implemented the legislation by modifying its catalogue rule. Nevertheless, the result is slightly closer to the Directive’s requirements. Like Sweden, Finland enacted a broad range of exceptions.

Denmark. Denmark’s legislation also modifies a pre-existing catalogue rule. However, the result is closer to the Directive’s requirements than for Sweden or Finland. One EC official contacted for this study suggested that the statute is partially acceptable. That said, the concept of database is not defined. Denmark has also enacted very broad exceptions.

EC officials contacted for this study expressed strong dissatisfaction with the Nordic countries’ failure to follow the Directive more closely. More tentatively, they also expressed doubt that the Nordic countries’ broad defences fell within the Directive’s recitals authorizing traditional exceptions. Private litigants and/or the EC will probably challenge these implementation statutes before the European Court of Justice within a few years.

Except for the Nordic countries, most legislatures seem to have followed the Directive’s wording closely, with little elaboration. The biggest differences involve the Directive’s optional exceptions for scientific, private and educational uses. Most EU members adopted all available exemptions. However, France did not enact any educational or scientific exceptions. Italy included these exceptions in its statute, but implemented them in a restrictive way.

Table 5 provides an overview of how the Directive’s most important provisions have been implemented in the United Kingdom, Germany and Belgium.
### Table 5

**SELECTED IMPLEMENTATION LEGISLATION**

<table>
<thead>
<tr>
<th>Statute</th>
<th>Database</th>
<th>Protected Right</th>
<th>Foreign Corporations</th>
<th>Term</th>
<th>Exceptions</th>
<th>Repeated Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC Directive</td>
<td>&quot;For purposes of this Directive, ‘database’ shall mean a collection of independent works, data or other materials arranged in a systematic or methodical way and individually accessible by electronic or other means.&quot; [Art. 1(1)]</td>
<td>&quot;Member States shall provide for a right for the maker of a database which shows that there has been qualitatively and/or quantitatively a substantial investment in either the obtaining, verification, or presentation of the contents to prevent extraction and/or re-utilization of the whole or of a substantial part evaluated qualitatively and/or quantitatively, of the contents of that database.&quot; [Art. 7(1)]</td>
<td>&quot;The [database right] shall also apply to companies and firms formed in accordance with the law of a Member State and having their registered office, central administration or principal place of business within the Community, however, where such a company or firm has only its registered office in the territory of the Community, its operations must be genuinely linked on an ongoing basis with the economy of a Member State.&quot; [Art. 11(2)]</td>
<td>&quot;The [database right] shall run from the date of completion of the making of the database. It shall expire fifteen years from the first of January of the year following the date of completion.&quot; [Art. 10 (1)]</td>
<td>&quot;Any substantial change, evaluated qualitatively or quantitatively, to the contents of a database, including any substantial change resulting from the accumulation of successive additions, deletions, or alterations, which would result in the database being considered to be a substantial new investment, evaluated qualitatively or quantitatively, shall qualify the database resulting from that investment for its own term of protection.&quot; [Art. 10(3)]</td>
<td>&quot;Member States shall have the option of providing limitations on the [database right] . . . where there is use for the sole purpose of illustrating for teaching or scientific research, as long as the source is indicated and to the extent justified by the non-commercial purpose to be achieved.&quot; Art. 6(2b)</td>
</tr>
</tbody>
</table>
**Table 5 (cont’d)**

**Selected Implementation Legislation**

| Statute                  | Database                                                                 | Protected Right                                                                 | Foreign Corporations                                                                 | Term                                                                                                        | Exceptions                                                                                                    | Repeated Use                                                                                                                   |
|--------------------------|--------------------------------------------------------------------------|---------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------|
| German Multimedia Law    | “A database within the meaning of this law is a collection of independent works, data, or other material arranged in a systematic or methodical way and individually accessible by electronic or other means and the obtaining, verification, or presentation of which requires a substantial investment.” | “The author of a database has the exclusive right to display the database as a whole or a substantial part therefore, evaluated qualitatively or quantitatively.” | Protection extends to authors located within one of the EU states and additional countries “in accordance with international treaties and agreements concluded with third countries by the European Union.” | “The rights of the database author expire fifteen years following publication of the database...” | Reproduction of a substantial part of a database, evaluated qualitatively or quantitatively, is permissible... for private scientific use, if and to the extent that reproduction is appropriate and such use is for non-commercial purposes.” |

---

111 See [§ 87a](#).

---

112 See [§ 127a](#).

---

113 See [§ 87b](#).

---

114 See [§ 87c](#).

---

115 See [§ 87d](#).
Table 5 (cont'd)

Selected Implementation Legislation

<table>
<thead>
<tr>
<th>Statute</th>
<th>Database</th>
<th>Protected Right</th>
<th>Foreign Corporations</th>
<th>Term</th>
<th>Exceptions</th>
<th>Repeated Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>United Kingdom Copyright and Rights in Databases Regulations 1997[114]</td>
<td>&quot;In this Part, ‘database’ means a collection of independent works, data, or other materials which – (a) are arranged in a systematic or methodical way, and (b) are individually accessible by electronic or other means.&quot;</td>
<td>&quot;[A] person infringes database right in a database if . . . he extracts or re-utilizes all or a substantial part of the contents of the database.&quot; [§ 16(1)]</td>
<td>&quot;Database right does not subsist in a database unless, at the material time, its maker, or if it was made jointly, one or more of its makers, was . . . a body which was incorporated under the law of an EEA state . . .&quot; [§ 18(1)]</td>
<td>&quot;Database right in a database expires at the end of the period of fifteen years from the end of the calendar year in which the making of the database was completed.&quot; [§ 17(1)]</td>
<td>&quot;Database right in a database which has been made available to the public in any manner is not infringed by fair dealing with a substantial part of its contents if . . . it is extracted for the purpose of illustration for teaching or research and not for any commercial purpose.&quot; [§ 20(1)(b)]</td>
<td>&quot;For purposes of this Part, the repeated and systematic extraction or re-utilization of insubstantial parts of the contents of a database may amount to the extraction or re-utilization of a substantial part of those contents.&quot; [§ 16(2)]</td>
</tr>
</tbody>
</table>

Corporate makers must be incorporated under the laws of an EEA state and either (i) have their principal place of business within the EU, or (ii) conduct operations "linked on an ongoing basis with the economy of an EEA state." [§ 18(2)]

"Any substantial change in the contents of a database, including a substantial change resulting from the accumulation of successive additions, deletions or alterations . . . shall qualify the database resulting from that investment for its own term of protection." [§ 17(3)]
<table>
<thead>
<tr>
<th>Statute</th>
<th>Database</th>
<th>Protected Right</th>
<th>Foreign Corporations</th>
<th>Term</th>
<th>Exceptions</th>
<th>Repeated Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgian Legal Protection of Databases Act 1998</td>
<td>&quot;For purposes of this Chapter, the following terms shall have the following meanings: a collection of independent works, data, or other materials arranged in a systematic or methodical way and individually accessible by electronic or other means.&quot; [§ 2.1]</td>
<td>&quot;The database author has the right to prevent the extraction and/or re-utilization of the whole or of a substantial part, evaluated qualitatively or quantitatively, of the contents of that database.&quot; [§ 4]</td>
<td>The right of database authors shall apply to companies and firms formed in accordance with the law of Member State. However, where such a company or firm has only its registered office in the territory of the EU, its operations must be genuinely linked on an ongoing basis with the economy of a Member State. [§ 12]</td>
<td>&quot;The right of database authors shall run from the date of completion of the production of the database and shall expire 15 years from the date of completion.&quot; [§ 6]</td>
<td>&quot;The lawful user of a database which is legally made available to the public in whatever manner may, without the authorization of the author, extract a substantial part of the contents of the database where such extraction is effected for purposes of illustration for teaching or scientific research, provided that such extraction is justified by the non-commercial purpose to be achieved.&quot; [§ 7]</td>
<td>&quot;The repeated and systematic extraction and/or reutilization of insubstantial parts of the contents of the database shall not be permitted where this conflicts with a normal exploitation of that database or unreasonably prejudices the legitimate interests of the maker thereof.&quot; [§ 4]</td>
</tr>
</tbody>
</table>
In general, most legislatures have simply repeated the Directive’s language without elaborating on it. National courts have been left with the task of working out ambiguities.

Not surprisingly, European courts have tended to ignore specific national legislation. Instead, their rulings usually try to interpret database law directly from the Directive itself.116

CASE LAW

UNDER THE EU SYSTEM, community-wide initiatives like the Database Directive are initially interpreted by national courts. If different court systems disagree, appellants can take the matter to the European Court of Justice. So far, no one seems to have done this.117 This section looks at how the Directive’s concepts are evolving, and at lingering areas where uncertainties remain.

The Database Concept

In order to assert sui generis rights, database owners must meet two threshold tests: (i) their information must qualify as a database, and (ii) their investment must be substantial. How hard is it to meet these requirements?

Existing case law suggests that the first half of the test (database) is extremely elastic. According to one British judge, the concept of a “database . . . has a very wide meaning covering virtually all collections of data in searchable form.”118 In practice, courts have been liberal. According to one German case, even a collection of hyperlinks qualifies as a database.119

It is possible that courts will eventually use the Directive’s requirement that facts be “independent” and arranged “in a systematic or methodical way” to limit protection.

For example, one scholar has argued that a collection of Web pages that are only connected by a search engine is not “systematically arranged.”120 For now, the most that can be said is that the required amount of organization is probably quite limited. For example, one German court has held that the classified ads section of a newspaper meets the standard.121

The second half of the test (substantial investment) is slightly more stringent. Nevertheless, there is widespread recognition “that the qualifying level of investment is fairly low.”122

Courts have evaluated substantiality in at least three ways. The first method is to infer investment by examining the face of the database. In general, this test has been applied leniently. For example, one German court held that a collection of 251 hyperlinks was a database.123 Similarly, a Belgian court extended protection to an association directory that contained just 151 names.124 On the other hand, at least two German databases have failed
the test. In one case, a single promoter’s concert schedule was judged “insubstantial,” although the combined schedule of 400 such promoters would not be. Similarly, a German court has held that single-number averages of stock prices (for example, the Dow Jones index) are too insubstantial to warrant protection. Courts have also used substantiality to make what appear to be moral judgments about whether particular databases should be protected. For example, a German court held that a Web site’s effort to puts frames around another provider’s Web pages was not “substantial.” Similarly, a French case held that simply copying a pre-existing government document did not create a database.

The second method for determining substantiality is to look at investment directly. Again, the standard is fairly low. German, French and Belgian courts have confirmed that the act of maintaining and updating a database is itself a substantial investment. Similarly, a German court has held that a newspaper’s acceptance, preparation and editorial processing of advertisements is enough to make its classifieds section a protectible database. A safe harbour seems to be emerging for databases created by outside employees or contractors. For example, a Belgian court found that an umbrella organization of self-help groups made a substantial investment when it hired an outside contractor to prepare a directory. Two German courts have held that trade fairs that hire professional catalogue compilers make substantial investments.

The third method for determining substantiality is the most troubling. In at least two cases, European courts have inferred substantiality from the fact that data were important to the infringer. Such reasoning could quickly lead to a Catch 22 situation in which any taking of data would qualify as substantial.

Previous forms of intellectual property protection had fairly limited coverage. For example, information could only be patented if it was novel or copyrighted if it was creative. The Directive, on the other hand, clearly covers most forms of commercially useful information. So far, European courts have done very little to limit this broad sweep of protection.

Spin-offs

Both the Directive and the cases discussed above tend to treat substantiality as an absolute concept that does not depend on the economic circumstances in which a particular database is created and sold. This has led many European courts to protect databases (for example, telephone directories) that would continue to be produced even if copying were permitted. Although EC officials

---

* Europe’s civil law tradition embraces purely moral arguments involving “rights of authorship” to a much greater extent than common law countries like Canada. Even if copying were shown to be economically efficient, many European jurists might still invoke the Directive to ban it on grounds that it was “unfair” to the “owner.” Interview with Jens Gaster dated March 1, 2001.
contacted for this study endorse such a rule, it goes well beyond the position taken by most database protection advocates in North America.

Some Dutch courts have tried to correct the problem by holding that database investments are not substantial if they are created as a free spin-off of other activities. So far, Dutch courts have used this argument to withhold protection from on-line newspapers and on-line real estate listings. On the other hand, at least one court has rejected the spin-off theory in a case involving on-line telephone directories. The spin-off theory has also received limited support in the United Kingdom, where one court has held that “the costs and effort in... fixing the date [for a horserace] does not count toward the relevant investment” in data.

The spin-off theory is probably dead in other jurisdictions. For example, French courts have rejected spin-off arguments in cases involving trade fair catalogs and parts numbers. A definitive ruling on the spin-off theory will probably require an appeal to the European Court of Justice.

**Copying Databases vs. Use of Facts**

Intellectual property law has a long tradition of keeping mere facts in the public domain so that everyone can use them. The Directive claims to preserve this tradition by protecting users' right to extract individual facts from databases. In a Dutch case, the tribunal has used this provision to uphold a competitor’s right to extract headlines from an on-line newspaper. According to the court, headlines are not a substantial part of the articles that contain them.

For the most part, European courts extend protection to even miniscule collections of facts. For example, a U.K. court has held that the list of horse races for a single week can be protected. Perhaps more importantly, German and U.K. judges frequently stress the fact that individual takings can become substantial if they are repeated over time.

**Competition Policy**

Even before the Directive, European courts had wrestled with the conflict between intellectual property rights and competition policy. Many people thought that the Directive — which increased database rights — would aggravate the conflict. One member of the German Supreme Court even published an article warning that sui generis rights could be used to stifle competition in data.

European courts have invoked competition policy to undercut database rights on at least three occasions. The first case involved broadcasters in the Netherlands who used their database rights to prevent a newspaper from publishing its own weekly listings. The Dutch court refused to enforce the rights, finding that the broadcasters had previously abused their monopoly position by refusing to license their data to would-be competitors. A second Dutch case
involved a national telephone company's attempt to protect its directories from copying. Although the court ruled in the company's favour, it invoked competition policy to set royalties at a tiny fraction of what had been requested. Finally, the German Supreme Court invoked competition policy in another telephone directories case brought by Deutsche Telekom. The court found that the directories were protected, but went on to warn Deutsche Telekom that it would have to license competitors on reasonable terms.

Other European courts have been more hesitant. For example, in a Dutch case, the tribunal rejected the defence because the plaintiff (a large national telephone company) had supposedly licensed its directories to others on “fair and reasonable” terms. Similarly, a French court held that a defendant who had never actually requested a licence could not raise the defence.

On balance, these cases probably limit — but do not eliminate — database owners' ability to abuse their sui generis rights. Since the concept of a fair and reasonable price is notoriously ill defined, courts will be hard-pressed to tell the difference between sham offers and genuinely reasonable behaviour.

Other Public Policy Defences

To a greater or lesser degree, all legal systems limit individuals' ability to assert property rights in antisocial ways. However, this is more explicit in European legal systems than in common law. Potential defences include human rights and the public policies behind the Directive.

To date, none of these defences was upheld. At least one Dutch court has declared that human rights do not include free riding on another database.

Extraterritoriality

The Internet has raised new issues about whether the Directive applies to providers who get no closer to Europe than putting data on a North American server. Although no case has yet addressed the issue, most observers believe that European courts will not assert jurisdiction based on the mere availability of a database over the Internet. However, European courts would apply EU laws to firms that “targeted users in Europe and/or the whole world.” For this reason, Canadian firms that limit their operations to North America are unlikely to be sued in Europe. The prospects for Canadian firms that do operate in Europe are analyzed in the section entitled Canadian Choices.

IS THE EUROPEAN COMMISSION DIRECTIVE WORKING?

Despite proponents' assertions that databases have grown “at enormous rates” since the protection went into effect, no formal empirical study of database protection has been performed anywhere in Europe.
Proponents admit that their evidence is third-hand. “We see court proceedings,” said one official, “not companies.”

The Directive originally required the EC to complete a study of database protection’s effect on the European economy by January 1, 2001. However, the EC allowed this deadline to slip after most Member States failed to pass implementation legislation on time. EC officials hope to begin the study later in 2001, but still have not finalized key details. For example, they do not know who will conduct the study or when it will be completed.

This section uses three broad classes of evidence to evaluate the Directive’s impact on the European database industry. The first part collects anecdotes and interviews describing how individual U.S. and European firms have reacted to the Directive. The second part compares aggregate statistics to see whether the Directive has had a noticeable effect on database production. Finally, the last part tests claimed success stories for post-Directive CD-ROMs and telephone directories against the available evidence.

**HAVE INCENTIVES CHANGED?**

**European Firms**

**ONE OF THE MOST STRIKING ASPECTS** of the U.S. debate over database legislation has been proponents’ inability to document instances of substantial copying, let alone identify potential projects that have been deterred by piracy. Interviews conducted for our study suggest that such stories are similarly scarce in Europe.

Biotechnology databases provide an important test case for these assertions because (i) they constitute a tempting, high-value target for would-be copiers, (ii) the EC sees biotech as an important industry, and (iii) commentators and lawyers have publicized the Directive’s importance for biotech databases.

Interviews conducted for this study show that many European lawyers routinely address *sui generis* rights when counselling clients. This is easy to do, since the required legal judgments tend to be simple and can be implemented by inserting modest changes into existing contract forms. On the other hand, the interviews found no evidence the Directive had persuaded providers to create new databases that would not otherwise exist. Instead, firms seem to be using database legislation as an extra layer of protection for existing products.

**North American Firms Operating in Europe**

U.S. and Canadian firms operating in Europe face a more difficult choice: (i) move selected operations to Europe and/or accept local partners, or (ii) forego *sui generis* protection entirely. Anecdotal reports claim that a number of U.S. firms have moved database work to Europe in order to take advantage
of EU protections. Interviews conducted for this study (principally in biotechnology) could not confirm this.

In general, it is very hard to know whether a firm that moves operations to Europe would have done so without the Directive. Theory suggests that the Directive will only be effective in cases where the perceived value of *sui generis* rights is large compared to the economic costs and benefits of moving operations to Europe. As pointed out in the section entitled *Databases in the United States and Europe*, these economic costs appear to be substantial. For most providers, the Directive’s incentives will usually be small in comparison.

Interviews conducted in the biotechnology sector for this study show that Celera, Incyte and Amgen have all considered (albeit briefly) moving operations to Europe in order to obtain EU protection. All three firms decided against it. Instead, they concluded (i) that their existing licences and technical protection methods were already adequate; (ii) that additional protections offered by the *sui generis* right are fairly minimal; and (iii) that their existing critical mass in U.S. people and equipment makes re-location impractical. Celera in particular reported that, to a first approximation, the firm was doing exactly what it would have done if the EC Directive did not exist.

**HAS PRODUCTION INCREASED?**

IF THE EC DIRECTIVE HAS STIMULATED database production, the effects should be visible in the *Gale Directory* listings. This section looks at data for the United Kingdom, Germany and France to examine how the Directive has affected (i) the entry of new providers into the market, (ii) the departure of existing providers, and (iii) the total number of databases available to consumers. Canadian and U.S. data are also summarized for the sake of comparison.

**New Entrants**

As shown in Figure 1, the number of new providers entering the French, U.K. and German database industries rose sharply in 1999. Because the graphs reflect data published in January of each year, most providers actually entered the market during 1998. This result is significant because it supports EC claims that the number of database products rose sharply between December 1997 and January 1998. It also suggests that German and U.K. enabling legislation — which became effective on January 1, 1998 — persuaded some new providers to enter the market.

Figure 1

Commercial Database Providers: New Entrants
What Figure 1 does not show, at least so far, is that the Directive has had a lasting impact on the rate at which commercial providers enter the market. As of 2001, the number of new entrants in Germany, France, and the United Kingdom had returned to pre-1998 levels. This suggests that the 1998 spike was probably a one-time event. Since firms that entered the European market during 1998 are still doing business, the spike has produced a continuing benefit for consumers. Nevertheless, long-term growth has not changed.

Finally, there is the question of timing. Because the Directive grandfathers protection to pre-existing databases, it would have been reasonable for new providers to enter the market before the United Kingdom and Germany enacted formal implementation legislation in January 1998. Instead, the data shows that most entrants took a wait-and-see attitude. This leaves open the possibility that part — though not all — of the 1998 spike reflects delayed entries that would have occurred in 1996-97 had it not been for legal uncertainties created by the Directive.

Attrition

Figure 2, which shows how many commercial firms left the market each year (Attrition), is more puzzling. French, U.K. and German database industries all suffered bursts of attrition at some point in 1997. This suggests that the prospect of implementation legislation may have forced a significant number of commercial providers out of the market. The reason for this is obscure. Since many database providers also purchase data, the phenomenon may reflect rising production costs. Alternatively, new database protection may have encouraged the industry to restructure itself through mergers and acquisitions that could not be detected from the Gale Directory listings. This would have decreased the apparent number of providers while leaving the industry's physical resources unchanged. As explained in the Appendix, the quoted statistics have been systematically adjusted for known mergers and acquisitions.

Finally, data for more recent attrition rates show no obvious pattern. Post-1997 data suggest that the Directive may have permanently reduced attrition rates in the United Kingdom. However, German data is basically indistinguishable from pre-1997 levels.

Total Existing Databases

Because incentives act on individuals, most of the statistics compiled for this study have focused on producers instead of databases per se. However, the health of a particular country's database industry is ultimately measured by the number, quality, variety and affordability of the products that it offers to consumers. Figure 3 summarizes Gale Directory's annual report on the number of databases available in England, Germany, France, the United States and Canada. Unlike Figures 1 and 2, Directory editors include non-commercial databases in their sample.
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Commercial Database Providers: Attrition
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NUMBER OF EXISTING DATABASES
Data for the three EU nations show evidence of a one-time spike. In particular, the Directory's January 2000 edition reports significantly more databases in 2000 than the year before. This suggests that the total number of databases increased sharply in 1999, one year after the number of providers spiked.\footnote{The reasons for this lag, assuming that it is not an artefact, are unclear.} The fact that the Directory's January 2001 edition reported a decline in the total numbers of European databases is also puzzling. One possible explanation is that commercial growth continued, but was masked by an offsetting drop in non-commercial products. If so, it is an open question whether the Directive drove at least some of these providers out of the market by (i) increasing their data acquisition costs, and/or (ii) persuading them to redirect their energies from academic data to more lucrative commercial products.

**ANECDOtal EVIDENCE**

People contacted for this study were uniformly unaware of any published studies examining the impact of database protection on Europe.\footnote{Howevver, EC official Jens Gaster reported that the number of CD-ROMs offered by German and Dutch department stores increased sharply between December 1997 and January 1998. Gaster also indicated that the Directive had not prevented Europe from producing numerous telephone directories.} However, EC official Jens Gaster reported that the number of CD-ROMs offered by German and Dutch department stores increased sharply between December 1997 and January 1998. Gaster also indicated that the Directive had not prevented Europe from producing numerous telephone directories.\footnote{Unfortunately, the EC is keeping the details of Gaster's work confidential. This section tries to evaluate his comments in light of the Gale Directory listings and other publicly available data.}

CD-ROMs

Figure 4 shows CD-ROM production for each of the five countries studied. Unlike the Gale Directory data for on-line databases, CD-ROM production shows no obvious correlation with the enactment of database legislation in January 1998.\footnote{To the extent that a trend exists, all five markets suggest that CD-ROM growth peaked in early 1990s and steadily declined thereafter. This interpretation is consistent with anecdotal observations suggesting that CD-ROM production was much more important in the mid-1990s than it is today.} Even though Figure 4 conflicts with Dr. Gaster's observations, the difference may not be important. First, Figure 4 is based on very small data sets. Second, Gale Directory listings intentionally exclude many consumer-oriented CD-ROM products.\footnote{The French peak in 1997 involves very small numbers and is not particularly convincing.} Accordingly, Figure 4 may not be a fair sample of the department store products that Gaster saw in 1997-98.
**Figure 4**

**CD-ROM Providers**

![Graphs of CD-ROM providers over the years for different countries: United States, Canada, United Kingdom, Germany, and France.](image)
Telephone Directories

Gaster reported that the Directive had not discouraged the creation of abundant on-line telephone directories. Table 6 tests this claim by listing the telephone directories found under each country in Teldir.com’s Web Site. Because Table 6 is limited to current information, it is hard to say whether the Directive has helped Europe to close the gap in on-line directories vis-à-vis North America. It does, however, show that such a gap exists. It also shows that gaps within the EU are at least as important as those between Europe and North America. The fact that French consumers have just four directories to choose from — two of them official — stands in sharp contrast to the comparatively vibrant output of Germany and the United Kingdom.

Finally, the Teldir listings contain qualitative evidence that telephone companies’ ability to charge high prices for official listings may have harmed consumers. For example, European directories based on official data often limit the number and/or type of free searches that consumers can perform. Conversely, sites based on unofficial data are said to contain many misspelled names, and duplicates, and other errors.

UNINTENDED SIDE EFFECTS

EC REPRESENTATIVES TYPICALLY CITE existing case law for the proposition that “the sui generis regime works without difficulties or undesirable side effects” and “is working well.” They also claim that it has avoided producing the types of outcomes that the scientific community warned against. How accurate are such statements?

EXCESSIVE MONOPOLIZATION

ALL INTELLECTUAL PROPERTY RIGHTS create monopolies that foster high prices and create artificial scarcities in knowledge. The question is one of degree. Traditionally, rights that create powerful monopolies (for example, patents) have been granted much more sparingly than rights that do not (for example, trade secrets). How powerful is sui generis protection on this continuum?

* North American on-line directories are also more innovative. For example, several products allow consumers to search by subscriber address and/or phone number.
### Table 6

<table>
<thead>
<tr>
<th>United States</th>
<th>Canada</th>
<th>United Kingdom</th>
<th>Germany</th>
<th>France</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switchboard.com</td>
<td>Canada411</td>
<td>Phone Net UK*</td>
<td>TeleAuskunft</td>
<td>Les Pages Jaunes*</td>
</tr>
<tr>
<td>AnyWho*</td>
<td>YellowCa</td>
<td>AskAlix</td>
<td>InfoSpace</td>
<td>Les Pages Blanches*</td>
</tr>
<tr>
<td>WhitePages.com</td>
<td>Infospace</td>
<td>UK PhoneBook</td>
<td>Yellow.www</td>
<td>Annu</td>
</tr>
<tr>
<td>Yahoo</td>
<td>Yellowpage.ca*</td>
<td>Thom.Web</td>
<td>Jokerland Business-Treff</td>
<td>Kapitol</td>
</tr>
<tr>
<td>Bigfoot</td>
<td>Alberta.com</td>
<td>Scoot</td>
<td>11880.com</td>
<td></td>
</tr>
<tr>
<td>InfoSpace</td>
<td>NBTel Smart Directory*</td>
<td>Electronic Yellow Pages*</td>
<td>Business Deutschland</td>
<td></td>
</tr>
<tr>
<td>SuperPages*</td>
<td>MyBC.com</td>
<td>The FreePhone Directory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SmartPages*</td>
<td>QuebecTEL*</td>
<td>GT Online*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zip2</td>
<td>MTSInternet YellowPages</td>
<td>UK White Pages</td>
<td></td>
<td></td>
</tr>
<tr>
<td>USWestDex*</td>
<td>MySask.com*</td>
<td>Colour Pages Ltd.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BellSouth*</td>
<td>Canada.Toll.Free*</td>
<td>192.com</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sbn.com</td>
<td>WorldPages</td>
<td>PhoneGuide</td>
<td>Internet800 Directory</td>
<td>Yellowpages.com</td>
</tr>
<tr>
<td>PhoneGuide</td>
<td>Business Yellow Pages</td>
<td>Feist Online</td>
<td>McLeod</td>
<td>PhoneGuide</td>
</tr>
<tr>
<td>Information Xchange**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:  
* 'Official' telephone company listings.  
** Directory maintained by the U.S. government.
Individuals’ willingness to invest in litigation provides a good proxy for measuring the power of the sui generis right. Database law has become a very litigious subject, particularly in the Netherlands and Germany. More importantly, lawsuits are not randomly distributed among database types. Because today’s databases cover hundreds of topics, it would have been natural to think that sui generis lawsuits would reflect a similar diversity. Instead, litigated cases concentrate on a small handful of database types. These include:

**Telephone Directories.** Telephone companies have repeatedly brought sui generis actions to prevent would-be competitors from creating their own directories. Cases have included white pages, yellow pages, and every conceivable type of telephone book.

**Stock Market Data.** At least one European stock exchange has asserted its database rights to prevent others from copying historical share prices.

**Sporting Events and Concerts.** U.K. football clubs currently have four cases pending to enforce database rights over their own schedules. A horse racing association has also sued to protect its events schedule. German courts have extended similar protection to a group of concert organizers which sets dates for classical music concerts.

**Parts Numbers.** Several European cases involve attempts to sell parts to consumers using competitors’ catalogue numbers. One pre-Directive Swedish case held that the numbers — many of which were more than 10-years old — were insufficiently creative to be protected under copyright. More recently, however, a French court ruled that a do-it-yourself store could use its database rights to prevent competitors from using its catalogue numbers.

**Trade Fairs.** German and French courts have invoked the Directive to protect catalogue data from at least three trade fairs.

Collectively, these categories account for at least 50 percent of the 40 or so cases decided so far. At the same time, these databases represent less than 5 percent of all Gale entries for the United Kingdom, France and Germany.

What do these cases have in common? Most databases are created by gathering and organizing information that already exists out in the world. If a would-be competitor wants to create a database of judicial opinions, for example, it can always visit courthouses and collect copies for itself. By contrast, synthetic data like telephone listings, catalogue numbers and concert schedules are arbitrary. The only way to acquire them is through copying.

This observation explains why the Directive has made telephone numbers and other forms of synthetic data so valuable. For most forms of intellectual property, independent invention is both legal and practical. This tends to keep
barriers to entry low and prevents intellectual property owners from charging full monopoly prices. The economic importance of this phenomenon is illustrated by patents, which are more valuable than other forms of intellectual property precisely because independent invention is illegal. The situation for synthetic data under the Directive is similar, except that the barriers to independent invention are practical rather than legal. Nevertheless, the end-result — unusually valuable intellectual property rights — is the same.

As explained in the section entitled European Law, some European courts have tried to remedy the problem by arguing that the Directive does not apply to databases that were created as spin-offs from some other activity. This rule runs counter to the economist’s usual instinct that database owners should see a price signal that reflects all potential applications and positive externalities. At least in principle, the use of spin-off rules could lead to systematic underproduction of databases.

Despite this criticism, spin-off rules are probably sensible in practice. This is because synthetic data (for example, telephone numbers) are usually worthless unless the owner already has significant market power in its core business. Under these circumstances, a rule against spin-offs is usually beneficial because it keeps firms that are already dominant in one field (for example, telephone service or horse racing) from extending their power to another market (telephone directory or pari-mutuel betting). So far, most of the plaintiffs who have sued to protect synthetic data under the Directive fit this description.

Finally, it is worth noting that existing spin-off cases all involve databases that were already produced before the Directive. It is reasonable to think that providers will continue to produce these databases whether or not courts extend their power to ancillary markets.

INTERFERING WITH DATA AGGREGATION?

FROM SOCIETY’S STANDPOINT, a well-run database industry should constantly integrate previously disparate materials. Some European firms have used intellectual property rights to block this elementary but vital function:

Television Listings. North American consumers have been able to buy weekly TV Guides that list all available broadcasters since the early 1950s. However, Irish broadcasters used copyright to block similar listings until the mid-1990s. More recently, Dutch broadcasters asserted their database rights in an effort to keep non-broadcasters out of the market. The broadcasters lost on appeal.

Newspaper ‘Deep Linking’. The term “deep linking” refers to on-line databases that allow consumers to search for data across multiple competing web sites. Each search produces links to specific, relevant pages. This allows
consumers to visit hits directly without having to navigate through underlying web sites. The practice is contentious because it tends to deprive the underlying web sites of consumer traffic and ad revenue. Two recent cases from the Netherlands\textsuperscript{201} and Germany\textsuperscript{202} involve deep-linking sites that allow users to search multiple on-line newspapers. In the Dutch case, the court held that the Directive did not ban deep linking because the plaintiff’s on-line newspapers were a spin-off of older, print media operations. The German court rejected this reasoning and found for the plaintiff.

Realtor Deep Linking. Realtors have been powerful advocates of database protection in both the United States and Europe. In a recent case from the Netherlands, a realtors’ association attempted to shut down a deep linking site that allowed consumers to search its multiple listing records. The court found the practice legal. A similar case in the United Kingdom was settled out-of-court before a judgment could be handed down.\textsuperscript{203}

These incidents show that database protection has enhanced database providers’ ability to keep data splintered and disaggregated.\textsuperscript{204} Furthermore, the status of deep-linking sites under the Directive remains unclear. Commentators have suggested that fear of litigation may prevent European firms from imitating U.S.-style Web sites that let consumers compare prices and products offered over the Internet.\textsuperscript{205} If successful, such challenges could severely limit consumers’ ability to find and use databases.\textsuperscript{2}

**CANADIAN CHOICES**

The best reason to adopt database protection in Canada would be if it made good sense domestically. The first part of this section reviews the arguments for and against this proposition. The second part describes some alternatives to European-style protection that might be better suited to Canadian conditions. The third part examines arguments that database protection is needed in order to conduct international trade with Europe. Finally, the last part concludes with some brief final thoughts.

**POLICIES FOR A PERFECT WORLD**

The best reason to pass database protection legislation would be that it made good sense for Canada regardless of Europe’s legislation. This section uses lessons from the EC Directive to examine the likely costs and benefits of adopting European-style protection in Canada. The first part reviews arguments that

\* Deep linking could enhance almost all publisher databases. According to Table 3c, publishers account for 30 to 50 percent of all commercial database providers.
database protection will foster the growth of the database industry in general. The second part focuses on how new legislation is likely to help or hinder the Canadian database industry’s most promising growth segments.

**Promoting Growth in General**

Based on the limited available evidence, database legislation has probably given the European database industry a one-time boost equal to roughly a year’s worth of normal growth. On the other hand, database protection has also had significant costs. Examples include:

*Excessive Monopolization.* All intellectual property rights create monopolies that raise prices and limit output. This implies that legislators should limit new rights to the bare minimum required to make database production worthwhile. By contrast, the Directive has created excessive monopolization in at least three respects. First, it has increased entry costs for potential competitors by making copying illegal. This may have been acceptable if producers were keeping a significant number of database projects off the market because they were afraid of piracy. At least within North America, however, there is no empirical evidence that this is true. Second, the Directive extends grandfathered protection to databases that existed in 1997. This means that producers have received additional incentives for databases that would have been available in any case. Third, the Directive has extended extra-high incentives to providers of telephone numbers and other forms of synthetic data. Most of these providers (for example, telephone companies, sports leagues and concert promoters) already have considerable market power.

*Impeding Data Aggregation.* From the standpoint of society, data aggregation is one of the most valuable services that a database can perform. It is therefore troubling that firms have used the Directive to block deep linking and other forms of data aggregation.

*Litigation Costs.* In principle, the EC could mitigate excessive monopolization and impediments to data aggregation by modifying the Directive. However, even weak laws can have significant economic effects. This is because many would-be competitors do not have the resources and/or determination to challenge shaky legal claims in court.

---

* The point is particularly well-illustrated by the TV listings cases. The defendant in *Magill* had to take its case all the way to the European Court of Justice before it was allowed to publish unified TV listings in Ireland. Similarly, Dutch broadcasters conducted extensive litigation before would-be competitors gained access to their data. Bernt Hugenholtz (personal communication).
Anticommons Effects. The likelihood of negotiating a successful business transaction declines with the number of parties who can veto it. Even though database legislation is designed to create incentives, it also increases the number of parties who hold vetoes. Scholars call this the “anticommons” effect.

Impact on Non-commercial Providers. This study has repeatedly pointed out that many of Canada’s most useful databases are non-commercial. At best, database legislation is irrelevant to these providers. More realistically, database protection will probably (i) increase providers’ costs by forcing them to pay for data that can currently be obtained without charge, and (ii) encourage public providers to commercialize their data to the detriment of the public.

Canadian policymakers might judge these costs acceptable if (i) European database protection had generated substantial benefits, (ii) Canada’s database industry was sluggish or under-commercialized, and/or (iii) fear of copying had deterred Canadian providers from creating new databases. So far, however, none of these conditions seems to exist.

Promoting Targeted Growth

Even if EU-style legislation did nothing to stimulate Canadian database production in general, it could still be worthwhile if it removed bottlenecks to growth in key markets. How will database legislation affect the particular growth opportunities identified earlier in the section entitled The Canadian Database Industry?

The answer, in most cases, is not at all. For example, business intelligence reports and newsletters are already well-protected by copyright. Similarly, U.S. small gatherers have shown that it is possible to specialize in covering North America and/or specific worldwide industries without database rights.

In other areas, new database legislation is likely to be counterproductive. This is particularly true for Canadian firms trying to build innovative bioinformatics and small science databases. Practically all of these projects will need access to large numbers of small (often academic) data sources. Experience in biotechnology suggests that anticommons problems will raise severe obstacles in this environment. Creating new rights will only make the situation worse.

* The term “anticommons” is a play on words. Introductory economics students are usually taught about the “Tragedy of the Commons,” in which society’s failure to give peasants individual property rights led to overgrazing and destruction of shared pastures. The anticommons paradox points out that property rights in certain fields — notably biotechnology — can be equally counterproductive. The term was coined by M.A. Heller and R.S. Eisenberg in Science 280:698 (1998).
New database legislation is also likely to have a negative impact on Canadian space imaging firms. In order to prosper, vendors need convenient, affordable access to (i) high resolution U.S. commercial images and (ii) complementary data sets including low resolution (wide area) images, historical comparison images, tax and land records, marketing data, and the like. Additional property rights would make both halves of this problem harder. Furthermore, high-resolution space images are already a U.S. duopoly. Creating additional property rights will only enhance U.S. firms' ability to raise prices and otherwise restrict users' access to raw images. Finally, there are already signs — particularly in the government sector — that tax, property and other essential records are suffering from anticommons effects. New database rights would further aggravate this situation. Given the fact that Canada already has a strong track record in space imaging, changing the rules at this point seems foolhardy.

ROOM FOR COMPROMISE?

The INS Approach

The EC Directive's sui generis right gives owners an absolute right to prevent copying regardless of the circumstances. This type of property right approach tends to be clear-cut, predictable and relatively easy to administer. However, it only works in situations where most real world situations can be correctly resolved by a single, uniform rule. As noted in the previous section, this may not be true.

As explained in the section entitled Database Protection in North America, some courts have developed a radically different approach to database protection. Under the unfair competition or INS approach, courts make a case-by-case determination of whether copying should be allowed. In theory, this approach is flexible enough to accommodate different circumstances. In practice, however, transaction costs may be prohibitive. Such costs include (i) \textit{ex ante} uncertainty as to whether a particular act of copying is or is not legal, (ii) increased opportunities for threatening and/or bringing baseless lawsuits, and (iii) increased litigation costs for parties and courts alike.

On balance, the INS approach would be a good compromise in a world where database piracy (i) is too rare to justify sweeping property rights, but (ii) is nevertheless a significant impediment to new database production.

\footnote{Because space images already receive significant protection from copyright and contract law, this effect may be modest. Nevertheless, it is a step in the wrong direction.}

\footnote{As previously noted, European law sometimes limits the database right when it is used in ways that are anticompetitive or against public policy. Nevertheless, the concept of an absolute property right is still a good way to think about the subject.}
For now, there is little or no empirical evidence that condition (ii) is satisfied. Under such circumstances, no statute may be the best solution of all.

Other Proposals

Scholars associated with the U.S. debate over database legislation have analyzed a wide spectrum of possible statutes. Almost all of these proposals combine different elements of the property rights and unfair competition approaches discussed above. Clever drafting may minimize, but is unlikely to eliminate, the weaknesses inherent in each approach.

POLICIES FOR A CROWDED WORLD

A Skeptical Look at the EU’s Threat

Even if Canada and the United States fail to pass sui generis legislation, it is far from certain that the EU will carry out its threat to discriminate against foreign vendors. At a minimum, any attempted discrimination would quickly lead to diplomatic wrangling. The EU might well back down at this point. For now, there is no way to tell.

More importantly, the evidence presented in this study suggests that sanctions will not matter in any case. The reasons for this are:

Limited European Revenues. Most Canadian database providers earn their revenues in Canada. EU policies are not likely to affect them.

The ‘Localness’ of Large Gatherers. Most North American firms operating in Europe are large gatherers. Since large gatherers usually maintain a physical presence in places where they collect data, they automatically qualify for protection under the Directive.

Availability of Other Protection. Because small gatherers, publishers and refiners typically have strong economic incentives for conducting operations at a single center of mass, they may not qualify for protection under the Directive. On the other hand, interviews conducted for this study suggest that most North American firms operating in Europe are already content with their existing copyright, contract and/or business method strategies. Protection under the Directive may be desirable, but it is not essential.

The Local Content ‘Safety Valve’. Despite the foregoing, it is possible — though far from certain — that a few firms will decide that the Directive’s protections are important. These providers can purchase protection by entering into local partnerships and/or moving selected operations to EU countries. This option will remain available whether or not Canada passes database legislation.
On balance, European threats are a poor reason to pass database legislation. There may be instances where foreign pressure might lead Canada to pass laws against its best domestic interests. Database legislation is not one of them.

**Local Content Strategies**

As previously noted, many observers view Europe’s threatened discrimination against Canadian and U.S. database providers as a thinly-disguised effort to force local content. In principle, Canada could adopt *sui generis* legislation in order to pursue its own local content strategy against the United States and other countries.

In practice, such a strategy would almost certainly fail. Despite Europe’s enormous market, few (if any) firms have decided to re-locate operations in order to obtain *sui generis* rights. It is hard to see how Canada — with its much smaller market — can do better. Furthermore, a Canadian local-content rule would almost certainly violate NAFTA.

**CONCLUSION**

THREE YEARS AFTER THE EC DIRECTIVE went into effect, there is still very little evidence on the costs and benefits of Europe’s database protection experiment. Although EC officials claim that the Directive is working, the empirical basis for these assertions is limited. Worse, it remains confidential. Until the EC produces backup data, Canadian policymakers should not take such assertions on faith.

The current study confirms that the Directive may have given the European database industry a one-time boost equivalent to roughly a single year’s worth of normal growth. However, this benefit has been purchased at the cost of serious — and more or less permanent — side effects including excessive monopoly, disruption of data aggregation and increased transaction costs.

Canada’s existing laws have produced a successful database industry with significant growth potential. Furthermore, there is little or no evidence that protection gaps exist or, if they do, that they have hampered the creation of new databases. Whether or not Europe carries out its threat to discriminate against North American firms, the consequences for Canadian business overseas are likely to be minimal. For now, Canada’s best option is to wait and see. If the EU wants Canada to pass database legislation, it can and should release the hard data needed to support its case. In the meantime, Parliament should resist being stampeded into imitating legislation that has produced such ambiguous outcomes in Europe.
APPENDIX

THIS STUDY HAS PRESENTED a quantitative profile of the Canadian, U.S., U.K., French and German database industries based on an informal census of 1,164 providers that operated between 1993 and 2001. This census was, in turn, adapted from raw data found in a leading industry catalogue called the Gale Directory of Databases. This Appendix explains how the census was produced. Possible sources of error are also briefly discussed.

UNDERLYING DATA

Thomson’s Gale Research Unit has published its Gale Directory of Databases twice a year since January 1993. Volume 1 of the Directory is limited to on-line database products, while Volume 2 is devoted to physical formats like CD-ROMs and diskettes. Although the Directory contains extensive information about database providers, most entries are indexed and organized by product. In particular, raw entries do not account for (i) instances in which one provider offers multiple products, (ii) instances in which multiple providers distribute the same product, (iii) instances in which two nominally separate providers appear to be functionally identical, (iv) instances in which pre-existing providers merge or are spun off from one another, and (v) instances in which products are distributed in multiple formats leading to redundant listings under Volumes 1 and 2. Furthermore, the Directory only reports some categories of information sporadically or partially. Examples include (i) the date that a particular product was introduced in the market, (ii) the date that a particular product is withdrawn from the market, (iii) whether a particular provider is part of government, academia or the commercial sector, and (iv) whether a particular product is mainly produced for export, domestic use or a combination of the two.

Like any resource, the Gale Directory is incomplete. In many cases, this reflects intentional editing choices that are readily apparent to anyone using it:

Restricted to Electronic Databases. The Gale Directory is restricted to databases that are published on-line and/or through other electronic media such as diskettes and CD-ROMs. It does not cover databases that appear solely in print. Given the ubiquity of on-line data, this restriction is probably not important.

Restricted to ’External’ Databases. Many businesses construct large sophisticated databases for in-house use. For example, Napster devotes a large fraction of its operating budget to compiling a database of music held by clients. Since Napster does not sell this data to outside firms, the Gale Directory ignores it. Fortunately, in-house databases — though economically
important — are practically invulnerable to copying and therefore have little bearing on protection legislation.

**Limited Coverage of ‘Low-end’ Databases.** The Web contains an enormous number of databases ranging from trivia lists to product catalogues to self-published data by academic scientists. Although most of these resources are small and informal, some reflect substantial commercial investments. Examples include movie databases that are used to build traffic for on-line video stores. The Directory makes little or no attempt to track such sites.

**Limited Multimedia Coverage.** The Gale Directory does not cover multimedia products unless they are educational. At least for the purposes of our study, this is unfortunate. Some European observers believe that the EC Directive was largely motivated by the perceived U.S. dominance on CD-ROM products during the early 1990s. Furthermore, Jens Gaster’s informal survey of Belgian and German department stores was probably weighted toward such materials.

**Limited Coverage of ‘High-end’ Databases.** The Gale Directory coverage focuses on databases that serve mass audiences at moderate prices ($<10,000). This excludes some of the most important — and, from a policy standpoint, interesting — vendors. Examples include Carerra (custom space images) and Celera (genome data).

Beyond intentional editing choices lies the question of whether the Directory is biased or incomplete. According to the Directory’s current editor, Gale editors routinely attend the U.S.’s National On-Line Trade Fair to identify new vendors. Based on this and other activities, coverage of U.S. (and, to a lesser extent, Canadian) providers appears to be fairly complete. The Directory’s completeness can also be assessed against databases previously identified in independent case studies. Based on previously published work, Gale entries for large chemistry, nuclear physics, and genomics databases appear to be reasonably complete. Consistent with Gale’s editorial preferences, small Internet databases maintained by individual scientists or labs are rarely included.

The coverage of Europe is less certain. According to its editor, the Directory tries to ensure that major European countries are “proportionally represented.” Despite repeated requests, I was unable to find out what search strategies are used to identify new European databases. However, I was able to confirm that the Directory’s editors perform cross-checks against other, similar catalogues (for example, Nordguide).

In the end, the question of how efficient the Directory is at identifying new European databases is less important than how much its efficiency changes from year to year. Conversations with current and former editors confirm that Gale
employees have sometimes made special efforts to increase the Directory's European coverage. The employee who edited the Directory in 1998-99 could not remember any efforts that might explain the spike in new European commercial providers during that period.

METHODS

DATA FOR THE CENSUS WERE EXTRACTED from Gale's January (later, March) editions for 1993-2001. The census lists all databases providers who existed in Canada, the United Kingdom (England, Wales and Scotland), France and Germany in 1993 and/or 2001. Because of size, U.S. databases were sampled by studying every 10th entry in Gale's 2000 catalogue.

Data Fields

The census lists three items for each provider: (i) the provider's name, (ii) a description of the provider (for example, "commercial," "trade association," "government," etc.), and (iii) the date on which the provider first appeared in — or disappeared from — the Gale Directory. The census also lists three additional items about each provider's database(s) including (iv) a description of the contents, (v) whether the subject matter is primarily local, and (vi) the language(s) in which the database is offered. Each field is discussed separately below:

Provider Name. Gale entries contained three distinct sources of overlap and duplication. These were addressed as follows:

Duplicate Products. The Gale Directory has duplicate entries for providers who offer their databases in more than one format. The census eliminates this practice by compiling a core list of on-line providers. Providers who only publish their products on CD-ROMs or other physical media are listed separately.

Overlapping Entities. Many Gale entries describe sister entities that produce identical or closely similar versions of the same product. The census combines these listings under a single heading.

Mergers and Re-organizations. Many organizations were merged, acquired, re-named, or otherwise reorganized during the eight years covered by the census. These changes could often be detected by close examination of the Directory. In these cases, the census continued to list original entity names as if no reorganization had occurred.

Provider Description. The Directory rarely identifies provider status (for example, governments, corporations, university scientists, etc.) directly.
However, this information is usually apparent from the context. Cues included but were not limited to designations such as “corp.”, “inc.”, “ltd.”, and their French/German equivalents; Internet addresses ending in “.com” or “.org”; and job titles for listed contact individuals. German and, in particular, French listings are noticeably more ambiguous than their Canadian, U.S. and British counterparts. No assignment was made in cases where a reasonable inference turned out to be impossible. All quoted statistics are based on samples that exclude such cases. In a few cases, inferred provider types were checked against Web site descriptions to obtain further information and to verify the accuracy of inferences. The methods appear to be reasonably accurate.

Appearance/Disappearance Date. A few Directory listings specify the year in which a particular database was first offered for sale. When this information is not available, the date is assumed to be the first year in which the database appeared in the Directory. In instances where the two methods can be compared, Gale editors usually — but do not always — seem to identify new databases within a year or two. Attrition data is based on the date when a previously-listed database first disappears from the Directory’s listings. The data is believed to be fairly accurate since Gale editors routinely check the continued availability of databases twice each year. The chief source of error involves providers who seem to disappear because of mergers, name changes and/or a change of media (for example, switching from on-line to CD-ROM). This source of error was minimized by cross-checking providers who disappeared against putative new entrants for the same year.

Database Contents Description. Gale entries are typically one to three paragraphs long. Unless otherwise noted, all database descriptions found in this study are based on these descriptions.

Local Interest Content. The amount of local content in a particular database is based on the Gale Directory’s descriptions and was unambiguous in most cases. Examples of local content include credit reports, legal opinions and marketing data. Examples of international content include scientific databases and worldwide business coverage. Databases that offered a mixture of local and non-local content or regional coverage (for example, United States/Canada or German-speaking countries) were listed as “Both.”

Language. The language(s) used in a particular database is expressly recorded in most Gale Directory entries and this information was easy to infer in the few cases where it had been omitted.
FUTURE DIRECTIONS

While designed to be qualitatively correct, the current comparison of Canadian, U.S., U.K., German and French databases providers is necessarily informal and tentative. More formal statistical studies are urgently needed.
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to say that additional expenditures to gather and check data would qualify for protection.

140 Interview with Jens Gaster dated March 1, 2001.
141 See Gaster, 2000.
142 Interview with Jens Gaster dated March 1, 2001.
143 P. Bernt Hugenholtz, personal communication.


146 See Gaster, 2000 (describing German case in which cumulative the taking of individual entries through a meta search engine was held to be a taking); British Horseracing, supra, para. 11 (week-by-week extraction of upcoming race schedules held cumulatively substantial).

147 The leading pre-Directive case is a European Court of Justice opinion usually known as the Magill case. Cases C-241/91P and C-242/91P, Radio Telefis Eireann (RTE) and Independent Television Publications Ltd. v. Commission, 1995 E.C.R. 1-808 [1995], available at: http://www.cni.org/Hforums/cni-copyright/1995-02/0177.html (accessed 22 April 2005). The case involved three Irish TV networks, each of which published their own TV listings but used copyright to block competitors from publishing a unified, Canadian-style TV Guide. After lengthy litigation, the European Court of Justice held that the broadcasters had abused their “dominant position” over the “indispensable raw material” to prevent competitors from publishing unified guides and to eliminate competition with their own existing weekly listings. It then affirmed a lower court order requiring the broadcaster to make its listings available to competitors at a reasonable royalty.

148 DeTelegraaf v. NOS and RTL, described in Gijrath and Gorissen, 2000; see also Hugenholtz (2001b) and Oram (2000).

149 KPN Telecom v. XSO, described in the interview with P. Bernt Hugenholtz dated January 25, 2001; see also Hugenholtz, 2001b.

150 See Gaster, 2000; see also interview with Jens Gaster dated March 1, 2001.

152 Except for the United Kingdom and Ireland, most EU Member States have enacted statutes placing court opinions in the public domain. Article 10 of the European Convention on Human Rights also addresses the issue. Interview with Jens Gaster dated March 1, 2001.

153 For example, an individual could not enforce database rights in a stamp collection because “there would be no point in excluding others” from such an activity. Interview with Jens Gaster dated March 1, 2001.


156 The clearest statement of this viewpoint is found in a brief paper by EC official Jorg Reinbothe: “Since the entry into force of the database Directive, the European CD-ROM and on-line-markets have grown at enormous rates. A large number
of new database products have been made available in Europe, many of which have been produced by small and medium-sized firms." See Reinbothe, 1999.


Interview with Christian Auinger dated February 20, 2001. Although I asked to interview Reinbothe about his statements, Auinger assured me that Reinbothe did not have any additional information. Idem.

Directive, Art. 16.

Interview with Christian Auinger dated February 20, 2001; See Auinger, 2000.

Interview with Christian Auinger dated February 20, 2001.

The case of Warren Publishing is one of the few instances where wholesale copying has been documented. During the early 1990s, a competitor extracted data from Warren's cable TV directory and used the information to create its own competing product. 

Warren Publishing, Inc. v. Microdos Data Corp., 52 F.3d 250 (11th Cir. 1995). Whether or not the incident should be considered piracy is debatable. At the time of the incident, Warren had been publishing directories since the late 1940s — more than enough time to recoup its original investment. Furthermore, Warren still publishes its cable directory. The only difference is that it now has a competitor.

For a comprehensive review of proponents' testimony on this point, see Benkler, 2000.

As one executive interviewed for this study remarked, this is hardly surprising in a world where U.S. music companies continue to invest in Asia despite rampant copyright violations. Interview with Ramin Cyrus dated January 13, 2001.

See Bovenberg, 2000 (bioinformatic firms should "think about establishing databases in the European Union.")

Interview with Jasper Bovenberg dated January 5, 2001; see also Bovenberg, 2000 (bioinformatic firms should "think about establishing databases in the European Union.")

Idem.

Rees, 1998, p. 64.


Interview with Ramin Cyrus, Dan Mazella and Dick Bartlett dated January 13, 2001; interview with Lee Bendegkey dated January 30, 2001. As long as a new bioinformatics product is still being developed, team members need to interact with one another constantly. Forcing employees to operate from multiple locations under such circumstances would be nearly impossible. Once a database product has matured, re-locating operations to Europe, though difficult, can probably be done if the need is great enough. In the past, Incyte has thought about moving certain database operations to India in order to take advantage of labour costs. Interview with Mark Mooney dated February 15, 2001.


See Williams (1993-2001), Table 6 and under Region and Country of Origin.
The *Gale Directory* does not produce a separate count for the United Kingdom as a whole. Since Scotland and Wales host very few providers, the difference is probably small.

The *Gale Directory* is published twice a year. The statistics used in this study come from the first of these annual editions, which is currently published in March. An informal survey shows that many of the new items recorded for the March 1999 survey had already been listed in *Gale’s* September, 1998 edition.


Jens Gaster, unpublished case notes on file with the author.

Inefficient enforcement may have helped to mitigate the Directive’s impact on consumer choice. As recently as 2000, unauthorized copying of directories was “rampant throughout Europe.” Interview with Jens Gaster dated March 1, 2001.


According to Teldir, the U.K.’s 192.com site is “limited to 20 searches per month, and to get this you have to go through a tedious sign up process . . . where you agree not to use the results for business or tell anyone else the results of a search.” [<http://www.infobel.com/teldir/teldir.asp?page=/eng/euro/uk>].

According to Teldir, the U.K. White Pages consist of “U.K. residential listing from U.S. firm Infospace, not from official sources (British Telecom have the copyright on listings in the United Kingdom.) Many people have mentioned that it doesn’t seem very up to date or complete. There are many misspelled names, duplicates and other errors; use with caution.” [<http://www.infobel.com/teldir/teldir.asp?page=/eng/euro/uk>].

See Reinbothe, 1999. Reinbothe heads the EC Unit responsible for Copyright and Neighbouring Rights.

See, for example, interview with Christian Auinger dated February 20, 2001.

Idem.


See, for example, Oijrath and Gorissen, 2000 (discussing KPN v. XSO).

Interview with Jens Gaster dated March 1, 2001.


Interview with Jens Gaster dated March 1, 2001.

*British Horseracing Bd., Ltd. v. William Hill Org., Ltd.* (Chancery Div. 2000) available at <http://wood.ccta.gov.uk/courter/judgments.nsf> (upholding horse racing authority’s right to prevent copying of database containing declared runners, jockeys, distance and name of races, race times and related information). So far, *British Horseracing* is the only case in which a U.K. court has issued an opinion which squarely addresses the *sui generis* right. See Charkiewicz, 2000; but see Gaster, supra, note 96 (discussing U.K. case holding that traditional *right to repair* doctrine does not apply to database rights).
Interview with Jens Gaster dated March 1, 2001.

See Gaster, 2000; Gaster’s article also argues that a database of soccer matches should be protected because of the work needed to arrange matches.

Interview with Jens Gaster dated March 1, 2001.

Idem.


See Maurer and Scotchmer, 1998.

Idem.

See, for example, Maurer, Firestone and Scrivener, 2000.


Interview with P. Bernt Hugenholtz dated January 25, 2001. A similar case involving U.K. real estate listings was settled out of court when the defendant agreed to stop creating hypertext links to the realtors’ web site. See Charkiewicz, 2000.

The number of reported cases almost certainly understates the problem, since Magill’s willingness to litigate was clearly unusual. In the words of one commentator, “how would a small researcher or innovative start-up firm marshal the resources to take a case all the way to the EC?” See Oram, 2000b.

Idem; see also Oram, 2000b.

See Benkler, 2000; see also Maurer, 1999.

Options range from conservative (such as adopting the spin-off defence) to radical (for example, rewriting the Directive to include unfair competition principles).

Disputes over legal rights have already restricted access to two leading databases. The National Center for Biotechnology Information, a U.S. government agency, decided to stop using Swiss Prot’s data in its genome maps because of licence terms that purport to limit re-use. James Ostell via Harlan Onsrud (personal communication). Similarly, Wellcome Trust has announced that it will not reimburse grantees that purchase commercial data from Celera. The reason is that Celera’s licence terms might interfere the it’s own right to exploit whatever intellectual property is discovered. [See http://www.wellcome.ac.uk/en/1/ biopolseq.html.]

Incyte’s Chief Counsel believes that legal uncertainties over data will become more and more urgent as bioinformatic firms enter the post-genomic era. [Interview with Lee Bendegkey dated January 30, 2001.]

The author gained extensive first-hand knowledge of the anticommons problem while serving as Associate Director of the Human Mutation Initiative of the Human Genome Organisation between 1999 and 2001. Many large database providers saw the project’s goal (a worldwide, self-supporting mutations database) as a threat to their commercial or academic ambitions. On the other hand, small database providers tended to become sidetracked by inconclusive debates over intellectual property rights that clearly had little or no commercial value.

Government privatization initiatives often restrict the dissemination of geospatial data by making it unaffordable and/or burdening it with unworkable use restrictions.
The topic has been extensively discussed at meetings hosted by the National Academy of Sciences/Committee on Geophysical Data in Santa Barbara, (CA), in August, 1999, and Washington (D.C.) in March, 2000; the American Association of Geographers’ Driven by Data Conference, held in Los Angeles (CA.) in November 1999; and the U.S. Transportation Research Board’s Workshop on Public Agency Use of Proprietary Geographic Base Files, held in Washington (D.C.) in June 2000.

210 See, for example, Benkler, 2000; see also Maurer, 1999.
211 See, for example, Reichman and Uhlir, 1999; and Reichman and Samuelson, 1997.
212 See Maurer, 1999.
213 Erin Nagel, personal communication.
216 Erin Nagel and Lisa Kumar, personal communication. The fact that Martha Williams, Gale Directory’s creator, regularly publishes a statistics-laden cross-country comparison called “The State of Databases Today” suggests that she also believes that the Gale Directory is reasonably representative.
217 Erin Nagel, personal communication.
218 Idem; Lisa Kumar, personal communication.
219 Lisa Kumar, personal communication.
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Managing Intellectual Property Rights from Public Research

Countries of the Organisation for Economic Co-operation and Development (OECD) are keenly interested in improving the exploitation of intellectual property (IP) of their public research base. While media attention is most often focused on legislation that expands intellectual property protection to new technologies or forms of knowledge — gene sequences, software, digital music, databases or traditional knowledge, to name a few of the hottest topics — an equally important set of policies in this transition to a knowledge-based economy are transforming the administration of universities and public laboratories. Public research organizations (PROs) and their researchers are encouraged, if not implored, to take a more commercial approach to intellectual property evaluation and management. However, this combination of legal and administrative changes to the intellectual property regime and the concomitant evolution in IP practices within PROs are raising thorny problems, from conflicts of interests to conflicts with industry.

This study reviews the major changes in the intellectual property regimes and IP management practices of the public sector in OECD countries. It then identifies the difficulties faced by PROs as their commercial activities expand, and identifies some emerging best practices for reducing conflicts of interests, tensions with the private sector, and public reactions. Finally, the study discusses how governments can evaluate the success of their publicly funded IP commercialization strategies.

Changes in National IP Regimes and IP Management

Over the course of the last two decades, intellectual property regimes have been modernized, harmonized and strengthened world-wide.
International agreements, and particularly the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs) of the World Trade Organization (WTO), have imposed minimum standards of protection for a broad range of intellectual property devices — patents, copyright, trade-marks, semiconductor layouts, geographic indications, industrial designs and trade secrets. Moreover, the TRIPs Agreement extended IP protection to technologies that were at the time not universally covered, such as micro-organisms, plant genetic material, and techniques used in genetic manipulation. It extended copyright protection to computer programs and laid the groundwork for discussions of copyright or sui generis forms of protection for compilations of data and databases. It also stipulated that the protection offered had to be enforceable within a country, and that IP disputes among countries could be taken to the WTO’s Dispute Settlement Body as a trade complaint. Consequently, since TRIPs has come into force for advanced countries in 1996, the diversity found across the OECD in national intellectual property rights (IPR) regimes has substantially decreased. European Union (EU) accession countries have further harmonized their IP regimes to conform to EU standards.

The aim of these international harmonization processes is to create a global environment more conducive to investments in, and the exploitation of, intellectual property. The major beneficiaries and strongest supporters of the process have been the intellectual property industries, mainly the pharmaceutical, software, music and film industries. But even if this global overhaul of IP regimes was meant to stimulate research and development (R&D) in the private sector, its impact has been strongly felt by public research institutions that are themselves intellectual property producers. Some countries have instituted IP reforms that go beyond the statutory changes mandated by international agreements and that are specifically targeted to the public sector. See the Appendix for an in-depth discussion of legal and institutional changes in the United States, Japan and Europe.

An intellectual property regime, we should remember, is more than the set of national laws specifying what novel ideas one can claim rights to and what these rights entail. Technically, a regime is defined as a set of “principles, norms, rules, and decision-making procedures.” The principle that agents can obtain rights on useful ideas and innovations and the norm that these agents may legitimately prevent others from using their IP, or may charge them for this privilege at a price determined by the market, are widely accepted by OECD countries. While this may seem common sense, it is still a matter of controversy in developing countries. Even in the advanced world, if we turn the clock back just 20 years, the principle that individuals or institutions could own intellectual property derived from government-funded research was roundly criticized. The norm was to place government-sponsored research results in the public
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domain through publications. Attitudes in the OECD about the public sector have since become far more profit oriented.

While the principles and norms guiding IP regimes are essentially the same across OECD countries, there remain substantial variations in the rules and decision-making procedures used in each country, and these differences may be the subject of future international harmonization efforts. Reforming the rules and decision-making procedures is one of the more direct means that governments can use to change the incentives for actors, and thus influence the social and economic outcomes of the IP regime.

Rules – The legal definitions of the types of protection offered, the categories of inventions or ideas that are protectable, the requirements for obtaining and maintaining this protection and the measures available against infringement.

Decision-making Procedures – The procedures involved in evaluating, allocating, challenging and defending IPRs. These procedures usually are administered by institutions such as a patent office, a copyright depository, or the judicial system.

Governments have a number of policy instruments at their disposal to influence how intellectual property generated from public funds is exploited. Establishing a modern, affordable and predictable intellectual property regime is a precondition to encouraging the domestic exploitation of public research results. Further changes to the intellectual property regime itself — for example, expanding protection to categories of invention or expression with origins in PROs, reducing the cost of protection or improving the enforceability of rights granted — have altered the incentives of PROs to protect their innovations. Indeed, over the course of the last two decades, IP regimes have been statutorily strengthened (for example, terms of protection have been extended); subject matter has been broadened to include various categories of biotechnological inventions, diagnostic or surgical methods, software innovations, Internet business methods; and administrative procedures have been simplified (for example, through electronic filing) in most OECD countries.

Perhaps more important to the commercialization of public research, however, are two other categories of instruments. First, as major investors in the creation of intellectual property through the financing of universities and research institutions, the promotion of public-private partnerships, and the public procurement process, governments can impose conditions on the ownership and exploitation of research results. Japan and many European countries are increasingly choosing to grant title to public sector innovations to higher education institutions (HEIs) and public laboratories. In exchange, these institutions must commit to exploiting the innovation, through the sale or licence of
the invention. Countries are also clarifying that any profits resulting from the exploitation of publicly funded research are to be shared with the researcher, the laboratory and the home institution. Many countries are also experimenting with grant conditions that require the disclosure of inventions and the development of commercialization plans.

Second, governments can give publicly funded research institutions greater freedom to engage in active IP protection and management. In Europe and Japan in particular, regulations prohibiting profit-making activities for public institutions and civil servants have been relaxed, while the rules governing public-private collaborations have been standardized. Furthermore, new institutions are being created specifically for IP administration, often with government support. The Japanese government is facilitating the establishment of technology transfer organizations at universities by waiving some patent maintenance fees for academic inventions filed by technology transfer organizations. Across the OECD, there is a well recognized need for dedicated professional technology transfer organizations that identify and evaluate ideas and inventions with commercial promise, and search for partners to develop them. Indeed, professional associations are being formed, sometimes on their own or with government help (the European Commission has supported two such associations through its Patent Academia program), in order to exchange information and develop best practices related to IP management — legal environment, financing of technology transfer, creation of incubators and start-ups, negotiation of licences and other contractual matters.

The Appendix describes the key IP regime reforms and associated public sector IP management changes that have occurred in the United States, Japan, and Europe over the past two decades. National trends are toward both stronger IP regimes and more explicit incentives for public research organizations’ involvement in the commercialization of IP. These reforms have raised awareness about the potential benefits to be gained by PROs from protecting their inventions, but pitfalls are also becoming more apparent.

**THE DELICATE BALANCE OF IP MANAGEMENT**

Since the early 1980s, OECD governments have actively tried to transfer to the private sector technology and knowledge developed in public research organizations. If governments were once content to passively realize the benefits from funding basic research (for example, spillovers such as those generated by the movement of scientists and researchers into industry or the publication of research results in academic journals), the determination to be part of the knowledge-based economy has driven OECD countries to extract greater direct benefits from publicly funded research.
Critics fear that the pendulum has shifted too far in favour of commercial goals. Stronger IP regimes may have undesirable consequences for public research or for the economy more generally. In theory, it is possible that the new emphasis on claiming and defending intellectual property rights, and the closer ties to industry, could affect:

1. the orientation, openness, and accessibility of research results;
2. the terms of competition and collaboration both within academia and with the private sector;
3. the existence of trusted, independent research organizations in defence of the public interest;
4. the organization of public research bodies and the objectives of science programs;
5. the ability of governments to direct public research into areas that are judged to be social, economic, security or health priorities.

Certainly, the new orientation of PROs creates winners and losers. The winners include universities and laboratories that generate profits from their technology commercialization efforts, researchers in commercially relevant fields, and the public who may see an accelerated return from its R&D investments. Strong protection of public sector research results also reduces the uncertainty faced by firms in developing and commercializing technology from public research. The gains from a more active protection of PRO IPRs include:

For Universities/Public Research Institutions — Protection of intellectual property ensures that firms do not appropriate the inventions of researchers and universities without compensating inventors and taxpayers. In addition, for researchers and universities in general, a patent held by a firm, an individual or another university guarantees that the underlying knowledge is published and, thus, available for future research. It could be argued that protection is even more important to universities than to firms insofar as the alternative, secrecy, undermines the very mission of research institutions and universities: the broad diffusion of scientific knowledge generated through public funds.

For Firms — Without clear rules of ownership and adequate protection, a firm that participates in a collaborative project, purchases title to a patent or enters into a licensing agreement with a public research institution exposes itself to a high risk in terms of the time, money and litigation. The development and commercialization of a technology may be blocked if poorly protected IP is challenged by other proprietary rights or is easily infringed.
Firms in research intensive areas rely disproportionately on their IP as a source of present and future revenues. In biotechnology companies, for example, most revenues come from marketing and manufacturing licensing activities. This is especially important for start-ups and spin-off firms from university research, which rely on IP as a proxy for potential returns to investments and use their IP portfolios to attract seed funds and later-stage venture capital.

For the Public — Because the know-how protected by patents must be disclosed in exchange for a temporary monopoly right on the use of the invention, the diffusion of the underlying information yields social returns. Public benefits may also include a better or more rapid dissemination of innovations to the private sector.

On the other hand, the losers may include the same cast of characters: universities or research laboratories that do not generate enough commercially relevant intellectual property or that do not recoup the costs of their technology transfer activities; scientists and professors in fields that do not have commercial relevance and do not benefit from increased funding; researchers who must pay for access to research results and face publication delays; firms that face higher costs for doing business with PROs; a public that likewise perceives it is paying twice for research results — through taxes and through higher priced products due to royalties.

Just as national IP regimes put in opposition conflicting goals, the task of managing intellectual property in the public sector requires balancing each organization’s various social and economic goals. The problem intellectual property regimes try to resolve is how to encourage investments in and disclosure of innovations, which are public goods — easily replicated and non-rivalrous — in spite of the fact that once innovations are made public, others are able to replicate and use them at much lower cost. Intellectual property rights partly resolve this discrepancy between social and private returns to innovation by re-introducing scarcity. By giving rights holders the ability to exclude others from using the innovation in exchange for its disclosure, the IP regime allows knowledge to be exchanged through competitive markets. It is the allocation of price to knowledge (and the resultant flow of rents to its owner) that provides the incentive for scientists and artists to create and invent new knowledge.

The problem for public sector organizations in this period of transition is finding a manageable balance between continuing social and new economic goals. PROs are simultaneously asked to increase the economic relevance of their R&D, encourage commercial activity, contribute to the local economy, minimize conflicts of interests, protect against abuses of power, participate in
the advancement of science, and bolster public confidence in science — a complex and sometimes conflicting list of priorities.

As commercial activities are increasingly accepted and expected of PROs, few countries have reached a consensus on the principles that should guide public investments in scientific research and technological development or on the norms of acceptable PRO behaviour. Some business-science arrangements have raised backlash from researchers, students, the public and even corporations. Proceeding backwards, in a sense, the public sector has found it necessary to adopt rules and decision-making procedures that minimize conflicts of interests, facilitate the broad dissemination and use of IP with a public good character, encourage the local exploitation of publicly funded R&D results, and disseminate benefits across both winners and losers. Institutions themselves, and in some cases national authorities, are trying to mitigate negative reactions by creating a framework in which commercial activities can take place.

For many OECD countries, the first priority is to develop a more professional and pro-active management of intellectual assets in the public sector. That objective dominates discussions about reforms to the IP regime, the legal environment in which PROs operate, and the support research institutions need to engage in technology transfer. However, changes to the IP regime and to the administration of PROs do disturb the balance that guides investment in research, the dissemination of results and their use. In crafting policies to extract greater direct benefits from public research, governments may find that they need to counterbalance their policies in order to:

- maximize economic spillovers, through a more rapid dissemination and broader use of new technologies;
- minimize conflicts of interests within public research institutions and with private sector partners.

Even as national trends lead toward both stronger IP regimes and more explicit incentives for the involvement of PROs in the commercialization of IP, governments and individual institutions are experimenting with new policies to encourage widespread, but domestic, economic spillovers and to reduce conflicts of interests within public research institutions and with their private sector partners. The following sections discuss the nature of some of the tensions that accompany present trends, as well as emerging best practices to achieve a balance between the various social and economic objectives placed by society on the public research system.
INCREASING ECONOMIC SPILLOVERS FROM PUBLICLY FUNDED RESEARCH: THE ROLE OF IPRs

As governments push for the commercialization of public research results and industry funds a greater proportion of public research, strong IP protection and clear rules about ownership and exploitation are essential to generate private and social returns from investments in R&D. Many OECD governments are debating whether to create uniform rules on the allocation of ownership, revenue sharing, and the contractual conditions for access to or use of publicly funded research. Most countries distinguish between public and private universities and various national laboratories in setting such standards. In addition, despite the inherent difficulty, a further distinction is often made between publicly funded and contract research in assigning ownership.

Governments try to determine whether they need to create safeguards to ensure that publicly funded innovations are indeed exploited and, if necessary, broadly disseminated. Public pressure against the granting of title to a firm for a publicly funded innovation, or against the negotiation of exclusive licences, is balanced by private sector arguments about the need for title or an exclusive licence. Private sector justifications are especially compelling when potential licensees are scarce, which tends to be the case with PRO innovations. In their efforts to reap more rewards from R&D investments, governments are often tempted to include stipulations for domestic economic development either in the patent laws themselves or in the conditions for receiving public R&D funds. For example, several countries require the domestic working of patents.

Finally, governments can amend the breadth or strength of patents in order to protect the ability of researchers to use patented inventions in their R&D. Perhaps of lesser concern to PROs, the existence of blocking patents or patent thickets can nonetheless impede basic research and certainly discourage public-private partnerships in specific areas. In most cases, the private sector develops its own strategies to deal with these situations. More rarely, governments will make legal or administrative reforms, as was the case with the revised Utility Examination Guidelines of the U.S. Patent and Trademark Office for gene-related inventions.7

LICENSING: THE KEY TO GENERATING ECONOMIC RETURNS

There is ample evidence that granting performing research institutions the ownership of IP has been associated with higher patenting and licensing activity in universities (OECD, 2000a,b). But ownership rights do not automatically result in significant private and social returns. It is the licensing of IP that allows the development and commercialization of research results. Licensing creates revenue streams for universities and public institutions and generates new
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investments, new products, processes and services, as well as employment and tax revenue.

There is some debate about whether exclusive licences should be granted, or title to patents assigned, to firms for discoveries that have benefited from public funds because this limits the diffusion of technologies. On the other hand, evidence shows that start-ups and spin-off firms often require exclusive licences. From a policy point of view, the question becomes how to promote licensing practices that generate the greatest benefits to society. Generally, an exclusive licence conveys the rights to manufacture, exploit or sell the invention to only one licensee. A non-exclusive licence conveys all or a portion of these rights to multiple licensees. For example, non-exclusive licences can be restricted by field of use or geographic territory. In theory, universities and public research institutions may tend to prefer non-exclusive, but royalty-bearing, licences, while large and small firms would prefer exclusive licences in order to offset the high risks of development. Anecdotal evidence shows that the share of exclusive licences in the portfolio of research-performing organizations is significantly higher than that of non-exclusive licences, reflecting the fact that firms often require exclusive rights, particularly in sectors where product development is lengthy and highly capital intensive (OECD, 2000a,b).

The decision to license on an exclusive or non-exclusive basis generally devolves to the title holder. The basis on which either option is decided depends to a large extent on market demand for the patented technology and its stage of development. In the United States, under the Bayh-Dole Act, agencies must determine (and disclose to the public) whether granting an exclusive licence is necessary to promote the development of an invention with potential public benefits. In some cases, the patented invention may have multiple applications such that granting exclusivity to one agent may prevent the development of other applications. Some technologies that are at an embryonic stage may likely be developed only through non-exclusive licences, whereby firms will compete in their development. Market structure and firm size also play a role. In the case of research-based spin-off firms, for example, universities and public research institutions often prefer to license inventions on an exclusive basis in order to attract the external financing required for the spin-off firm to develop, commercialize and market the technology. In some cases, a non-exclusive licence may nevertheless translate in exclusive use due to a large firm’s dominant market power. The advantages and disadvantages of exclusive vs. non-exclusive licences are summarized in Table 1 below.
Increasing National Spillovers

As the main stakeholders in public research, central and local governments are eager to ensure that commercialization activities, including licensing, generate economic and social benefits for the regional and national economies. As mentioned earlier, these benefits often take the form of licensing revenues but, more importantly, they materialize in the induced investments generated by the development and marketing of the technology or the creation of spin-off firms (i.e. additionality effects). Moreover, a significant part of these licensing revenues is reinvested in the educational and research activities of universities.

Governments may also take active measures to target specific economic spillovers such as job creation or improving the innovative capacity of small firms (i.e. preference requirements for licensing to small- and medium-sized firms).

However, the globalization of R&D, and of public R&D institutions, raises additional challenges to secure domestic economic spillovers from public IP. Firstly, strong IP protection is a pre-requisite to attract R&D-related foreign direct investment that can generate domestic investments and employment for researchers. In fact, access to public R&D laboratories is one of the main reasons foreign firms establish research units in the United States. But strong protection is also important for the outward commercialization activities of firms and public research institutions — IP must be enforceable in the country exploiting a foreign patent or copyright. Generally, reciprocity of access to foreign

---

**Table 1**

**Exclusive vs. Non-exclusive Licensing of Patents from Public Research**

<table>
<thead>
<tr>
<th></th>
<th>Exclusive</th>
<th>Non-exclusive</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>For Public Research</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Advantages             | • Speeds technology transfer  
                       | • Effective in attracting investors, especially for spin-offs  
                       | • Fosters broader diffusion  
                       | • Broader revenue base from royalties  
                       | • Reduces risk of conflicts of interests  
                       | • Requires more resources to manage and advertise licensing opportunities |
| Disadvantages          | • May limit diffusion of knowledge  
                       | • Raise obstacles to research requiring patented knowledge  
                       | • Review process may be slow  
                       | • Risk of litigation  
                       | • Larger firms benefit from market power  
                       | • Competitors may develop technology first |
| **For Firms**          |           |               |
| Advantages             | • Reduces risk of development  
                       | • Generates monopoly returns  
                       | • Small firms may be disadvantaged  
                       | • Higher share of royalty |
| Disadvantages          |           |               |

Source: OECD, 2000a.
research and licensing is one of the conditions for granting licences to foreign partners. Other rules include:

**National Use Clauses** – Public funding of industry-science partnerships or collaborative R&D programs, and licensing of resulting IPRs to foreign partners, may be subject to restrictions on manufacturing and employment, export controls, foreign protection of IP, etc. A general problem with requirements for national economic benefits is that they tend to be interpreted very differently by the various stakeholders. Also, conditions such as domestic manufacture requirements may deter global firms whose production is organized around global supply chains.

**Mandatory Licensing** – Governments may require the IP owner to grant a licence to a third party if it, or a judicial body, determines that terminating the monopoly of the patent holder is in the national interest for security or public health and safety reasons. Governments may also retain preemptive licensing rights in the case of collaborative or sponsored research (for example, *march-in rights* in the United States for exclusive licences from public laboratories).

**Patent Buy-outs** – Governments may buy out patents and place them in the public domain, but this measure is rarely used and it requires that governments estimate the private and social value of patents.

**Anti-trust Guidelines** – Governments may invoke anti-trust guidelines to make sure that exclusive licensing rights do not constitute unfair barriers to access by competitors or, alternatively, to break up cross-licensing agreements that lead to market collusion or cartel situations.

**Emerging Issues in the Licensing of Public Research Results**

The expansion of IP protection discussed at the outset and the concurrent surge in patenting activity by firms has spurred a new debate on whether extensive patenting by firms that rely on public research has resulted in a patent *thicket*: an overlapping set of patent rights forcing parties who seek to develop and commercialize a new technology to obtain multiple licences (Shapiro, 2000). This not only raises new issues concerning the cost and access to research for firms or barriers to entry for competitors, but also has implications for public research institutions. Patent thickets may result in lost licensing opportunities for public research institutions insofar as potential clients must secure multiple licences in order to exploit a patent. There is a further concern that patent thickets could increase the financial and administrative costs of performing public research in cases where the patents relate to commercial research tools owned by many firms (or by another university).
Cross-licensing agreements have long been used by businesses to get around the problem of overlapping or blocking patents. While such agreements are common in the semiconductor and telecommunications industries, they are now becoming more important in the area of biotechnology as firms seek to avoid patent litigation through co-operation. (See Box 1.) If public research institutions also hold licences, to what extent does cross-licensing represent a solution or a challenge to public research IP?

**CONFLICT MANAGEMENT:** **THE MAKING OF MODELS AND GUIDELINES**

Across the OECD, public research organizations are increasing their ties to industry — through licensing, contract research, collaborations, spin-offs, etc. As a by-product, two major sources of conflicts emerge. The first relates to conflicts of interests faced by individual researchers, laboratories, departments, and even entire institutions as they form relationships with the private sector. The second concerns intra-organizational conflicts. For example, as funding and power relations among researchers or disciplines shifts, institutions must decide whether to address the inequality among disciplines or departments — whether to shore up areas of research that have less industrial appeal. Both governments and institutions individually have a role to play in reducing the incidence of internal and external conflicts.

A top-down, rigid approach to defining the types of activities or arrangements that are permitted or forbidden is unlikely to work. Many OECD countries are experimenting with model contracts and guidelines from which institutions can adapt to particular situations. The U.S. National Institutes of Health (NIH) have issued a Materials Transfer Agreement, while the private

---

**Box 1**

**CROSS-LICENSING IN BIOTECHNOLOGY**

<table>
<thead>
<tr>
<th>Human Genome Sciences and Transgene S.A.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two genes were selected under a 10-year agreement that Human Genome Sciences (HGS), of the United States, and Transgene S.A., of France, entered into in March 1998, whereby the two firms work together to identify genes of interest for gene therapy. Transgene has the right to license up to 10 genes for development and commercialization for gene therapy applications, while HGS will receive milestone and royalty payments for each gene therapy product. Under the agreement, the two firms may choose to share development of late-stage clinical trials and subsequently co-market the products. In such cases, commercialization rights will be held by HGS for North America and by Transgene for Europe and will be shared equally for markets in the rest of the world. Also, as part of the original agreement, HGS owns 10 percent of Transgene’s current equity.</td>
</tr>
</tbody>
</table>

Association of University Technology Managers (AUTM) provides updated model agreements. These not only create standards that the private sector can expect to find nation wide, they are also critical for institutions that are new to technology transfer and for whom the consequences of various provisions protecting their core research may not be obvious. In either case, PROs gain bargaining power in the process. In addition, individual institutions should consider developing their own internal, but well-publicized, conflict of interest guidelines and procedures. These policy issues are further examined below.

CONFLICTS OF INTERESTS

A CONFLICT OF INTEREST IS DEFINED as a “situation where a primary duty coexists with a secondary duty or interest. For example, integrity of research is a primary duty and personal financial interest is a secondary interest” (Cho, 2000).

Potential conflicts involve personal wealth, misuse of public equipment and facilities, or improper influence on graduate students. In general, universities apply rules and procedures to avoid such conflicts. However, especially in the biomedical fields where industry support for academic research is considerable, concern over the role of public research’s ties with industry has evolved from a purely theoretical discussion into a real debate as data is beginning to show just how industry influences academic science by slowing or biasing publications and increasing secrecy.

Secrecy – Protecting research results and materials by not sharing them with others is on the rise and may ultimately slow the dissemination of knowledge. Recent studies show that 8.9 percent of biomedical researchers report having refused to share information or materials, often to protect their financial interests. Moreover, 19.8 percent report having delayed publication of research results for over six months in order to file a patent application (Cho, 2000; Campbell, Weissman, Causino and Blumenthal, 2000). According to another recent study, 82 percent of pharmaceutical firms indicated that they require academic researchers to withhold publication until a patent application has been filed, and 56 percent admit that they often ask that research be kept secret for longer periods of time for competitive commercial reasons. In the United States, public sector researchers enjoy a grace period of one year before filing for a patent during which they can publish their research results. In Europe, however, any disclosure means that an invention is put in the public domain. Given the global nature of potential markets, scientists in all countries with links to industry are equally likely to delay publication for commercial reasons. (See Box 2 below.)
In 1997, the multinational pharmaceutical firm Hoechst Marion Roussel created a public-private consortium (groupement d'intérêt public) under the auspices of the French Ministry of Research to finance and perform research in the decoding of the human genome. The public research teams under contract with Hoechst agreed to defer publication for a maximum of six months, the time necessary for filing a patent. Hoechst maintains a right of first refusal for an exclusive commercial and industrial application. The firm also retains co-ownership of the research results. As for commercialization, the firm pays royalties to the public firms involved in accordance with practices in the pharmaceutical sector.

Research Bias – In the biomedical sector, evidence shows that there is a significant difference in the objectivity of drug studies depending on whether the team studying a new therapy received industry support (Cho, 2000). This raises real concerns about the prospect that financial considerations may compromise investigators’ professional judgement and/or their independence in the design, conduct, or reporting of research.

Are there ways to mitigate these tendencies or their most detrimental manifestations? Increasingly, research institutions, grant-giving bodies, professional associations, and publications establish written guidelines that prescribe:

- disclosure of financial interests;
- limits to shareholding (equity) and external earnings (in the form of salaries, consulting fees, royalties, etc.);
- rules concerning gifts, gratuities, favours and bribery.

The objective is to prevent researchers from using their position to make improper private financial gains. When conflicts of interests emerge, they need to be managed, reduced, and preferably eliminated. For many research institutions, this probably requires establishing a review board, and processes for bringing cases to its attention, setting penalties for violators and enforcing its decisions. In addition, a more pro-active stance would consider reviewing possible public-private relationships a priori and determining when the following measures might be judged necessary to avoid a conflict of interest (Cho, 2000):

- mediation;
- abstention (for example, recusal from specific situations);
• divestiture (for example, removal of secondary interest);
• prohibition (for example, permanent withdrawal from activities in which there is a secondary interest).

Grant-giving institutions are in a particularly strong position to demand timely publication and financial disclosure, and to restrict the types of licence clauses that can be negotiated with private firms. See Box 3 below which describes an attempt by the NIH to put into the public domain human genome sequence data resulting from research. The European Commission provides a model contract to its grant recipients.

However, institutions do want to maintain a balance. If conflict of interest guidelines are too stringent, they may discourage research staff or stifle commercial output altogether. In fact, as the science-industry interface is not uniform in all disciplines, many universities have adopted different conflict of interest policies across departments so as to address their particular concerns.

---

**BOX 3**

**NIH GENE SEQUENCE DISCLOSURE POLICY**

**Policy**

It is the intent of the National Human Genome Research Institute (NHGRI) that human genome sequence data, generated by the projects funded under RFA HG-95-005, should be released as rapidly as possible and placed in the public domain where it will be freely available. In order to implement this policy, NHGRI will require that grantees adopt a policy of rapid release of data to public databases. This policy will be made a condition of the award.

According to the NHGRI, raw human genome DNA sequence, in the absence of additional demonstrated biological information, lacks demonstrated specific utility and therefore is not appropriate material for patent filing. Furthermore, the NIH is concerned that patent applications on large blocks of primary human genome DNA sequence could have a chilling effect on the development of future inventions of useful products, by making it difficult for companies to protect the fruit of subsequent inventions resulting from real creative effort. However, the grantees have the right to elect to retain title to subject inventions and are free to choose to apply for patents should additional biological experiments reveal convincing evidence for utility.

**Monitoring**

NHGRI will monitor grantee activity in this area to learn whether attempts are being made to patent large blocks of primary human genome DNA sequence. During this pilot period, NHGRI will be soliciting opinions and collecting evidence from the broad scientific and commercial sectors to allow an evaluation of whether the approach described above is sufficient to ensure that sequence data generated by these grants is maximally useful to the research and commercial sectors. If not, the NIH will consider a determination of exceptional circumstance to restrict or eliminate the right of parties, under future grants, to elect to retain title.

Source: U.S. National Institutes of Health.
PUBLIC MISSIONS AND PUBLIC CONFIDENCE

IN ADDITION TO MANAGING CONFLICTS OF INTERESTS, public research institutions also have to manage their reputation as an objective source of scientific knowledge. Investments in public research are justified in part because they create a national resource — a public asset — which is especially useful when evaluating public health risks, for example. But if their ties to industry are deemed too strong, the privileged position of HEIs and PROs is jeopardized.

Several sweeping agreements between a research institution and a private firm have raised public ire. One such example is the innovative 1998 agreement between UC Berkeley and Novartis (see Box 4, below). An entire department entered into a multi-year, multi-million dollar contract that provided unrestricted funds in exchange for collaboration and first rights on a fraction of the department’s research results. The academic community questioned this agreement because it was deemed to wed a state institution to the concerns of a single firm. While the public may accept individual agreements with the private sector, and policies that encourage collaboration with the private sector, it is less forgiving when an institution or a large part thereof is involved with a single private interest. Public sector institutions should consider how they might prevent or manage similar public relations crises.

How can HEIs and PROs sell their research while giving assurances to the public that they are indeed maintaining an open research environment and encouraging publications and dissemination of research results? One solution is

<table>
<thead>
<tr>
<th>Box 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MAINTAINING PUBLIC MISSIONS</strong></td>
</tr>
</tbody>
</table>

**Agreement Between the University of California (UC) at Berkeley and Novartis**

In 1998, the Department of Plant and Microbial Biology at the UC Berkeley College of Natural Resources negotiated a $25 million five-year agreement with the Novartis Agricultural Discovery Institute to support basic research in agricultural genomics. The College of Natural Resources had sent out a request for proposals that essentially auctioned to firms the right to support research in exchange for access to the department’s research results. Novartis was selected because it agreed to provide $25 million in unrestricted funds to be allocated for meritorious research by a faculty peer review group. In addition, the company agreed to provide access to proprietary technology and DNA databases not available in the public sector which would enhance the university’s ability to do research at the forefront of plant genomics. In exchange, Novartis scientists would work closely with UC Berkeley researchers and the company would receive first rights to negotiate for a fraction — about 30 to 40 percent — of the discoveries made in the department. This fraction corresponded to the proportion of the department’s total research budget provided by Novartis and would vary from year to year. 30 out of 32 professors in the department signed the agreement in order to receive research funds. Novartis agreed to pay patent costs, licence fees and royalties associated with the commercialization of the research, but the university would retain the patents and collect royalties on their use.

to make more transparent the institutional policies or best practices used by public research organizations and higher education institutions in formulating contractual agreements. Exclusive and non-exclusive licences were discussed above. Other issues to address may include:

- the assignment of title to research results in joint research;
- the length of confidentiality agreements, during which research is not to be published or divulged;
- the mechanism by which individual firms are given first rights to review inventions;
- the granting of research through rights (for example, rights to inventions derived from research using a licensed research tool).

Technology transfer offices (TTOs) and technology licensing offices (TLOs) might want to individually articulate for the broader community how they balance commercial interests with the institution’s research mission. Alternatively, government departments might consider formulating best practice guidelines, especially if TTOs/TLOs are still going through a learning phase. However, such guidelines must be flexible as the nature of public-private relationships is rapidly evolving and can differ significantly from one discipline to the next. Furthermore, relationships with individual firms may have multiple facets — contract research, licences, grants — and must be nurtured carefully over time.

**Institutional Orientation and Compensation**

Universities and research organizations may find that commercial imperatives can change the orientation of research, as funds flow into areas that have commercial applications. Indeed, many believe that public and private research strategies are converging. The creation of research-based spin-offs, and the fact that universities increasingly hold equity in these firms, is one sign of the overlap between the two sectors. In some cases, governments encourage more industrially relevant research by tying access to public funds to funding obtained from outside (non-governmental) sources. The German Frauenhofer Institutes, whose research is applied, have important external funding targets, for example. Other countries fear such an approach could destroy the comparative advantage of public research and prefer to allocate funding primarily based on the merits of research projects and peer reviews. In addition, there is a tension between those who see involvement in industrial research as a distortion of the educational mission of universities and those who see benefits in having
graduate students exposed to commercial imperatives and linked to a larger research network.

Within a given university, disparities in the ability to raise outside funds may also cause tension. Commercial interests are broadening the gap in available resources for different disciplines. Table 2 shows royalty payments collected by Stanford University schools. Clearly, biomedical applications generate far more income than any other area. Even more revealing is the fact that of the net royalties accruing to Stanford in 1998-99, 85 percent came from recombinant DNA licences. This imbalance in licensing revenues is found in all research institutions, and is also reflected in the patent, spin-off and contract research activities.

One solution to this serious imbalance in external funding is to reallocate some of the revenues toward institution-wide activities. For example, if the title to intellectual property is owned by the institution, it can use part of the royalty payments to support fellowships or developmental work in other disciplines, as a sort of redistribution mechanism. Universities and PROs may need to consider what sort of compensation scheme should be contemplated for the losers in the new system.

**INSTITUTION BUILDING**

*FINALLY, GOVERNMENTS HAVE A ROLE TO PLAY in helping to build the complementary infrastructure to intellectual property regimes. Part of this infrastructure is physical. In Europe and Japan, regional and national governments are helping to establish professional technology transfer and licensing offices, which are both expensive and likely to incur losses initially. Part of the infrastructure is information-based. Governments can help formulate guidelines and best practices, or even offer training and courses, in order to improve the management of intellectual assets in the public sector. Most often, however, the*
diffusion of this type of information occurs only after a number of PROs have already experimented with technology transfer.

**Supporting Technology Transfer**

Technology transfer and licensing offices are expensive undertakings. They require an experienced technical and scientific staff, with some legal training in intellectual property rights, contract negotiation and finances, as well as a strong network of client firms. Furthermore, patent applications can cost a couple of thousand dollars in the United States, while in Europe, with translation costs, the figure is around US$20,000. Thereafter, the patent holder must pay annual maintenance fees. Furthermore, TTOs/TLOs incur legal fees, both for the negotiation of licences and contracts and to defend their IPRs. In 1998-99, Stanford University, which admittedly has had exceptional success, incurred US$2.7 million in legal fees and US$3.7 million in unlicensed patent expenses, in addition to an annual operating budget of US$ 2.3 million. In fact, many institutions operate at a loss, at least in the start-up years. In Australia, the Commonwealth Scientific and Industrial Research Organization (CSIRO) makes a small profit. In 1997-98, it spent $4.7 million in legal and patent portfolio management costs, against an income of $5.26 million from its patent holdings.

Countries who wish to promote the creation of TTOs/TLOs in the public research system might consider providing:

- estimates of the costs associated with exploiting and defending IPRs;
- subsidies or other funds for the establishment of TTOs/TLOs;
- studies of costs and benefits of various models of technology transfer and development activities, including: in-house, semi-public, private/contracted out, co-operative or networked, and on-line models. (See OECD, 2000a; Matkin, 2001.)

**Models, Guidelines and Incentives**

As an aid to HEIs and PROs, governments can provide guidelines and workshops to help institutions build the know-how, rules, procedures and bodies necessary to manage intellectual property, its future revenues, potential conflicts of interests, and public relations crises. For their part, institutions must identify how they will deal with:

- invention disclosure;
- conflict of interest guidelines and procedures;
- rules regarding equity investments;
- IP revenue sharing rules;
- model contracts or suggested best practices for public-private sector agreements.

BUILDING A BETTER IP CULTURE

Finally, there is a strong role for government to play in building a more generalized entrepreneurial and IP-aware culture. OECD countries are experimenting with different strategies, trying to incorporate IP issues in scientific and business programs and linking research units with industry or legal advice. Examples include the requirement in Switzerland for doctoral students to complete a course in IP, and the Bournemouth University (United Kingdom) practice of linking law and engineering students for advice on IP issues relevant to the research projects engineers are engaged in. Furthermore, governments have a role to play in skills training, re-tooling, and recruitment of managers of public sector IP portfolios. Several OECD countries have estimated the impact of productivity increases on direct and indirect tax revenues.

ECONOMIC IMPACTS AND OUTCOMES

Governments and institutions seeking to increase the commercialization of PRO research results will likely find it difficult to assess the success of their policies. The easiest indicators are those relevant to individual PROs — patent application and acquisition rates, licensing and royalty revenues, return on equity, and creation of spin-off firms. In many countries, such data is not yet available across institutions, so performance trends cannot be compared. To wit, in 2001, the Association of European Science and Technology Transfer Professionals (ASTP) gathered for the first time data on licensing revenues from 100 universities in Northern Europe. Of equal interest to PROs is the impact of contract research and patenting and licensing activities on research productivity and performance. In other words, how is the new orientation affecting these institutions’ core mission? Unfortunately, even at the level of individual organizations, very few studies are available to help assess the impact on research agendas and commercial orientation, and the indicators required are not easily accessible to the OECD, national governments, and even research institutions themselves.

Finally, what concerns national governments is the impact of PRO intellectual property on firm performance, and ultimately on the broader economy. OECD countries have been eager to gather data on new technology-based firms, the creation of spin-off ventures, and the jobs they directly generate.
There is very little information on the development and sales of new products and processes or on productivity increases. A few countries (Canada and Australia) have modelled tax revenues based on IP licensed by the public sector.

The last section of the study reviews what measures can be used by governments to evaluate the success of their new IP management strategies, including indicators showing the impact on the local and/or national economy of increased public sector investment in intellectual property. It also looks at how these indicators could be improved for more analytical accuracy and greater policy relevance. Certainly, governments and statistical agencies could improve the collection of data on public research activities in order to understand how indicators could be standardized to increase comparability between institutions, regions and countries.

While numerous economic studies have examined the impact of R&D on economic growth and productivity, few have looked at the role of public IPR activities in stimulating R&D, or measured its effects on employment and firm performance. Measuring the outcomes of specific IP arrangements and licensing practices on the commercialization activities of public research institutions is of major importance to policy-makers seeking to assess the overall impact of public research to the economy.

Assessing these effects requires linking IP arrangements to the economic performance of firms and the research performance of institutions. It also requires defining a set of input and output indicators, such as the cost of licensing activities, the number of patents, revenues collected from licences, and the number of spin-off firms and related turnover. In what follows, we describe briefly some of the most common output indicators.

Impact on Research Institutions

**Patents** — While patents granted are a useful indicator of the ability and willingness of public research institutions to protect their IP, they are not an effective measure of research productivity or economic output as they do not directly reflect the value of the knowledge protected. In addition, some patents may never be exploited or may lapse or be invalidated by subsequent or earlier patents. The citations included in patent applications may nevertheless provide information on related sources of knowledge (public or private). Combining data on the number of patents with data on renewals and litigation may improve the usefulness of patents in economic impact analysis.

**Licensing** — Income from licences generally takes two forms: fixed fees and royalties. In some cases, so-called milestone payments may be provided when the licensee reaches a given stage in the development process or a given level of product sales. However, data on licensing generally reflect
revenue streams from active and exclusive licences, so the impact of non-exclusive licences is not captured. In general, the duration of a licence and its terms and conditions have a strong bearing on the revenue streams generated. Because some licences may not be exercised until years later (i.e. option agreements), revenues may be understated in any given year.

**Equity Revenue** — Equity investments by public research institutions and universities may be a useful indicator of the additional income generated by public IP in cases where equity is granted in lieu of licences, as is the case for many spin-off or start-up firms. While a common practice among North American universities, equity participation by public research institutions is prohibited in many countries such as Germany, Italy and Japan, although it is permitted in France in some cases (mainly for public research institutions).

**Training of Graduates and Researchers** — While difficult to measure, one of the most important qualitative effects of IP and commercialization activities is the training of graduates and researchers. These individuals and institutions benefit from skills acquired in entrepreneurship, collaborative research, business and the law. Society also benefits as they contribute to the broad diffusion of knowledge between the public and private sectors.

**Impact on Firm Performance**

**Innovation and Market Development** — The introduction of new products and services developed under licences from public research is one measure of the impact on innovation performance at the firm level. Data on sales and market shares for products developed under public licences offer additional information. While firms created from public research may easily provide such data, it may be more difficult to obtain from firms that have no or few links with public research institutions.

**Profitability** — Investments by firms on licences or research from public institutions, like other investments, impact on their bottom line. A question for policy-makers is whether firms that use public IP are more profitable than others. Answering this question is problematic because it requires linking specific public research licences to income and expense streams, and controlling against firms in the same sectors that do not have access to similar licences from public research.

**Impact on the Economy**

**Spin-off and Firm Creation** — Licensing may have a more observable impact on the economy via the creation of new firms, many of which are established by
the inventor and supported by the research institution (through equity agreements as well as incubator facilities) specifically to develop and commercialize a technology. Data on the number of spin-off firms directly created to commercialize public IP (and on their survival rate) generally come from surveys, but their comparability may be limited due to definitional and data source issues, especially at the international level.

Job Creation – The effects of licensing activities on job creation and the establishment of spin-off firms are both direct and indirect. The number of spin-off firms from public research has increased, and with it the direct employment generated, especially for highly skilled personnel in science and technology. Many more jobs may be created in ancillary firms, such as suppliers and customers.

Tax Revenue – Firms that create jobs and develop products from public research generate tax revenue for local and national governments.

CONCLUSIONS

In the OECD, most countries already have in place, or are well on the way to establish, strong IP regimes. This is a prerequisite for nurturing innovative industries and protecting innovation in both the public and private sectors. IP regimes are also being harmonized in various international fora. Of course, governments will have to adapt their IP regimes to new technologies. However, this is not the level of intervention at which government policy can have the most impact on improving the commercialization of publicly funded research.

Central governments have a very important role to play in setting clear guidelines for the assignment of title to publicly funded research results. In many countries, there is still great diversity among institutions as to the ownership of, and sharing of revenues from, publicly funded research. In Canada, there is a split between universities that retain title and universities that give title to the inventor. In Germany, title depends both on the institution and on the source of funding. To the extent that such variation represents a barrier to the commercialization of research results, governments should review the impact of different ownership arrangements.

To generate the largest economic spillovers from the commercialization of research in HEIs and PROs, many countries still need to create a basic infrastructure, which may require legislative changes and a long-term financial commitment. Central governments can provide incentives for the establishment of technology licensing and transfer offices, or extend the services of their patent offices. Individual institutions are faced with the difficult task of building up multi-disciplinary expertise, legal structures, and the large financial resources necessary for marketing and protecting their IP. Promoting a broad-based IP
culture is another task to tackle. Central governments can also formulate rules or guidelines to help individual institutions develop appropriate commercialization strategies. For example, conflict of interest guidelines and model licensing contracts could help public research institutions avoid common pitfalls.

Public research institutions themselves must go beyond simply administrating their IP portfolios to strategically manage them. In the process, they must develop safeguards that keep in balance their new commercial orientation with their public mission. This requires establishing procedures with regard to the limits imposed on public dissemination of research results, maintaining independence in the conduct of research, defining rules for financial conflicts of interests and their resolution, and managing growing disparities in funding across disciplines.

Finally, there is a lack of information to help policy-makers assess the social and economic benefits of reforms to IP regimes and their impact on the commercialization strategies of public research institutions. In OECD countries, most assessments of the effects of licensing activities take place at the institution's level, generally on an ad hoc basis. Existing organizations such as the AUTM in North America and the more recent ASTP in Europe offer a platform for public research institutions to share best practices and systematically collect information on related economic benefits. Data on practices and on the impact of patenting and licensing in the public sector are difficult to gather in many OECD countries. Government agencies may have a role to play in promoting harmonization of data collection at public research institutions and in the development of methodologies to assess economic and social benefits.

APPENDIX: IP REGIME REFORMS

UNITED STATES

The United States was the pioneer in reforming incentives for the commercialization of intellectual property in the public sector. From the mid-60s to the 90s, university patenting in the United States has increased more rapidly than overall patenting, and more rapidly than university research spending (Henderson, Jaffe and Trajtenberg, 1995). The number of universities and related institutions acquiring patents has grown six-fold. A recent OECD study notes that “U.S. universities have more than doubled their propensity to patent during the 1990s, as did also U.S. public laboratories” (OECD, 2000a).

Particularly important for the rise of patenting at universities and public laboratories were several changes in federal legislation to facilitate technology transfer of publicly funded research to industry. Most famous is the 1980
University and Small Business Patent Procedure Act (Bayh-Dole Act), which gave universities, non-profit institutions, and small businesses the right to retain the property rights to inventions arising out of federal research grants. It stipulated that in exchange for invention disclosure, proceeds from any invention should be shared between the inventor and his or her institution. A 1984 amendment allowed research institutions to assign their property rights to third parties for further development. In effect, the legislation simplified and streamlined federal policies on technology transfer, allowing universities “greater flexibility in negotiating licensing agreements” and making firms more willing to enter into agreements with them (Seigal, Waldman and Link, 1999). Similarly, the 1980 Stevenson-Wydler Innovation Act (amended in 1986 by the Federal Technology Transfer Act) authorized federal laboratories to participate in co-operative research and development agreements with private firms and to assign any resulting patents to these firms.

Since 1980, U.S. policy has been to strengthen intellectual property regimes. The United States was the first country to extend patent protection to many novel technologies and techniques closely linked to fundamental research. In 1980, the U.S. Supreme Court determined that a genetically engineered bacterium capable of breaking down crude oil was patentable, thus opening the door to patent protection for life forms. The first multicellular organism (polyploid oysters) and animal (the Harvard oncomouse) patents followed suit in 1987 and 1988. Patents are now granted for engineered organisms, methods of transforming cells and expressing proteins, genes and even gene fragments. The rapidity with which the United States has extended protection to biological inventions has probably benefited universities, whose upsurge in patenting since the 1980s is very much focused on biomedical sciences. Over 50 percent of biotechnology patent applications from 1971 to 1998 have been filed by universities and research institutions (Morifuji, 2000). Similarly, the United States has also been at the forefront of countries granting patent protection to software programs and Internet-based business methods, another field with strong ties to universities. The number of U.S. patents granted in software-related patent classes has increased three-fold from 1990 to 1999 (OECD, 2000b). The United States has also improved the ability of IPR holders to defend their rights by establishing, in 1982, of a Court of Appeals for the Federal Circuit with special expertise in intellectual property disputes.

Of course, changes to the U.S. IP regime did not occur in a vacuum and so cannot be held solely responsible for the upsurge in university patenting. New industrial R&D practices, perceived federal R&D budget constraints and the proliferation of technology transfer offices have also played a role. Nor has a seamless transfer of technology from the public to the private sector been fully achieved. A recent paper (Hall, Link and Scott, 2001) shows that the lead participants in 32 percent of government-funded Advanced Technology Partnerships
claimed that IP issues were an insurmountable barrier to forming a partnership with a university — especially if the outcome of the research is relatively certain but the appropriability of the results low. Nevertheless, over the past 20 years, the United States has instituted a wide range of IP reforms, many of which have had a real impact on how public sector research institutions manage their IP portfolios.

Following the U.S. lead, most OECD countries have also instituted IP reforms, as well as clarified and modernized their laws regulating ownership of publicly funded research results in order to facilitate commercialization.

JAPAN

OVER THE PAST 30 YEARS, Japan has made radical improvements to its intellectual property regime. As the country became a lead producer of technology, there was growing pressure to strengthen its IP regime and harmonize it with those of other advanced industrialized countries. Among the major changes in the field of patents, Japan has:

1. broadened the scope of patentable subject matter, through laws and practice;\textsuperscript{12}
2. reduced costs and increased flexibility, by allowing multiple claims in a single patent application, reducing patent fees (especially for academia and start-up firms), adopting an electronic application system and accepting English-language applications;
3. simplified patent application procedures, by loosening the requirements for the description of specifications (which is especially helpful in new fields and technologies) and simplifying appeal and trial procedures;
4. extended patent life, by adopting a post-patent grant opposition system, shortening the examination period, extending the term of the patent right and making patent terms TRIPs compliant;
5. strengthened the rights of patent holders by raising the criminal penalties for infringement, reforming the damage and compensation system as well as the remedy measures against infringement.

The net result has been that the Japanese IP regime has become far more pro-patent in 2000 because the protection afforded is broader in scope and easier to obtain and defend (Morifuji, 2000).

In addition, the Japan Patent Office (JPO) has extended protection to new technologies relatively quickly. For example, it gradually granted patent protection to software programs. In the early 1980s, software-based inventions

\textsuperscript{12}
for micro-computer controlled devices and hardware control were patentable, and patent protection was extended to conversion programs, then to programs stored on a particular medium. In addition, Japan has always allowed patents for business methods, which is especially relevant for e-commerce. The JPO has actively advertised this because it feared that many industries were not aware that their business method innovations could be protected. In biotechnology, Japan has extended protection to single, multicellular and animal inventions, and to gene-based inventions as long as there is a clear inventive step.

In the late 1990s, the Japanese government began to create conditions for better IP management in public research organizations. For one, national research institutes, and possibly national universities thereafter, will soon become independent administrative legal entities with much greater freedom in their business activities. Already, while the government owns in principle intellectual property resulting from research performed at national research institutes, joint IP ownership between the government and researchers has recently been permitted. In 1998, NRI researchers co-owned 14.4 percent of the organization’s patents (Shimoda and Goto, 2000). Nevertheless, government consent is still required for the exploitation of IP by third parties, which may slow the commercialization process.

In universities, the ownership of an invention is determined by a committee, which often decides in favour of the researchers. In 1998, invention committees gave title to researchers in 77.9 percent of cases (Shimoda and Goto, 2000). New initiatives have been taken to better support the commercialization of inventions held by individual researchers. Firms that contract research from universities are now allowed to own a part (up to one half) of the rights to patents originating from the contracted research. Furthermore, in 1998, the Technology Transfer Law granted subsidies and reduced patent fees for technology licensing organizations that met certain criteria and received approval by the Ministry of Education and the Ministry of International Trade and Industry. By December 2000, 17 such organizations had received approval. It is hoped that they will improve the effectiveness of technology commercialization.

Furthermore, in 1998, Japan Science and Technology (JST), a government-affiliated organization, began to acquire and commercialize inventions developed in universities and national research institutes. For university research, rights to the invention are transferred to JST, which bears the costs of the patent application and subsequent maintenance. If the commercialization is successful, JST returns 80 percent of royalties back to the researchers. In the case of national research institutes, patent applications provide for joint ownership between JST and the government. JST subsidizes initial product development work at a private firm, and only asks for repayment and royalties from the firm when the project is deemed successful according to pre-agreed technical criteria (Shimoda and Goto, 2000).
Despite these radical changes to the Japanese IP regime, the impact on public sector research remains relatively modest. While contract research and donations increased 162 percent from 1988 to 1998 (stabilizing in the mid-90s), patenting in universities and national research institutes was relatively low (Shimoda and Goto, 2000). It is hard to get trend data as university researchers own title to their research, and technology transfer to third parties often takes an informal character and is not officially recorded. However, between 1997 and 1999, invention disclosures at Japanese national universities almost tripled, going from 650 to 1,721, while patent applications increased two-and-a-half times (Shimoda and Goto, 2000). See Table 3.

In sum, the Japanese IP regime has undergone major transformations, but its influence on public sector intellectual property has lagged. Novel policies have recently been put in place at national universities and research institutes to try to incite them to produce, manage, and transfer technology to the private sector. These policies seem to have an effect on invention disclosures, but only time will tell how well they will succeed.

Europe

The European system for protecting intellectual property is also in transition, with pressures to create a uniform and eventually unitary system of protection propelling European intellectual property practices and statutes forward. In Europe, each country maintains a national system of IP protection. Since 1977, there is also a centralized patent grant (and opposition) system administered by the European Patent Office (EPO), which was established to promote uniform practices across Europe. The EPO reviews applications and decides whether to grant a European patent. Patents granted are then transferred to and administered by the countries designated by the applicant. The EPO system is cost-effective if an applicant is seeking protection in three or more countries, but it is nonetheless considered relatively expensive, which is believed to be an obstacle to the widespread use of patents in Europe. Ongoing revisions to the European Patent Convention (EPC) and discussions about the creation of a standard Community patent should eventually have major implications for

| Table 3 |
| Number of Patent Applications by Japanese National Universities |
| Domestic | 26 | 25 | 35 | 75 | 138 | 191 |
| Foreign | 21 | 23 | 22 | 34 | 73 | 93 |

public sector research organizations, especially as regards the possible introduction of a grace period and the harmonization of prior user rights. A European judicial system for settling patent disputes is also under consideration.

In terms of patentable subject matter, the multiplicity of legal systems within the European Union means that the Commission has an important role to play in promoting the harmonized adaptation of legislation to the evolving technological situation through directives and regulations. In Europe, there are express statutory provisions excluding some products and processes. To date, computer programs as such, and certain biotechnology inventions are not patentable according to the EPC, although in practice thousands of software-related patents have been issued (Hart, Holmes and Reid, 2000). Consultations to extend the current European patent system to software were roundly voted against at the recent Diplomatic Conference to Revise the EPC (held in November 2000). Nevertheless, developments in biotechnology, medical procedures, software and the Internet are continuing to put pressure on countries and the European Commission “to remove exclusions from patentability and to harmonize national rules” (European Technical Assessment Network, 1999). So, there is indeed movement toward modernization and harmonization of the IP regime in Europe, although it remains less statutorily pro-patent than the U.S. regime, and individual countries have less freedom to tinker with their own national IP regime in order to pursue innovation policy goals.

Compared to the United States, the output of patentable inventions from universities and public laboratories is low in Europe. Trend data are not easily available, so it is difficult to say what effect the modernization of the European IP regime may have had.

However, individual countries have jurisdiction over the rules concerning the ownership and exploitation of publicly funded or publicly performed research. In Europe, there are enormous differences across countries in both the assignment of ownership over research results and the sharing of future royalties or sales revenues between the state, the research organization and the researcher (OECD, 2000a). Tables 4 and 5 below give a comparison of European practices in this regard with those of other countries. Even within a country, various rules co-exist depending on the research fund granting and performing institutions involved. “This lack of clarity and diversity in national and institutional guidelines for IPRs can be a barrier to commercialization insofar as it increases the risk and transaction costs of cooperation for industry…” (OECD, 2000a). Some countries are considering more consistent rules to govern ownership of research results as one way of promoting commercialization. Indeed, an emerging consensus seems to be that granting researchers ownership may not the most effective way to promote commercialization because researchers do not have the necessary know-how or financial resources to do so. The German government is rescinding the professor’s privilege, as the Dutch government has
already done. The Danish government is considering a system that would increase the incentives for researchers to assign title to their institution. Ownership is probably best vested in institutions that are tasked with ensuring commercialization. To date, however, changes in this direction have been slow. And the European Commission is unlikely to push for harmonization because that question touches on sensitive national employment laws.

Other levers exist to influence public research institutions and many European countries have actively tried to change the incentive structures for the development and commercialization of intellectual property by promoting an entrepreneural culture, establishing technology transfer offices and IPR centres, using inventor compensation schemes or loosening civil servant regulations (European Technical Assessment Network, 1999). As funder of research and facilitator of collaborations, the European Commission is also intervening in both the allocation of research results and in the types of contracts that institutions can subsequently engage in by establishing guidelines and model contracts (Foray, Steinmueller, Crede, Swann, Windrum and Antonelli, 1999).

<table>
<thead>
<tr>
<th>Owner of IPR</th>
<th>Universities</th>
<th>Public Laboratories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Researcher</td>
<td>Austria</td>
<td>Japan</td>
</tr>
<tr>
<td></td>
<td>Belgium¹</td>
<td>Iceland</td>
</tr>
<tr>
<td></td>
<td>Canada</td>
<td>Italy</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Norway</td>
</tr>
<tr>
<td>Research Institution</td>
<td>Austria</td>
<td>United Kingdom³</td>
</tr>
<tr>
<td></td>
<td>Canada</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Israel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>United States</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Korea</td>
<td>United Kingdom⁶</td>
</tr>
<tr>
<td></td>
<td>Mexico</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Austria</td>
<td>France</td>
</tr>
<tr>
<td>Joint Ownership</td>
<td>Belgium³</td>
<td>Japan</td>
</tr>
</tbody>
</table>

Source: OECD, 2000a, based on country answers to a questionnaire.
Notes: 1 Flanders.
2 Use of institutional funds.
3 Exceptions exist.
4 Academy of Sciences.
5 Grant recipient.
6 BBRCs.
7 Wallonia.
ENDNOTES

1 Based on the Background Paper prepared for the OECD TIP Workshop on the Management of IPRs from Public Research, held in Paris, December 11, 2000. (See Callan and Cervantes, 2000; and OECD, 2001). For information and presentations related to the Workshop, see: http://www.oecd.org/document/44/0,2340,en_2649_201185_2675244_1_1_1_1,00.html (accessed on April 22, 2005).

2 The Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs) was negotiated as part of the Uruguay Round of the General Agreement on Tariffs and Trade (which became the WTO); it was signed in 1994 and came into force in 1996. Bilateral agreements usually involving either the United States or the European Union have also been important for standard setting, as have other multilateral agreements such as the North American Free Trade Agreement.

### Table 5

<table>
<thead>
<tr>
<th>National or Institutional Guidelines for Sharing Royalties from Intellectual Property Rights</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Application</strong></td>
</tr>
<tr>
<td>Australia</td>
</tr>
<tr>
<td>Austria</td>
</tr>
<tr>
<td>Belgium</td>
</tr>
<tr>
<td>Canada</td>
</tr>
<tr>
<td>France</td>
</tr>
<tr>
<td>Germany</td>
</tr>
<tr>
<td>Hungary</td>
</tr>
<tr>
<td>Israel</td>
</tr>
<tr>
<td>Italy</td>
</tr>
<tr>
<td>Japan</td>
</tr>
<tr>
<td>Korea</td>
</tr>
<tr>
<td>Mexico</td>
</tr>
<tr>
<td>Netherlands</td>
</tr>
<tr>
<td>Poland</td>
</tr>
<tr>
<td>United Kingdom</td>
</tr>
<tr>
<td>United States</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Source: OECD, 2000a, based on country answers to a questionnaire.
(NAFTA) or those negotiated through the World Intellectual Property Organization (WIPO) or the European Union.

3 In the TRIPs Agreement, mandatory protection was not extended to certain technologies and fields whose commercial relevance has since become more obvious and which continue to be treated differently across countries. These include: databases, software, a range of gene-based inventions, and satellite signals.

4 Definition taken from Stephen Krasner.

5 The European Association of Research Managers and Administrators and the Technology Transfer Institute. The Association of Science and Technology Professionals is a third independent grouping of technology transfer professionals.

6 The emerging principle is that universities have three missions, or pillars (the so-called “triple helix”): education, research, and the rapid diffusion of research results within the economy. The debate is about how important this third pillar ought to be, and how much it should be allowed to overshadow the other two. Norms of behaviour which are now accepted in many countries include: researchers acting as consultants, board members and part-time employees of firms; investments by PRO in technology incubation, transfer/licensing and spin-offs; private sector funding of research accompanied by a variety of contractual rights to research results.


9 The Bayh-Dole Act also mandated that faculty members working on federal research grants disclose their inventions.

10 Supreme Court of the United States, Diamond v. Chakrabarty, 447 US 303.


12 In 1975, to conform to TRIPs, Japan extended patent protection to chemical substances (not just the process by which they are made), and in 1995 it extended protection to the transformation of atomic nuclei. The practice at the Japan Patent Office has also gradually evolved to grant protection for software, business method and biotechnology innovations.

13 The European Patent Office is an international patent granting authority, separate from the European Commission, established under the European Patent Convention (EPC) of 1973, which came into force in 1977.

14 In addition to the EPO, there is a Community trade-mark. The European Community’s Office for Harmonization in the Internal Market was established in 1994 and is responsible for the registration and subsequent administration of Community trade-marks and future Community designs.

15 See, for example, the 1996 Directive on the Legal Protection of Databases, the Biotechnology Directive, the 1993 Directive on Harmonizing the Terms of Protection of Copyright and Certain Related Rights, and the 1991 Directive on the Legal Protection of Computer Programs.

16 These patents have been issued because the program was deemed an invention of a technical character.
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The Canadian Intellectual Property Office as Innovation Catalyst

MANDATE

The MANDATE of the Canadian Intellectual Property Office (CIPO) is to help accelerate Canada’s economic development by promoting the use of intellectual property systems and the exploitation of intellectual property information; encouraging invention, innovation and creativity in Canada; administering the intellectual property systems in Canada; and defending Canada’s international intellectual property interests.

A challenging question is whether CIPO could do more in contributing to Canada’s knowledge-based economy. This study assesses the broad context within which CIPO operates, the future directions one may conjecture as being of import for CIPO, and the prospective roles of CIPO in contributing to and nurturing Canada’s knowledge-based economy.

... will intellectual property be struck by obsolescence with the advent of digital networks, or conversely could it become the foundation of the new information law that has to be developed in order to regulate the knowledge-based society of tomorrow?

INTRODUCTION

CIPO’s MISSION IS TO HELP FOSTER Canada’s economic progress by ensuring the highest and best use of intellectual property systems and intellectual property information.

This mission is increasingly difficult to discharge in a turbulent economic environment characterized by an ever faster pace of innovative activities, and accelerating technological change, that have transformed not only
the innovation patterns themselves, but also the nature of the coordination and governance processes underpinning them. Public authorities must also adapt their role to these new circumstances.

The central question is whether CIPO should modify its role, add to the array of services it provides, and increase its range of capabilities to contribute as effectively as possible to the progress of Canada’s knowledge-based economy. The study will try to answer this question.

The challenges facing exclusive rights are becoming ever more critical and vexing in the 21st century, as e-business, digital products and new financial services take on more importance (new context), as ethical and environmental concerns become more encompassing (new concerns), and as consumer and stakeholder interests occupy a larger place in the forum (new stakeholders). For CIPO, such a transformed, dynamic, and fast-changing environment — characterized by heightened competitive pressures to innovate, stronger client responsiveness, and growing strategic discussions by all stakeholders around the role of intellectual property regimes — raises fundamental challenges.

In this turbulent environment where guideposts are constantly modified by evolving circumstances, the new centrality of social adaptive learning, and the new importance of collaborative networks as a necessary tool of accelerated social learning, together with the emergence of a new digital infrastructure that transforms the rules of the game by increasing the capacity to connect with or disconnect at will, are likely to modify considerably CIPO’s manoeuvrability margins. The latter must therefore become a learning organization and adapt as fast as possible to these changing circumstances.

The first section explores the underpinnings of the emerging knowledge economy, the role of intellectual property (IP) as a strategic determinant of innovation activities and industrial competitiveness, and the new governance challenges associated with these circumstances. The second section focuses on the intellectual property regime as a learning system in this dynamic setting and examines how it requires ongoing transformation to fulfil its critical role. The third section reviews very briefly how different countries have met these challenges. Finally, the fourth section puts forth a set of strategic options for the Canadian agency.

**GOVERNANCE AND THE INTELLECTUAL PROPERTY REGIME IN A LEARNING ECONOMY**

In a knowledge-based/learning economy (KBLE), wealth creation is rooted in the capacity to mobilize and to make the highest and best use of collective intelligence in the production and dissemination of knowledge: learning is harnessing the collective intelligence of the community of practice
or team as a source of continuous improvement. This, in turn, commands new modes of production of knowledge and new modes of collegiality, alliances and sharing of knowledge, a degree of cooperation to take advantage of positive externalities, economies of scale and scope, and strong cumulative experience-learning processes.

The knowledge-based/learning economy modifies dramatically the rules of the game vis-à-vis what prevailed in the Industrial Age. One may identify three important ways in which the tonus of the new economy is affected: (1) the performance criteria are transformed, (2) the spatial coordinates are modified, and (3) the adoption/adaptation dynamics are dramatically altered. Each of these features impacts on IP and how it is created and disseminated within a particular jurisdiction.

(1) The drift toward a knowledge-based/learning economy has also transformed the performance metrics. In a resource-based economy, competitive advantage is derived from national endowments, while in an industrial economy, it is derived from productivity and efficiency. In the KBLE, these factors retain some importance, but competitive advantage must be earned much more fundamentally through creativity, the capacity to transform and learning. Learning and innovation are at the heart of economic success.

For the individual entrepreneur, the intellectual property regime sets the rules of the game that provides the necessary incentive and reward mix (when it works well) for creation and inventive activities. The same may be said about corporations — where innovative activity is a key driver of corporate performance. Patent portfolios are a key source of market crediblity for emerging firms — and a key source of revenues for larger firms that are increasingly pursuing IP infringement as a source of revenue.

This entails a change in the metrics to be used. Since the creative commons is the source of competitive advantage, one must take into account the health of the creative commons in allocating property rights and privileges. Impact studies to ascertain whether some action is likely to facilitate or hinder innovation must be given some prominence in defining the scope and ambit of regulation (Lessig, 2001, p. 255).

(2) Governments have always felt pressures to be responsive to industrial clients and their changing needs, but their responses pertained largely to domestic issues. But as globalization prevails, new roles are emerging for national governments. The emergence of a transnational environment that seeks to expand rules-based governance regimes through global institutions such as the World Trade Organization (WTO) is forcing national governments to work at developing a fair understanding of how differences across the still-dominant national systems may impact on productivity, competitiveness and innovation.

In a small, open, and trade-dependent nation such as Canada, private firms must feel confident that their domestic setting provides an adequate base
from which to seek and penetrate foreign markets. The new transnational setting poses challenges to IP rules that focus largely on the national context. Part of the challenge is extra-mural compliance to national rules, but an equally and perhaps more important part is competitive intelligence — the need to understand what other countries are doing and why they are pursuing particular paths in order to determine what adjustments are required to Canadian rules to ensure that Canadian firms (private, public and civic) can compete effectively.

While global rules have been slow in crystallizing, regional and continental rules have emerged. Given Canada’s trade concentration in North America, the North American Free Trade Agreement (NAFTA) and NAFTA-based governance rules [with or without the ominous shadow of the Free Trade Agreement of the Americas (FTAA)] are likely to exert immense pressure toward continental harmonization, or at the very least better coordination across countries on a widening range of policy issues and regulatory processes.

Nonetheless, these new cognitive realities are not confined to individuals or corporations. Innovation is increasingly nurtured through synergistic flows of knowledge that encompass networks of private firms, public institutions and civic intermediaries. Moreover, these systems of innovation are increasingly localized in nature, meaning that while there may be national parameters to keep in mind, the main drivers may tend to be much more localized. These new local systems of innovation obviously raise new challenges and new opportunities for intellectual property regimes that are nation-based but increasingly recognize the erosion of national boundaries.

(3) It is not sufficient to deal only with creativity and invention. One must strike a balance between rewarding invention and fostering dissemination. This balance is all the more important in the context of the KBLE since value-added may be less than optimal if new capabilities are prevented from being widely used, or if knowledge about new capabilities is not widely shared. There are often disagreements across cultures and industries on the precise nature of this balance.

The choice of national rules in any particular country will have an important impact on this balance. An undue bias toward rewarding invention and protecting the interests of inventors may translate into very poor use of their innovations (in a shared and systemic fashion) by other parties. Similarly, an undue bias toward dissemination will reduce incentives for parties to invest in research and more substantial innovations — for fear that insufficient protection may not allow for a sufficient payback.

In a reasonably static socio-economic environment, such a balance is easily arrived at through rule setting, compliance and enforcement, and a shared understanding of these rules and procedures across a limited range of key stakeholders. In a more turbulent setting, such as the KBLE, this balance is
more fragile and in a constant state of flux — its definition requires learning and the challenge is primarily one of governance to enable such learning.

The centrality of learning drives a need for an expanded usage of partnership-based governance. These new partnerships call for a subtle governance process in dealing with the production, protection and dissemination of new knowledge. The result of this shifting governance context is that coordination within the intellectual property regime is an increasingly complex and consequential challenge.

Governance connotes processes of effective coordination and decision-making in an environment where information, power and resources are widely disseminated. In the KBLE, the governance of the intellectual property regime underpins the performance of the socio-economy as a whole, as well as the performance of its individual organizations. This performance link is ascribable to the centrality of knowledge and learning, and the resulting complexity of coordination due to the relational dynamics of governance for the learning and innovation systems evolving within an intellectual property regime.

For an agency such as CIPO, the new governance challenges are tied to the need to find ways to cope effectively with four prevalent and inter-linked sets of forces — all of which are likely to reshape the governance of an intellectual property regime. They are globalization, commercialization, diffraction, and e-linkage.

Globalization – CIPO must effectively align its own procedures and processes with the international contours developed by a global rules-based regime. Moreover, CIPO can provide critical services to Canadian clients (particularly smaller firms) to increase their readiness for global competition.

Commercialization – Those seeking IP protection via CIPO do so in an increasingly competitive environment, and the process costs (i.e. search, maintenance, enforcement etc.) can play an important role. Moreover, the information accumulated by CIPO may be an important source of value for other clients in the economy seeking to make choices about their own potential paths to invention, or simply incremental innovation and improvement.

Diffraction – To improve its own learning capabilities and service-delivery abilities, CIPO must continuously consult with a variety of stakeholders, including direct and indirect clients, as well as intermediaries. This process challenge is crucial to the systemic effectiveness of the intellectual property regime.

e-linkage – The rise of e-governance is opening new opportunities for both online service delivery and stakeholder consultation, and it is beginning to raise new challenges and debates about the nature of IP protection in the KBLE.

The specific impacts of these forces on CIPO are addressed in sections three and four below; yet, what is clear is that a new and increasingly strategic role is required in this governance setting, more focussed on being a catalyst for knowledge, innovation and collective action. The specifics of such a transition
require a broader understanding of learning governance, and how the intellectual property regime functions as a learning system.

**THE INTELLECTUAL PROPERTY REGIME AS A LEARNING SYSTEM**

In the new KBLE context, learning is a critical element of good governance. This entails a triple challenge: first, to understand the learning dynamism in the new cognitive division of labour it wishes to interfere with; second, to master ever better the ways to facilitate knowledge production and dissemination in this system; third, to improve CIPO’s ability to learn faster about how to deal with the first two challenges. Therefore, it is crucial for an agency whose mission is to enhance the performance of systems of production and dissemination of new knowledge to build on a good understanding of the learning system it is purported to be helping.

**KNOWLEDGE MANAGEMENT AS THE BASIS**

Knowledge management (KM) is fundamentally about how an organization or a more encompassing governance system (such as a region or country) recognizes, captures, processes and deploys information and intuition, and makes the highest and best use of them to produce and disseminate new knowledge.

Many proponents of KM distinguish between information and knowledge. The former refers to all sources of data, useful and relevant or not, whereas the latter denotes something that represents or possesses a potential source of value. In other words, information can be about noise, particularly in a digital world where its availability is growing exponentially while knowledge is a subset of information that captures something more important that is value-adding.

KM is the capacity to sift through information, decide what is relevant, and transform selected information into knowledge. Knowledge is then deployed to add value to the organization — perhaps by creating new efficiencies, generating innovations or adding to organizational learning.

Intuition is also an important part of knowledge management — adding a critical and complex dimension to the KM equation. It is sometimes referred to as “tacit knowledge” because it is non-codified — it is accepted and used, often unwittingly, even if it is not and cannot be recorded in an explicit manner.

A central challenge is to determine how such tacit knowledge can be made explicit, and be more effectively tapped and shared. An important component of the emerging role for a public authority such as CIPO is to manage knowledge flows across the economy — seeking positive learning externalities for potential innovators along with adequate protection for inventors.
This underlines the triple-looped social learning of CIPO: the genius of the patent system is (1) to ensure in a decentralized way that an ever greater amount of new information and intuition is transformed into explicit transferable knowledge; (2) to ensure that this knowledge is ever more effectively transferred to all organizations capable of value adding with the help of such knowledge; (3) to ensure that CIPO itself as knowledge manager becomes capable of learning faster how to transform and re-invent itself to be able to accomplish both these contrasted tasks.

**SOCIAL LEARNING AS THE OBJECTIVE**

A LEARNING SYSTEM IS AN INFORMATION SYSTEM that has the capacity to produce new knowledge. The importance of social learning is beginning to permeate discussions around IP strategy and the role of public authorities in particular — both in a direct and relational sense. For instance, the *Journal of International Law* has recently organized a Symposium on Intellectual Property, and the conceptual framework underpinning these discussions emphasizes the importance of self-enforcement, on the part of private parties, for the sustainability of the intellectual property regime.

At the heart of the debate is the need for not only rules but also shared values. This underlines the dual nature of a resilient intellectual property regime: first, a basic sociality or ethos underpinning the capacity to build conventions and adherence to norms; second, a governance system or an incentive reward system able to ensure a willingness to partake in the process and to honour one’s commitment.

The fostering of a shared ethos will be a critical determinant of the functioning of an intellectual property regime and of its contribution to innovation and prosperity — it will underpin the definition of acceptable and useful behaviour on the part of an agency like CIPO. To put this argument another way, public authorities must view their services and strategies as elements of a more encompassing system — within which interdependencies and relational governance determine their role.

Since one cannot presume that the sociality/ethos is very deep when different constituencies have irreconcilable interests (because one has then to presume that their ties are weak), the burden on the governance regime is heavy. It must succeed not only in balancing these interests (against one another and against those of other generations) but also in providing the right incentive reward system ex ante to generate the requisite self-enforcement of IP rules.

This will require extensive dialogue with all stakeholders in order to ascertain what mechanisms might be missing to ensure the needed compliance.
In this regard, it is useful to distinguish between organizational learning and collective learning. Organizational learning looks at the internal adaptive capacities of private, public or civic entities to manage different forms of knowledge (tacit vs. codified) and transform them into innovative strategies. In an environment of market uncertainty and technological change, adaptive capacities allow an organization to reach out to continually update its knowledge base and integrate that new knowledge to strengthen its internal performance.

Building on the work of Camagni (1991) and others, and the dynamics of an innovation environment, Lawson and Lorenz suggest that collective learning is the product of linkages between tacit knowledge flows and the region’s innovative capacity. In other words, production and innovation systems are interdependent elements of a form of learning that rests almost exclusively on knowledge management mechanisms (1999).

This underlines two fronts on which the intellectual property regime must build the required mechanisms to support the most effective social learning.

**CIPO as Animateur**

In such an environment, an IP organization such as CIPO must reframe its role as one of animateur within a fluid environment of uncertainty and change: what may be as important as the nature of services offered is the way in which such services are offered and the degree of learning that flows across stakeholders in a shared governance setting as a result of these services.

In a sense, the greater turbulence in the environment has transformed dramatically the role of CIPO. Instead of being a simple gatekeeper or a guardian of static privileges or entitlements, CIPO, in order to play its role properly, has to become a player in a game without a master. It has to intervene strategically in full awareness that its activities will trigger adjustments by stakeholders both in Canada and elsewhere.

Moreover, CIPO’s role is not to act simply as an enforcer of rules that are ever more fluid and volatile, but as a pro-active agent intervening on behalf of national actors in a global game without absolute set rules, while being equally active in ensuring the maximum emergence of explicit patentable knowledge from the national cognitive base and the best protection of it.

Ryan (1999) provides a useful and effective discussion of the new context of an intellectual property regime — one of overlapping and interdependent institutional layers that shape innovation, competition, productivity and development. He points out that know-how and learning capabilities tend to become institutionalized as sector-specific knowledge, organizing principles and governance structures, and these patterns of sectoral competitiveness tend to establish their own path-dependent trajectories (Ryan, 1999).
Thus, a critical aspect of public action as a source of value creation (or positive externalities in the language of economists) is not only to provide a stable, transparent and responsive IP regime for those seeking protection, but also the ways in which it helps tacit knowledge emerge explicitly, provides ways to optimize the utilization and dissemination of knowledge gathered from these processes, and fosters sharing of this knowledge.

In other words, there is a critical knowledge management function emerging for public authorities that has yet to be fully executed.

**THE E-GOVERNANCE WORLD AS AN DAUNTING CHALLENGE**

The new digital environment built around the Internet is a disturbing element that shakes profoundly the foundations of the present intellectual property regime, yet it is also an enabling force that might foster a more effective knowledge management strategy.

As digital property and informational goods become more prevalent, the old intellectual property regime based on the protection against reproduction of intellectual property could appear quite deficient. It is not only a question of the cost of copying falling from quasi-zero to zero. The very quality of reproductions has improved in such a way in the digital world that differences between the original and the copy have been trivialized. Moreover, copying being de-territorialized, the traditional territory-based intellectual property regime has become considerably less effective.

To what extent can a system designed to protect against the unauthorized material reproduction of a virtual object be extended to a world in which there is no necessary material reproduction? What is required is the development of a law on informational goods to enrich the present legal system pertaining to material objects and meet the challenges of de-territorialization.

The intellectual property regime as a learning system calls for effective co-ordination across stakeholders to raise awareness about what is available, how it can be accessed and at what cost, and the expected benefits to stakeholders such as individual entrepreneurs who might otherwise be unaware of the opportunities. This entails nothing less than a redefinition of the moral contracts among producers, distributors and users in order to avoid appropriation systems that might turn out to be socially undesirable.

The shift from a language of rights to the language of moral contracts is not innocent. It underlines the need for CIPO to shift its focus from the simple implementation of a regime of rules defined elsewhere to the active negotiation and re-negotiation of the very nature of the regime of relations among stakeholders. This would fundamentally transform the role of CIPO: from that of registrar to that of animateur.
But there is no reason to believe that such negotiated settlement will necessarily materialize. Various, equally plausible other solutions could side swipe the intellectual property regime. One such scenario is the case where technical encryption means would be substituted for the intellectual property regime, providing a much more exclusive right structure to producers than what is available at present. Another possibility is the emergence of new economic and legal models based on access and personal relations that would marginalize dramatically the role of intellectual property rights, which could translate into pay-per-view systems that would also marginalize the intellectual property regime and constitute a form of robust exploitation that copyright maximalists have been dreaming about for some time (Warusfel, 2001, pp. 106-108).

For public authorities, the e-governance challenge is to strike a negotiated balance between the rights of producers, distributors and users that will neither unduly discourage inventive activity nor unduly limit the diffusion of useful information. The digital world is forcing CIPO to modify completely the relative importance of its two roles — as designer of the IP regime and as an implementer of its rules. In the more static and less ethereal world of industrial intellectual property, the second role was paramount; in the more ethereal digital world, the former role becomes central since the balancing act between stakeholders need to be constantly and continually revisited as technology finds ways to unbalance them.

This shift in the focal role of CIPO is largely linked to the fact that, in the digital world, the ground is in motion: one cannot count on the same material and territorial benchmarks that were good currency in the old economy. This requires a refurbished definition of the role of CIPO and new joint communication and consultation strategies: for communication, as a one way process of providing information or knowledge to educate, raise awareness and potentially shape behaviour, if it is to be effective, can only emerge from meaningful and legitimate consultations — with all relevant stakeholders.

The growing trend of IP agencies to pursue aggressive consultation exercises is indicative of movement in this direction. The United States, Australia, the United Kingdom and Denmark are among the countries engaged in efforts to spark and expand dialogue in these central directions.

**A Comparative Review**

What is crucial to CIPO’s evolving and changing role should not mainly be dictated by a sense of what other countries are doing now, but rather by a sense of what a national IP agency should position itself to do in an e-governance world where multi-level processes and jurisdictions are bound to prevail.
TOWARD AN ASYMMETRIC MULTI-LEVEL REGIME

ALTHOUGH AN IP REGIME has traditionally been defined as part of a national strategy, this reality is changing. National agencies are increasingly forced to consider their performance in terms of alignment with both transnational and sub-national realities. New governance regimes include global, regional, national and local policy regimes.

From a global point of view, although there is no such thing as a world patent, intellectual property protection is certainly moving toward increasing international coordination. In particular, the insertion of IP into the framework of the WTO is likely to continue to lend strength to a global legal regime, even if a single global market remains an elusive goal for the foreseeable future. Copyright is almost there; industrial property rights are bound to follow.

Notwithstanding the absence of a global patent, a widening scope for international protection is being facilitated by the Patent Cooperation Treaty, an agreement administered by the World Intellectual Property Organization (WIPO). Statistics provided by WIPO show a steady rise in the number of international patent applications — seeking protection coverage across a range of countries. The potential benefits of this wider scope are such that they would seem to more than compensate for the corresponding costs (increased transaction fees and processing times as the application must pass through each country sought on the application). It has been argued that each additional country in which a firm files for patent protection would increase the expected value of total foreign patent rights by 44 percent (Putnam, 1996).

The degree of cooperation among the patent offices of the United States, Japan and the European Union (accounting together for over 80 percent of the world’s patent activity) is an early sign of an emerging global intellectual property regime — as the rules and approaches agreed to by these regional parties are bound to carry considerable weight within global institutions.

The major impact of this type of global cooperation is to downplay the importance of agencies operating within relatively smaller economies such as Canada. Irrespective of their nationality, large firms who may be operating in Canada are unlikely to file for IP protection in this country when they are already protected by leading regional agencies. Larger firms are likely to be targeting the U.S. market and will be inclined to seek protection there or via a country providing international searching authority capacity so as to ensure that its protection will be vouched for by smaller countries almost as a matter of course. But since Canada does not presently provide such a port of entry, it is unlikely to be used as such.

As IP rules tend to converge, it is less likely that formal differences in these rules will contribute much to overall economic performance in a country like Canada, unless international concerns choose to enter the newly defined
consensus through a Canadian portal. And they would not choose to do so unless CIPO could provide both a faster and more efficient service, and a greater capacity to ensure transnational recognition and protection.

Consequently, the most challenging task for Canada is the highest and best use it could make of the interplay between the international and regional frameworks, and the better capacity to position itself in a North American (and perhaps eventually an all-American) setting. This points to the need for CIPO to adopt an explicit and pro-active transnational strategy if it is to serve Canadian interests well.

**REGIONAL SETS OF RULES**

**CANADIAN FIRMS ARE FIRST AND FOREMOST** nested in the North American market. As the importance of synergies, alliances and cross-ownership of the most innovative sectors continues to increase, it is likely that Canadian firms will primarily consider their place in the U.S. market when making decisions about their IP. Corporate choices are likely to be in this direction if the venture capital market is predominantly skewed toward U.S. firms. Then, a U.S. patent portfolio would be favoured as a matter of course.

The current European experience is enlightening. Given the differences between political systems across the two continents, the lack of political integration in the short to medium term means that a separate Canadian system will continue to serve the interests of the national market much more than the sort of parallel experience underway in Europe might suggest.

In Europe, there is an important differentiation occurring between larger firms (increasingly European or international in both identity and operations) and smaller firms. This trend is particularly consequential in the context of the intellectual property regime: the creation of a unified European Patent Office offers an attractive scenario for firms, with the possibility of a single patent extending across some 19 countries (members of the European Union plus signatory countries to various reciprocal agreements).

In North America, this development presents a particular challenge to CIPO. Can it become a port of entry for North American intellectual property protection that might carry the same weight as the U.S. Patent and Trademark Office (USPTO)? What transformation in its role might give it with some source of competitive advantage for firms? How could it provide the sort of services that the USPTO might not provide? Could this port-of-entry potential lead CIPO to specialize in servicing certain types of firms, both Canadian and foreign, that may require such services?

The real challenge is to determine what might be done efficiently through a small-country portal that could not be accomplished by the dominant portal. There are dual directions that must be viewed as complementary
in scope: first, the challenge to become a port-of-entry of choice in North America, and secondly, the challenge of helping Canadian firms.

THE ROLE OF INTELLECTUAL PROPERTY REGIMES OF SMALL AND MID-SIZED COUNTRIES

The question raised about CIPO within North America also faces many small economies in Europe and Asia. Is there a meaningful role left for national intellectual property regimes in smaller satellite countries? Denmark is a case in point and its experience may harbour some lessons for Canada. Australia faces the same sort of challenge in the Asia-Pacific region.

(1) After studying this environment and its impacts, the Danish IP agency feels a threat to its existence. The Danish position is not to reject European integration, which is viewed as a positive force toward achieving efficiency and productivity gains for key European industries (consistent with the notion of a single market). However, for smaller firms, the cost imposed by the European process is often viewed as prohibitive in the early stages of a firm’s development, and so national protection remains an important vehicle.

The Danish analysis is particularly relevant for Canada, as it has been established that the Danish innovation system makes poor use of a potentially strategic role for its IP agency. The Danish strategy offers a vision of the intellectual property regime authority of the future essentially characterized as a transformation of its traditional passive, processing role ex post, to one that is more pro-active, ex ante and dynamic, focussed on being a catalyst for cultural improvements in innovation and corporate performance across the economy.

In the Danish context, this shift in role is central to the growing focus on new economic clusters, such as medical research and biotechnology. The innovation intensity of these industries is a critical source of growth in the Oresund region (linking Copenhagen, in Denmark, and Malmö, in Sweden), and the intellectual property regime represents a crucial variable in its development — particularly for the emerging small and medium enterprise (SME) base that represents the source of future growth.

To help guide its efforts and show the gaps in current operations, the Danish Patent Office has commissioned an in-depth study of the most innovative and IP-intensive firms in Denmark’s economy, examining the management and evaluation of patents and trademarks. The findings of the study are particularly important in the SME context — revealing a low level of awareness and execution with respect to the ongoing maintenance and valuation of IP.

While smaller firms recognized the need for IP protection and its potential value as a form of asset recognition for outside parties such as market investors and potential research partners, the overall thrust of the IP portfolio is to simply
seek protection, such as obtaining patents, with little strategic thinking about their role and value.

This lack of awareness of the more strategic role of IP may limit the maximum potential of innovative activity for emerging firms. From this concern arises the strategic opportunity pursued aggressively by the Danish agency to evolve into a knowledge broker for Danish firms. Such a role involves more intensive training and education programs — particularly for smaller firms, greater links with post-secondary institutions and research facilities with interests in IP issues, and an aggressive new strategy to explore the ways in which SMEs can most benefit from the information and knowledge generated by Denmark’s IP process.

The Danish approach geared toward responding more effectively to local concerns and opportunities while repositioning itself within a broader European system (and the European Patent Office) offers an interesting and relevant comparison for Canada in the North American context. Although the comparison should not be exaggerated (there is no North American patent office, for example, and large firms operating in Canada still rely on the Canadian Patent Office and system of IP protection), the growing focus on innovation in Canada and SME development creates an opportunity for the IP agency to play a more strategic role in these emerging directions.

(2) Within the Asia-Pacific region, a similar dynamic is apparent in Australia where the IP agency (IP Australia) has aggressive and clearly laid out plans to pursue these parallel roads: a global orientation, through an international search authority (ISA); a regional strategy designed to foster a stronger intellectual property regime across Asia; and a more domestic and localized emphasis on smaller firms through a new strategy known as The Innovation Patent.

The Innovation Patent (introduced in May 2001) replaces the previously used petty patent system — a system essentially offering protection for a shorter period of time through easier qualifying and maintenance requirements. This new vehicle is designed to protect inventions that are not sufficiently inventive to meet the threshold required for standard patents. The main audience is smaller firms seeking a relatively quick and cheap form of protection (its term of protection is 8 years rather than the standard 20 years).

The key difference between the previous system of petty patents and the new innovation patent lies in the threshold of invention: a petty patent required an inventive step (similar to a standard patent) but the innovation patent requires only an innovative step. Moreover, whereas an examination was automatic in the case of a petty patent, it is entirely at the request of the applicant in the case of an innovation patent — and not mandatory (nonetheless, subsequent enforcement does require having passed through an examination).

While the duration of a petty patent was 6 years (as opposed to 20 years for a standard patent), the innovation patent carries a maximum life of 8 years.
Another critical difference with the new innovation patent lies in the relative ease of issuance. Essentially, with no examination required, only a basic check of formalities is needed to gain approval. The process is so user-friendly that an SME located in a remote part of Australia can simply register and purchase online (with a credit card) a petty patent. The firm is then in possession of an innovation patent.

One important aspect of this new service is the fact that it is the direct result of stakeholder consultation. Part and parcel of IP Australia's Customer Charter and its focus on performance orientation is the view put forward earlier of an intellectual property regime as a learning system.

On this point, learning capacities across most countries are becoming an increasingly visible component of the intellectual property regime and of the specific role of an IP agency. There is growing recognition that fostering such capacities will be an important source of competitive advantage for firms, industries and nations. While there has always been close working relationships between the key players in the IP process, such as large firms, patent experts and government staff, what is changing is the recognition of a broader dialogue including new stakeholders that may not otherwise have been engaged in efforts to view IP as a strategic dimension of corporate or collective performance.

This translates again into a significant reframing of the role of IP agencies. Instead of being ex post registry offices charged with passive protection assurance, they become important partners in the innovation system. It has an ex ante, dynamic and pro-active role to play in educating stakeholders, helping transform tacit knowledge into patentable knowledge, improving the capacity to use the intellectual property regime, providing new services likely to be important to give a competitive advantage to local firms (especially SMEs), and acting as an adjuvant to the learning economy.

Such priority on learning is the only way to keep IP agencies focused on their original mandate — doing some social good — and to force them to modify the intellectual property regime in line with the objective of maintaining as much free access as possible to ideas and intellectual objects, while protecting the creators from commercial piracy of their output and maximizing the tonus of creativity.

**STRATEGIC OPTIONS FOR CIPO**

If CIPO is to play fully its role, it cannot do so without implementing a series of transformations to enable it to be effective on multiple fronts. Accordingly, the agency must undertake to redefine fundamentally its vision of what business it is in. From intellectual property registrar, CIPO must become a partner in knowledge management. This entails a modification of its technologies and structure to make it effective in intervening to improve knowledge use.
In terms of options for CIPO in this dynamic environment, our premise is that work is necessary on three levels.

**Reframing: From Intellectual Property Protection to Intellectual Resources Management**

A critical component of CIPO’s efforts to ensure its relevance and increase its importance is the need to redefine its role in a fundamental way as a partner in knowledge management, and to create a basis for social learning between itself and its various stakeholders. An online presence and new online capacities are already moving many national IP authorities in this direction. In terms of online capacity, CIPO presents itself as an extremely effective communicator in providing information about the IP process and the traditional services it delivers, but more can be done to harness the input and feedback of stakeholders.

Currently, most countries appear to be at an early stage in developing broader learning forums. For example, if one visits CIPO’s web site and inquires about consultation and discussion, the ensuing message that “there are no public consultations at this time” may send the wrong signal. While such a message is undoubtedly not indicative of the networks of engagement that exist between CIPO and its current stakeholders, the questions pertaining to online engagement speak to whether there is value in expanded forums of public and stakeholder participation — and if so, how is such value captured.

While online engagement may hold some promise, the real sources of social learning must arise from an agency reaching out to stakeholders and fostering processes of real-time engagement and ongoing conversation. Designing an effective multi-stakeholder platform must be an essential task of defining the way ahead, and such consultation should be institutionalized in the operations of the agency. Aside from the importance of being increasingly responsive to clients (a goal CIPO has already identified and is striving to attain), such consultation linkages are also key enabling forces for CIPO to fulfill its potential as a knowledge and innovation catalyst in the KBLE.

As the Danish case study makes clear, national IP authorities have not traditionally viewed themselves as partners with a role to play in shaping business and innovation culture. Such a shift is not likely to be an instantaneous transformation and thus requires a shared effort.

It may be said that some of the stakeholders — large corporations — already have access to all the information and intermediaries they need to ensure a sound management of their knowledge base. This is not the case for small- and medium-sized firms that continue to underinvest in knowledge management because of a lack of awareness and resources.
Therefore, particular emphasis must be placed on the SME component of the KBLE. As Industry Canada and Statistics Canada have demonstrated, small firms are the backbone of new economic activity today — and they are destined to shape Canada’s growth and innovation prospects of tomorrow. For example, Statistics Canada (2001) reports that small firms make up 75 percent of the biotechnology sector in the country.

Yet, it is precisely this client group who may well be the most disconnected from CIPO due to the formality and cost of the IP protection process. Moreover, these SMEs are likely to be the most vulnerable in the face of large corporations equipped with strong IP teams and deep pockets. Such disconnect raises the importance of intermediaries (IP specialists) who play an important role in the process (and are often endorsed by national authorities as necessary actors in this process).

Given the huge number of patent filings across an increasingly global environment, it seems unlikely that the need for such intermediaries will diminish. As a result, the process of better engaging entrepreneurs, researchers and small firms should not be perceived as a threat by this particular constituency. In fact, a strengthening environment of more innovation will only increase the need for specialized services and their providers.

What is at play, then, is a new type of role — a knowledge management role which centres less on specific IP services for those actors seeking protection and more on making better use of the tremendous intellectual capital accumulated from such processes. The existence of this information alone does not ensure its use — particularly, when it is in highly technical and tedious forms that impose significant transaction costs on those seeking to use it.

Similar findings come out of Denmark and the United Kingdom. In the latter, the *Quinquennial Review of the Patent Office*, released in January 2001, provides the following assessment of the importance of learning and awareness, derived from consultations with individual inventors and small firms:

> It was suggested that inventors require direction. Whilst they may have an underlying sense of the need to protect their invention they often lack understanding of the different forms of intellectual property rights and of the alternatives…this confirmed the need for awareness training and education… (p. 50).

**Restructuring: From Passive Registration to Active Intermediation**

What forms of knowledge could be of use to individuals and organizations? Will small organizations ever make use of this potential knowledge? What are the barriers to better usage? What is the role of other intermediaries
and institutions in the innovation process to make use of such information? Can other levels of government play a role in an effective dissemination strategy?

(1) On the first three questions, our own interviews with entrepreneurs and small firms reveal a near-unanimous view that presently, IP protection is a crucial and increasingly important variable in their growth prospects and performance. For most firms and entrepreneurs, the process of seeking and maintaining IP protection is considered both complex and costly, and the most likely course of action is to rely on external agents to fulfil this role.

The result of this situation is that in the present context and architecture, smaller firms are unlikely to view CIPO as a source of new knowledge and information. Instead, CIPO is a valuable partner, albeit one step removed via an external agent, in seeking protection for what is already invented and created.

Nonetheless, interviews also reveal that in innovation-intensive industries, small firms and start-ups understand that information gathered within the IP process is a potential source of value, but they indicate that in its current form it remains simply information, or data. The distinction here is that IP applications and maintenance reports contain significant amounts of information codified in a highly technical manner — and accessible only to experts or individuals with significant time available to devote to filtering and processing it. In order to be useful, this information, or data, would need to be transformed into a more knowledge-oriented form, quickly accessible and useful in the context of existing research and production processes.

In a country like Canada, with a certain stigma for under-investing in research and development relative to many other countries, the corresponding emphasis on knowledge sharing is crucial for dissemination. While more effort would be required to study the precise effects and outcomes, there is every reason to believe that a source of economic stimulus exists in IP information and its transformation into strategic knowledge.

(2) If such a role is to be exploited, the following two questions must also be addressed: First, what is the role of intermediary institutions? Second, is there a potential role for other levels of government?

As for intermediaries, CIPO should perhaps consider the development of a national network of local and regional agents linked to CIPO formally or informally. Today, the growing advent of partnership models creates opportunities for doing so, perhaps via universities, public research centres, other private sector associations or other levels of government.

With respect to universities, these research institutions are increasingly focused on technology transfer and commercialization processes. Although many SMEs have been created as spin-offs from universities in key research centres across the country, the range of proactive and reactive responses from post-secondary institutions varies dramatically nationwide. There is no coherent innovation strategy applied by all universities, and IP is often a differentiating factor.
Where the need is most acute is in entrepreneurial awareness and support for IP policies and protection options. For example, our own interviews with firms and parties — such as provincial Centres of excellence — engaged in research partnerships between the education sector and industry, reveal two points of relevance to this discussion: first, for larger firms, IP is nearly always one of the most contentious issues in acquiring research partners; secondly, for smaller firms, IP protection is often an after-thought for entrepreneurs, and there is rarely sufficient support in place to guide them toward a better understanding of IP (a situation which, de facto, provides an advantage to larger firms with sophisticated organizational structures).

As for research centres and private sector associations, the National Research Council (NRC) and The Canadian Advanced Technology Alliance (CATA) provide two prominent and relevant examples.

The NRC is an interesting example of a federal research facility that has made a concerted effort to federate its operations around regional and sectoral lines. The emphasis has been on decentralizing resource and research decisions and inserting NRC facilities into local and regional systems of innovation — and into the key clusters located in these systems.

The relevance of such a model for CIPO lies in the fact that it is extremely unlikely that a single, homogeneous strategy will apply across the country for any aspect of IP service delivery. In fact, CIPO recognizes the importance of national outreach and responsiveness:

The Office has a network of partners, or intermediaries, across Canada. These innovation centres, provincial research organizations, industrial associations, universities, and other provincial and federal agencies can help you learn more about intellectual property. They assist researchers and small and medium-sized businesses by arranging lectures and information sessions (www.cipo.gc.ca).

These linkages may well have played a passive role — providing information and seeking feedback of a general nature. Yet, over time there is every reason to believe that these networks will, in fact, underpin CIPO’s capacity to innovate in order to spur greater innovation at the local and regional levels.

In Australia, the national IP agency has satellite offices in each state and is aggressively expanding the service capacities of these centres to better respond to regional realities (coupled with growing online capabilities, such as the possibility of purchasing an innovation patent online with a credit card, the intended effect is to foster new synergies with potential users and clients — of which SMEs are identified as the priority segment not currently well served by traditional administrative channels).
Similarly, CATA has not taken an active role in discussions of the relevance of Canadian IP practices for smaller firms. As the voice for emerging firms in the knowledge-based economy, a partnership of sorts between CIPO and this private sector association could spark a greater dialogue on what types of mechanisms and measures are most needed.

In the future, CIPO’s transformation will continue as a fundamental shift from a largely passive role of preserving rights and responding to requests, to a much more enabling role where the agency will be a catalyst for knowledge and innovation management and learning. New organizational capabilities and individual skills will be required for this role, as the agency seeks to balance traditional functions (which will remain) with emerging opportunities.

The common trait across capacities and competencies is an emphasis on new forms of collaborative governance: consultation mechanisms will be expanded and strategies collectively designed. As such, CIPO’s own staffing mix will need to evolve in line with its future directions, and many of the new skill requirements are similar to those facing the public service as a whole — organizational designers, facilitators and negotiators, and people able to best adapt to change and uncertainty will be as important as the technical experts that, nonetheless, shape the core competencies of the agency.

**RETOOLING: PRODUCT DIFFERENTIATION AND SERVICE DELIVERY**

It is not sufficient to transform one organization’s perspective or to develop collaboration with other stakeholders. What is also required is to modify the toolbox of specific techniques and programs to ensure that the knowledge management task can be performed. Some key areas stand out for consideration in the short term.

(1) There is clearly a need to broaden the range of options open to firms in dealing with intellectual property. The notion of a petty patent — a lower-tier form of patent protection — does not currently exist in Canada, and its feasibility should be carefully considered. It may also be that the form of any such product may vary: for example, at a time when the concept is disappearing from Australia, launching such an initiative in Canada may not make a good deal of sense. Yet, the Australian view is that there is clearly a need to tailor something new and specific to the SME segment (innovation patent), and the same argument may have considerable merit in Canada as well.

Firms of all sizes will increasingly seek various forms of recognition, and it may well be that for the smallest, most early stage start-ups, quick and partial forms of protection offer a useful alternative to standard patent measures. The Australian response has been to replace the petty patent with a new product, the innovation patent. Based on research undertaken by the Australian
government, this type of product was viewed as necessary, despite the fact that the previous system of petty patents failed to achieve its objectives:

Through a wide consultation process the Advisory Council on Industrial Property (ACIP) identified a demand for industrial property rights for those incremental or lower level innovations that would not be sufficiently inventive to qualify for standard patent protection.... ACIP concluded that Australia would benefit from adopting a second tier patent system to provide cheap, fast, limited rights for lower level or incremental inventions, particularly as Australian SME would be the main users of this system.

The defined rationale for moving in this direction is the strategic attention devoted to the SME community — and the belief that a niche product granting quicker recognition in exchange for more limited protection would serve smaller firms well through expanded efforts at innovation:

By providing an exclusive right for lower level inventions, the innovation patent should encourage Australian businesses, particularly SME, to develop their incremental inventions and market them in Australia. Increased use of the system will also increase the amount of technological information available to businesses, as the invention covered by each application is published. Moreover, modifying the petty patent system so that SME find it cheaper and easier to use should not add to the regulatory burden on third parties above what is already imposed by the present patent system...the proposed changes will decrease the compliance burden on the direct users of the system.

From the point of view of firms, the Australian review process provides some limited evidence to suggest that this type of niche product is likely to be of interest to SMEs (which are aware, by and large, of the importance of IP, often in an indirect manner via a professional intermediary). The Australian experience of the past few years shows a steadily declining level of activity for petty patents — a trend that the innovation patent is meant to reverse.

From the point of view of professional patent agents and other intermediary actors, one might expect a level of interest in new products — since it would generate more business opportunities through increased demand for their specialized services. Yet, the user-friendly aspects of the system, implying a process free of intermediaries, might lead to some concerns of disintermediation by experts. Such concerns are nonetheless offset by the reality that SMEs are currently not the primary target market of most specialists, and perhaps more importantly, that greater activity by SMEs would ultimately expand the need for professional services — as emerging firms grow.
From the point of view of the public interest and the economy as a whole, the central question, then, is whether the existence of a petty or innovation-type patent would promote greater IP awareness and knowledge — particularly across the SME community. Our assessment is that there is little existing evidence to demonstrate conclusively such a positive correlation — but what is of central importance is the need to experiment with either new products and services, or new channels of engagement and delivery.

The Australian case will, of course, be an important source of learning. Already, the Australian conclusions about their own lack of success in serving and stimulating the SME community are consistent with our own interviews with emerging firms (for reasons discussed above). They also appear consistent with the current reflections of CIPO on how to find new ways to better serve SMEs, particularly as they face the new challenges of the knowledge economy.

One significant risk of introducing an innovation patent-type product in Canada would be its place and perception in a North American context. With an eye to growth based on North American markets being a reality in nearly all parts of Canada, would this type of lower-level protection be viewed as an inferior form of protection relative to standard patents — (and the international protection offered by a multi-country variety)?

More consultation and market research is clearly required — but the point that seems to resonate through most mid-sized countries, notably Denmark and Australia, is the need to innovate (in serving SMEs) to produce more innovation collectively. The existence of such a product in Canada is unlikely to lead entrepreneurs to locate elsewhere, and there is some rationale in presuming that instead of the more expensive and time-consuming process of applying in the United States for a standard patent, a milder form of protection may constitute a useful interim step. If such a measure is promoted and accepted, it could serve as an important source of recognition for innovators and firms themselves, and an important source of knowledge exploitation for the Canadian economy as a whole.

(2) Another area of concern is the lack of an ISA for international patent applications in Canada. It would seem clear that either such a capacity will be required over time or, in its absence, some form of strategic alliance with the U.S. agency might be explored.

In the European Union, the European Patent Office offers this capacity. In the absence of deepening North American political integration, and therefore of the likely emergence, at least in the short term, of such joint political-administrative structures as a joint patent office, this lack of international search capability in Canada could become a handicap for Canadian industry.

In terms of offering the services associated with an ISA, it would seem that CIPO has three options in positioning itself within the North American...
context: first, the status quo; secondly, become an ISA unilaterally; third, explore some form of strategic alliance with IP authorities in the United States.

If there is an advantage to the first route, it lies in its simplicity and lack of resource requirements, as large Canadian firms today are clearly able to find this service elsewhere. Nonetheless, the drawback of the status quo is the considerable risk that innovation-related knowledge will shift elsewhere, as more and more patent applications — particularly those requiring international search processes — are handled there. The trend toward a growing number of international patent filings, consistent with globalization in general, suggests that such danger may increase over time.

There are many reasons why a local ISA might be advantageous for Canadian firms: it would lower the cost of obtaining international patent information; it would help especially the SMEs in this regard as it would provide more convenient service; it might help trigger some clustering of firms built on similar capabilities in Canada; finally, it might contribute to keep local innovation in Canada and generate exports.

The second option may well be the most expensive and risky in terms of CIPO’s capacity to develop unilaterally an in-house ISA; the risk lies in the possibility that many large Canadian firms will continue to use U.S. or international search authorities, minimizing the target market for such a service. Conversely, the opportunity lies in the growing SME community that may well benefit from such a capacity closer to home, and it could be an important strategic factor in promoting Canadian-owned emerging firms in the new economy.

For Canada, the third option could be the most compelling. To explore the viability of a strategic alliance between CIPO and its U.S. counterpart may constitute the first step in a two-step strategy leading Canada to become eventually a search authority itself.

From a U.S. perspective, the logic of such an alliance might be to alleviate the growing workload of authorities in that country, as well as the possibility of establishing an alliance for French-language processing of IP applications (perhaps not a huge consideration for the United States since most firms undoubtedly seek to apply in English in North America; from a Canadian perspective, however, having such a channel may be an important access point for francophone firms in Canada seeking access to the North American market). As the United States wants to operate globally in a triangular alliance with Japan and the European Patent Office, a regional affiliate strategy may offer some appeal.

From a Canadian perspective, the North American alliance can reinforce the capacity of smaller Canadian firms in particular to seek IP protection on both a continental and global scale. Clearly, export flows dictate the predominance of the U.S. market for the growth of Canadian firms, and on a global scale the danger is that an increasingly congested WIPO, weighed down by growing numbers of international applications with search components, will
likely extend its processing delays — lengthening the period of uncertainty for Canadian firms.

Such delays, though more manageable for larger firms, could be strategically pivotal to the growth prospects of emerging Canadian firms — particularly start-ups in knowledge-based sectors whose IP portfolio may be a significant factor in their ability to raise capital, retain talent and prepare for ongoing expansion.

(3) As for emerging opportunities, there is a clear public interest at stake in generating greater awareness about IP in Canada and in ensuring the existence of a critical mass of IP experts in the domestic market. The former may be most urgent, given the North American penchant for litigation — and the real threat posed by large U.S. firms who literally view IP enforcement as a source of revenue. CIPO can play a role in raising the collective intelligence of all stakeholders in the KBLE in terms of how to prepare for, and protect interests in, such an environment.

A separate, albeit related viewpoint is the general degree of confusion that characterizes many small businesses in today’s economy, as they are quite different from those traditionally defining themselves as inventors (this latter group often has a good grasp of IP possibilities and the reasons why protection should be sought). For many small firms, IP competencies may be weak and costs of accessing specialists are often high; as a result, more effective communication and consultation could lead to more informed choices about how to proceed.

The present situation points to the need for more active training and education programs aimed at all segments of Canadian society. This would entail an educational/epistemic function for CIPO, one that might be developed through partnerships with universities, research laboratories, city-regions, technological associations, etc., to acquire a better grasp of knowledge management in general and of the array of tools available to catalyze the social learning processes. This could be done by means of public seminars, on-line tools, partnerships, etc.

Clearly, delivering knowledge more effectively, and in more effective forms, can be viewed as both a service and a capacity issue. New services may well be required, but they are most likely to be defined when underpinned by a capacity for engagement, learning and adaptation. For this reason, it is not possible to dissociate capacity issues from specific service delivery initiatives — better processes will lead to better outcomes.

This section has underlined the central importance of CIPO in changing mindsets and frames of reference to deal with knowledge management. CIPO’s role, through consultation and dialogue, is not only to enable firms to make better use of knowledge, but to act as an agent of change to ensure that intellectual capital is given its appropriate place in the management of enterprises.
Providing new instruments and fostering new alliances may be regarded as intermediate outputs. The ultimate output is to educate a new generation of leaders in taking intellectual capital seriously.

RECOMMENDATIONS

BASED ON THE PRECEDING ANALYSIS, we provide a set of recommendations that nonetheless must not be taken as definitive solutions to the complexities of the topics and challenges at hand. Indeed, for each recommendation there are a number of outstanding issues that can only be resolved through ongoing dialogue and reflection — both within CIPO and amongst the various stakeholders in Canada and elsewhere.

**Recommendation 1** – A renewed CIPO vision must be collectively defined by all stakeholders. Central to this vision is an emerging role for the agency as an innovation catalyst through partnerships to increase capacities for knowledge management and social learning.

One step toward better learning capacities between CIPO and its various stakeholders is the creation of an advisory body. An example is the U.K. Standing Advisory Committee on Industrial Property (SACIP), comprising a wide array of organizations that provide impartial advice on all aspects of intellectual property. Similarly, IP Australia hosts two meetings per year with the Advisory Council on Industrial Property (ACIP). The Council is composed of members from industry, academia and the industrial property profession, and it reports to the Minister for Industry, Science and Resources — providing specific advice on performance issues.

Other more specific suggestions include:

- An expansion of client surveys and outreach programs aimed at SMEs in order to better understand their perspective on innovation and invention and identify their specific needs. The U.K. Patent Office has performed similar surveys, and IP Australia undertook an extensive consultation exercise before launching its new innovation patent.
- Routine and regular follow-up with clients after delivering services. This is an effective means of gathering feedback for improvement. The U.K. Patent Office performs such consultation regularly.
- Mechanisms for recording formal and informal client complaints. Highlighted areas can then be explicitly addressed and feedback provided to users (a practice of the U.K. Patent Office).
Staff suggestion schemes within CIPO might be further leveraged as means to encourage new insights to foster a culture of response and a commitment to growth and improved internal business learning (an approach also followed by the U.K. Patent Office).

While our own consultations reveal strong and positive ties between CIPO and traditional stakeholders, namely IP specialists, the critical challenge is to broaden the dialogue to affected parties that may not otherwise give thought to IP-related issues. Such outreach is hardly a threat to specialists and agents who already have ties with CIPO based on services provided to clients. An expanded culture of innovation and a larger set of users of CIPO services can only increase the need for specialized services.

**Recommendation II** – To better facilitate both continental and global reach for Canadian innovators (particularly small businesses), CIPO should undertake a detailed study of the costs and benefits of becoming an international search authority.

As reflected by the creation of new relationships between the EPO and various national patent offices in the European Union, globalization is creating new alliances across various jurisdictional levels. Sweden and Spain already have strategic alliances with the EPO, and Denmark has recently commissioned a review of its own capacities to potentially subcontract portions of quality control work from the same organization.

The question for CIPO is what type of role would make the most sense in the North American context, and whether there is potential in becoming an international search authority in that setting. First, an international search authority capacity, even in the domestic context, may serve the public interest by better engaging a broader range of SMEs in IP readiness (and by extension, international awareness for their innovations and market opportunities).

Yet, as discussed, there may also be significant opportunities through potential alliances with continental IP authorities, especially in light of growing processing volumes in the United States since the U.S. market represents a key target country for many applicants. The specific parameters of such arrangements, and their rationale and potential cost and benefit flows are beyond the scope of this study, but our assessment is that they merit further attention and analysis — and careful consideration.

**Recommendation III** – As CIPO operates within a multi-level context, responding to global and regional alignment internationally, and provincial and local differences domestically, an expanded set of partnerships must
be a central element of CIPO’s ongoing efforts to improve capacities for both information dissemination and knowledge management.

CIPO must obviously take into account the actions of WIPO. WIPO’s initiatives will necessarily impact on innovation processes in Canada. However, WIPO is bound to remain for quite some time an ex post traditional registrar organization. CIPO must work hard at the level of this global institution to defend the interests of Canadian firms, but also to ensure that the appropriate margins of manoeuvrability are protected for agencies like CIPO attempting to play a more dynamic role at the national level.

Yet, one of the most critical shifts in the KBLE is the increasingly strategic importance of intellectual property for firms of all sizes. In order to more effectively engage the SME community, CIPO should consider strategic opportunities for working in a concerted fashion with local, provincial and federal authorities engaged in efforts to assist in new business creation, entrepreneurship and SME development.

A practical starting point in embarking on such a path is a horizontal discussion across Industry Canada, and indeed the federal government, as to how CIPO’s own efforts in this regard may best be aligned with a broader strategy of business development and innovation activity. An additional priority for CIPO should be to undertake a detailed study of current information flows within the Canadian intellectual property regime. A consultation process aimed specifically at the SME community and individual inventors may also be warranted.

**Recommendation IV** – In line with the examples of many other countries, most notably Australia and Denmark, CIPO must further improve its efforts to better serve the SME community via existing and yet to be created channels.

Although further consultation and analysis is warranted, the notion of an innovation patent, along the lines of what is being introduced in Australia, has considerable appeal to further innovation across Canada in general, and the SME community in particular. The Australian example also offers an important source of learning for other countries — and one of the key measures of its success will be the degree to which this new instrument is successful in broadening the involvement of young firms in seeking IP protection and widening the body of knowledge about innovative activities across Australia.

Other countries, like the Netherlands, have gone the opposite way and simply abandoned their patent office. While this might be a useful route for a small country that has had immense success at building a transnational empire, this would not appear to be a desirable strategy for Canada. However, one should not discard other ways to stimulate creativity besides the information-
animation-regulation role of CIPO. The Innovation Agenda might provide an opportunity to explore these parallel roads.

**Recommendation V** – Within Canada, CIPO must expand its efforts to foster a culture of innovation (as well as invention) and a higher degree of appreciation for the strategic value of IP in the 21st-century economy.

CIPO should expand its development of partnerships and networks with professional and academic institutions for the purpose of preparing and delivering seminars and workshops on the topic on intellectual property. For example, IP Australia and the Danish Patent Office offer a variety of seminars to private organizations and academic centres on the following topics:

- Using intellectual capital as an asset;
- General information on IP and protection mechanisms;
- Watching competitors;
- Information session on legislation;
- Patent strategy in a business enterprise.

The growth of the Internet as an online communication and learning platform means that while not a panacea for all training needs, select training initiatives could be delivered by CIPO through an expanded online presence. Once again, other stakeholders providing support and information to small firms should be engaged in the design of new initiatives in this area.

**Recommendation VI** – In line with the Canadian government’s agenda for delivering services online and the expansion of the Internet, CIPO must carefully examine both new means of service delivery, and the new policy and IP quandaries emerging in an increasingly digital world.

As a starting point, it is clear that the web portal will become the public face of service delivery agencies such as CIPO. Its effectiveness in interacting with those well versed in IP as well as with novices is paramount. Here are a few relevant observations for CIPO based on our online review of other jurisdictions:

- A critical goal for public authorities in designing web portals is to effectively educate stakeholders and the general public by providing simple, straightforward and complete information.
- Access to online learning and awareness can be improved by the creating an online library of publications, similar to the one available on IP
Australia’s web site (where a consolidated references section contains relevant information on intellectual property, as well as online manuals and samples of applications).

- Online consultation forums can be enhanced to better educate and involve stakeholders as well as to collect feedback. The consultation and discussion forums can be upgraded to include more interactive tools such as a survey form, a discussion area, and a comments board.

- Targeting individual innovators and small businesses: This segment of the population requires access to non-technical yet complete information, including background information on patents, trade-marks and copyright. CIPO might explore specific channels of information catering to specific needs of independent inventors and entrepreneurs.

- The web portal of the U.S. Patent and Trademark Office also includes an interesting section for children — a welcoming introduction to innovation and protection and a useful gateway for young students seeking background information. Such seemingly mundane steps are nonetheless important in an ongoing process of cultural evolution.

The growth of e-commerce and the expansion of e-government mean that new opportunities for service delivery mechanisms and for rethinking their nature are timely topics for consideration. CIPO would certainly not be misguided in investing resources now in thinking about the new opportunities for online transactions, consultations and management in a digital world.

CONCLUSION

UNDERTAKING NEW ROLES IS never a straightforward challenge. Taking on such new knowledge management responsibilities in a turbulent world, where intellectual property takes on growing importance in today’s economy, is all the more difficult because of two conflicting trajectories: the first seems to call for a rigid, transparent and legalistic set of rules designed to ensure fairness in balancing protection for the inventor and the value of knowing and utilizing for other parties; while the second emphasizes the potential benefit of creating a dynamic learning system where IP is a loose, flexible and strategic asset to be created, nurtured and shared.

The most challenging task facing IP agencies around the world is to address both of these trajectories in a synergistic fashion. Yet, what is called for by the first set of imperatives would appear to clash with what is required by the second. Therefore, there is much need for reframing perspectives and creativity. This represents a major governance challenge as the resources, power and
information necessary for moving forward in this game without a master are in no one’s hands in particular.

In order to continue to adapt and design an organizational architecture that is capable of responding to these multiple pressures, CIPO is right to say loud and clear that what is needed is changing the way we do business.

ENDNOTES

3 A recent example of this latter challenge is the decision of the U.K. Patent Office to study the feasibility of patent protection for software and Internet-based trading methods. Following a public and stakeholder consultations process, the study concluded: i) that there should be no significant change to the patentability of software; ii) the law is not clear enough, and urgent European action is required to clarify many points; and iii) business methods should remain unpatentable.
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INTRODUCTION

Today, the strength of a nation is measured not by the weapons it wields, but by the patents it produces; not by the territory it controls, but by the ideas it advances; not only by the wealth of its resources, but by the resourcefulness of its people.¹

INTELLECTUAL PROPERTY (IP) is a term used to refer to various types of intangible property related primarily to innovation and creativity. This paper focuses on the enforcement of intellectual property rights (IPRs) in Canada, and in particular, the enforcement mechanisms available for the three primary forms of IPRs, namely patents, trade-marks and copyright. However, it should be noted that there are numerous other forms of protectable, commercially valuable, IPRs in Canada.²

Innovation is a driving force of a strong economy. A country that generates new products, ideas and technologies stands at the forefront of the ever developing and expanding knowledge-based global economy of the present and the future. The Prime Minister of Canada has made the following comment:

In the new, global knowledge economy of the 21st century prosperity depends on innovation which, in turn, depends on the investments that we make in the creativity and talents of our people. We must invest not only in technology and innovation but also, in the Canadian way, to create an environment of inclusion, in which all Canadians can take advantage of their talents, their skills and their ideas; in which imagination, skills and innovative capacity combine for maximum effect.³
A strong IP system, including a strong IP enforcement component, fosters and protects research, development and innovation. Overall, it is now widely recognized that such an IP system can positively influence the economy of a country, especially in the knowledge-based and technology-driven economy of the future. For example, in a report entitled *Intellectual Property and Canada's Commercial Interests*, the then acting Minister of Consumer and Corporate Affairs Canada commented as follows:

The intellectual property found in new products, processes and services is essential for a modern, competitive Canadian economy. Innovation must continue: to surmount new challenges, to provide greater variety, to achieve more efficient production. Intellectual property rights are the framework in which innovation and creativity can flourish in a growing Canadian marketplace, amid complex and rapidly shifting world trade.⁴

The authors of the report concluded:

The [...] findings dramatize the growing importance of IPRs to industry performance, business operations, cultural development, technology transfer, Canada's two-way trade and the achievement of a broad range of public policy objectives. Without strong IP laws in Canada and also among our major trading partners, Canada's gross domestic product and international trade would be significantly reduced [...].⁵


Intellectual property crystallizes knowledge to provide the foundation for investment, partnership and growth opportunities. Leading edge industries are intensive users of intellectual property regimes, ensuring that their investment in innovation earns the fullest dividends.⁶

Finally, in a paper entitled “What’s Driving Patent and Trade-mark Application Filings”, Riordan (2000) concluded as follows:

[...] theory suggests that efficient intellectual property protection systems can themselves be a significant influence on the economy and help maintain growth and dampen cyclical tendencies. Clearly, the more important technological innovation becomes for the United States and other economies, the more central intellectual property protection becomes to economic progress.⁷
In general, the IP system in Canada may be thought of as having two branches: an administrative branch and an enforcement branch. The administrative branch, consisting primarily of the Canadian Intellectual Property Office (CIPO),\(^5\) is responsible for granting and administering IPRs. The enforcement branch, consisting of various courts and quasi-judicial tribunals, including the Supreme Court of Canada, the federal and provincial Superior Courts, the Trade-marks Opposition Board, and the Patent Office, are the means by which parties can seek to enforce or challenge those rights.

While Canada has the full range of necessary statutory and common law provisions pertaining to the granting of various IPRs, the exclusive rights obtained are only as strong as existing mechanisms to protect those rights against infringers. Overall, an analysis of the various enforcement provisions and procedures available in Canada, as well as the statistics on the successful enforcement of IPRs, supports the view that generally, Canada has a strong IP enforcement system, though perhaps not as progressive as some other jurisdictions, most notably the United States.

**PATENTS**

In Canada, the patent system is governed by the federal Patent Act.\(^9\) The Patent Act grants an inventor a 17- or 20-year monopoly in the subject matter of the patent.\(^10\) In return for the monopoly, the inventor must publicly disclose the subject matter with sufficient technical detail so that it becomes part of the knowledge base of the particular field of science or technology to which the patent is related, so as to permit those skilled in that field or technology to successfully practice the invention upon expiry of the patent. The Supreme Court of Canada has described this relationship as follows:

Section 36 of the Patent Act [now sub-sections 27(3) and (4)] lies at the heart of the whole patent system. The description of the invention therein provided for is the *quid pro quo* for which the inventor is given a monopoly for a limited term of years on the invention. As Fox points out in *Canadian Patent Law and Practice* (4th ed.) ... the grant of a patent is in the nature of a bargain between the inventor on the one hand and the Crown, representing the public, on the other hand. The consideration of the grant is twofold: first, there must be a new and useful invention, and secondly, the inventor must, in return for the grant of a patent, give to the public an adequate description of the invention with sufficiently complete and accurate details as will enable a workman, skilled in the art to which the invention relates, to construct or use that invention when the period of the monopoly has expired.\(^11\)

The 17- or 20-year monopoly period is intended to give the patentee the opportunity to fully develop, market and profit from the subject matter of the patent. The underlying basis for the patent system is the belief that the potentially
lucrative period of monopoly serves as a key incentive for the investment of time and money in the development of new technology and the public disclosure of that technology. However, a strong and effective patent system must balance the positive benefits of encouraging the development and disclosure of new technology with the search for a fair and competitive market.\textsuperscript{12}

The Patent Act provides that the Commissioner of Patents shall grant a patent for an invention if all requirements for issuance of a patent under the Act are met.\textsuperscript{13} A patent application is filed with the Canadian Patent Office (part of CIPO, which is part of Industry Canada). The application is examined by an examiner on behalf of the Commissioner of Patents. If the examiner objects to part or all of the application, he or she will set out the objection(s) in a letter to the applicant or the applicant’s agent, who is given a chance to respond. If the objections are not overcome, the application will be refused. The applicant can appeal the refusal by right to the Trial Division of the Federal Court and, if necessary, subsequently to the Federal Court of Appeal.\textsuperscript{14} If there are no objections, or if the objections are overcome, the Commissioner will issue a Notice of Allowance, and the application will issue to patent upon payment of the final fee.\textsuperscript{15}

An invention is defined in the Patent Act as “any new and useful art, process, machine, manufacture or composition of matter, or any new and useful improvement in any art, process, machine, manufacture or composition of matter”.\textsuperscript{16} However, the Commissioner of Patents and the Canadian courts do not always take as proactive an approach toward new forms of potentially patentable subject matter as that taken in other countries. For example, in the United States, patents have been available for many years for higher life forms. Although the Federal Court of Appeal in Canada has recently held that the patenting of higher life forms is permissible under the Canadian Patent Act,\textsuperscript{17} the Commissioner of Patents is appealing this decision to the Supreme Court of Canada,\textsuperscript{18} and current Canadian Patent Office practice is to refuse all claims to higher life forms pending the outcome of that appeal.\textsuperscript{19} Similarly, while methods for doing business are patentable in the United States, the Canadian Patent Office does not presently permit such patents in Canada.\textsuperscript{20} With respect to computer software\textsuperscript{21} and methods of medical treatment,\textsuperscript{22} the United States is again more permissive from the standpoint of patent protection.

\textbf{Infringement of Patent Rights}

The Patent Act provides that a patentee is granted the exclusive right, privilege and liberty of making, constructing and using the invention and selling it to others to be used, subject to adjudication.\textsuperscript{23} While the Patent Act does not provide a definition of what constitutes an “infringement” of a patent, the courts have held that any act that interferes with these exclusive rights is
an infringement. According to the law, it is an infringement to make, construct, use or sell a patented invention in Canada without the authorization of the patent owner. There are a number of other activities which may constitute infringement, including:

- importing into Canada infringing articles manufactured abroad;
- importing articles manufactured abroad by a process that is patented in Canada;
- knowingly inducing another to infringe a patent in Canada.

**ENFORCEMENT OF PATENT RIGHTS**

Unlike some other jurisdictions (for example, the United Kingdom and Japan), Canada does not have a specialized patent court. As such, a patentee who believes that his/her patent is being infringed can institute an action for patent infringement in either the Federal Court of Canada or the appropriate Superior Court in the province in which the alleged infringement occurred. However, in practice, most patent infringement actions are brought in the Federal Court. As a result, although the Federal Court is not a specialized patent court per se, it has acquired a certain degree of familiarity and experience with patent cases over the years.

In an action for patent infringement, the court must first construe the claims of the patent in order to determine whether the patent has been infringed. In two recent decisions, the Supreme Court of Canada has set out the key factors to be considered when construing the claims of a patent. Briefly stated, the claims must be given a “purposive construction” with a view to distinguishing the essential elements of the claimed invention from the non-essential elements, having regard to whether or not it would have been obvious to a worker skilled in the art to which the patent relates at the time the patent was published that a variant of a particular element would not make a difference to the way the invention works.

In practice, the courts have adopted an initial approach toward the construction of a patent that is pro-patentee. The Supreme Court of Canada has commented as follows:

We must look to the whole of the disclosure and the claims to ascertain the nature of the invention and methods of its performance [...] being neither benevolent nor harsh, but rather seeking a construction which is reasonable and fair to both patentee and public. There is no occasion for being too astute or technical in the matter of objections to either title or specification for, as Duff C.J.C. said, giving the judgment of the Court in *Western Electric Co. et al. v. Baldwin Int’l Radio of Canada Ltd.* “where the language of the specification, upon a reasonable view of it, can be so
read as to afford the inventor protection for that which he has actually
in good faith invented, the Court, as a rule, will endeavour to give effect
to that construction”. Sir George Jessel spoke to like effect at a much
erlier date in Hinks & Son v. Safety Lightning Co. (1876), 4 Ch. D. 607.
He said the patent should be approached "with a judicial anxiety to sup-
port a really useful invention". 28

After construing the claims, the court must determine whether the activity
of the defendant infringes upon those claims. As set out by the Supreme
Court of Canada in Free World Trust, 29 if the defendant’s product or process
contains each of the essential elements of the patented product or process,
there is infringement of the patent. In addition, there will be infringement if a
non-essential element is substituted or omitted. On the other hand, there is no
infringement if an essential element is different or omitted.

There are several statutory based defences available to a party with re-
spect to certain activities that might otherwise be found to infringe a patent.
For example, Section 56 of the Patent Act provides that any person who has
acquired the invention prior to the relevant date 30 has the right to use and sell
the invention without being accountable to the patentee. In addition, Section
55.2(1) of the Patent Act, discussed in the context of pharmaceutical patents,
infr, provides that it is not an infringement for any person to make, construct,
use or sell a patented invention solely for uses reasonably related to the develop-
ment and submission of information for regulatory purposes.

ROLE OF INSTITUTIONS IN CHALLENGING PATENT RIGHTS

THERE ARE TWO POSSIBLE WAYS TO CHALLENGE the validity of a patent in the
courts. First, and most commonly, a defendant in an action for patent in-
fringement will challenge the validity of a patent as a defence or by way of
counterclaim. Second, Section 60(1) of the Patent Act provides that "any inter-
ested party" 31 can apply to the Federal Court to have a patent or any claim in a
patent declared invalid or void (known as an impeachment action). 32 Note that
only the Federal Court has the jurisdiction to hear an impeachment action and
declare a patent invalid in rem, although the appropriate provincial Superior
Court may declare a patent invalid as between the parties. 33

Many of the tests the courts apply in considering the validity of a patent can be difficult hurdles for a defendant to overcome. For example, the test for
obviousness and anticipation can be very difficult to satisfy. In Beloit Canada
Ltd. v. Valmet OY, Mr. Justice Hugessen commented on the test for obvious-
ness as follows:

The test for obviousness is not to ask what competent inventors did or
would have done to solve the problem. Inventors are by definition in-
vective. The classical touchstone for obviousness is the technician
skilled in the art but having no scintilla of inventiveness or imagination; a paragon of deduction and dexterity, wholly devoid of intuition; a triumph of the left hemisphere over the right. The question to be asked is whether this mythical creature (the man in the Clapham omnibus of patent law) would, in the light of the state of the art and of common general knowledge as at the claimed date of invention, have come directly and without difficulty to the solution taught by the patent. It is a very difficult test to satisfy.34

In the same case, Mr. Justice Hugessen commented on the test for anticipation as follows:

It will be recalled that anticipation, or lack of novelty, asserts that the invention has been made known to the public prior to the relevant time. The inquiry is directed to the very invention in suit and not, as in the case of obviousness, to the state of the art and to common general knowledge. Also, as appears from the passage of the statute quoted above, anticipation must be found in a specific patent or other published document; it is not enough to pick bits and pieces from a variety of prior publications and to meld them together so as to come up with the claimed invention. One must, in effect, be able to look at a prior, single publication and find in it all the information which, for practical purposes, is needed to produce the claimed invention without the exercise of any inventive skill. The prior publication must contain so clear a direction that a skilled person reading and following it would in every case and without possibility of error be led to the claimed invention. Where, as here, the invention consists of a combination of several known elements, any publication which does not teach the combination of all the elements claimed cannot possibly be anticipatory.35

There are also several quasi-judicial procedures available to challenge the scope of some or all of the claims of a patent or a pending application pursuant to the Patent Act. For example, Section 34.1 of the Patent Act provides that any person may file with the Commissioner of Patents prior art consisting of patents, published applications, and printed publications that the person believes has a bearing on the patentability of any claim in a pending application. Similarly, Section 48.1 of the Patent Act allows any person to request a re-examination of any claim of an issued patent by filing prior art and submitting written representations.36 In practice, for legitimate strategic and tactical reasons, these provisions are seldom used.

Pursuant to Sections 65 and 66 of the Patent Act, the Attorney General or any interested person can apply to the Commissioner of Patents to allege an abuse by the patentee of the exclusive rights granted by the patent. The Commissioner may choose to grant a compulsory licence or revoke the patent altogether if it is determined that the patent is being abused. However, historically,
Sections 65 and 66 have not been relied upon to any great extent in Canada.\textsuperscript{37} In addition, many of the grounds upon which a court could deem a patent was being abused were repealed effective October 1, 1996.\textsuperscript{38}

Finally, a similar abuse provision is available pursuant to Section 32 of the \textit{Competition Act}.\textsuperscript{39} Section 32 provides that a patent cannot be used:

- to limit unduly the facilities for transporting, producing, manufacturing, supplying, storing or dealing in any article or commodity which may be the subject of trade or commerce, or
- to restrain, or injure, unduly, trade or commerce in relation to any such article or commodity, or
- to prevent, limit or lessen, unduly, the manufacture or production of any such article or commodity or unreasonably to enhance the price thereof, or
- to prevent or lessen, unduly, competition in the production, manufacture, purchase, barter, sale, transportation, or supply of any such article or commodity.

Pursuant to Section 32, the Federal Court may grant any relief as necessary, including the revocation of the patent.\textsuperscript{40}

\textbf{PHARMACEUTICAL PATENTS}

In Canada, pharmaceutical patents have traditionally been subject to unique considerations.\textsuperscript{41} For example, a compulsory licence scheme for pharmaceutical patents was first instituted in 1923, pursuant to which the Commissioner of Patents was granted the authority to issue a compulsory licence to third parties for the use of a patented process to manufacture a medicine in Canada. In 1969, this authority was expanded to include the power to issue a compulsory licence to import a patented medicine from outside Canada.\textsuperscript{42} The purpose behind the compulsory licence scheme was a stated desire to ensure that pharmaceutical products were available to consumers at reasonable prices.\textsuperscript{43}

In 1987, the \textit{Patent Act} was amended in two respects relating to the pharmaceutical industry. First, the \textit{Act} was amended to provide a system of compulsory licence deferrals, whereby compulsory licensing rights to import patented medicines were deferred for a period of time after the medicine had received government approval.\textsuperscript{44} The effect of the deferral system was to delay the introduction of generic products into the marketplace. Second, the \textit{Patent Act} was amended to create the Patented Medicines Prices Review Board (PMPRB). The PMPRB was given the mandate to review the prices of patented medicines and to collect information from patentees relating to expenditures on research.
and development and revenues from sales. The purpose of the PMPRB was to help ensure that patented medicines were being sold at fair market value, and to monitor pharmaceutical research and development investment in Canada.

The system of compulsory licensing for patented medicines was abolished by the Patent Act Amendment Act, 1992.\(^45\) In return, a number of new sections in the Patent Act, and companion regulations,\(^46\) were enacted to provide some protection to the generic drug industry in Canada. For example, Section 55.2(1) of the Patent Act provides that it is not an infringement to make, construct, use or sell a patented invention solely for uses reasonably related to the development and submission of information required under any law that regulates the manufacture, construction, use or sale of the product. This would include activity related to obtaining a Notice of Compliance (NOC) from the Minister of National Health and Welfare, discussed in more detail below. In addition, Section 55.2(2) of the Act provided that it was not an infringement for those individuals coming within Section 55.2(1) to manufacture and stockpile articles intended for sale after the date on which the term of the patent expired. The Manufacturing and Storage of Patented Medicines Regulations provided a 6-month period during which the manufacture could take place, such period to expire immediately preceding the date on which the patent expired.

Sections 55.2(1) and 55.2(2) of the Canadian Patent Act were both recently challenged by the European Community and its member States before the World Trade Organization (WTO), who upheld the exception to infringement provided by s. 55.2(1) of the Act, but ruled that s. 55.2(2) was inconsistent with Canada’s obligations under the WTO TRIPs Agreement.\(^47\) As a result, s. 55.2(2) of the Patent Act was repealed effective July 12, 2001.\(^48\)

At present, the pharmaceutical industry in Canada is governed by the Patented Medicines (Notice of Compliance) Regulations, known simply as the NOC Regulations. Under the NOC scheme,\(^49\) a notice of compliance must be obtained from the Minister of National Health and Welfare before a drug can be marketed in Canada. Drug manufacturers who hold patents, or licences under subsisting patents, are called first persons. First persons may file patent lists with the Minister, setting out the drugs for which they hold notices of compliance. A second person, who files a submission for a notice of compliance in respect of a drug that is already the subject of a notice of compliance (for example, a generic drug manufacturer), must either state that it accepts that the notice of compliance will not issue until the patent expires, or assert one or more of the following allegations in a notice of allegation: (i) that the first person is not the owner; (ii) the patent has expired; (iii) the patent is not valid; or (iv) the second person’s product or process does not infringe upon the claims of the patent.
The first person has 45 days after the notice of allegation has been served to apply to a court for an order prohibiting the Minister from issuing a notice of compliance until after the expiration of the patent that is the subject of the notice of allegation. If the court finds that none of the allegations are "justified", the court will issue an order of prohibition. In essence, such an application typically serves as a summary form of patent infringement-validity action based on affidavit evidence. The application to the court results in a 24-month delay of the NOC proceedings.\(^5\) However, the first person may be liable to the second person for any loss suffered during the delay if the application to the court is withdrawn or discontinued, or is ultimately dismissed by the court.\(^5\)

**Remedies for Patent Infringement**

There are a number of remedies available to a patentee who is successful in an action for infringement, including the patentee’s damages or an accounting of the defendant’s profits, punitive, exemplary or aggravated damages (in appropriate circumstances), a permanent injunction, and delivery up or destruction of the offending products. Furthermore, a successful patentee may also be entitled to its legal costs (including a portion of its attorney fees) and to post and pre-judgment interest. In practice, the issue of damages or accounting of profits is often the subject of a reference after the issue of liability has been determined.

There are several interlocutory remedies which may also be available to a patentee depending on the circumstances. For example, a patentee might seek an interlocutory injunction to restrain the defendant from engaging in the allegedly infringing activity prior to trial.\(^5\) The Supreme Court of Canada in *RJR-Macdonald Inc. v. Canada (A.G.)*\(^5\) set out three requirements that must be met before an interlocutory injunction will issue, namely, the applicant must demonstrate that there is a serious issue to be tried, that it will suffer irreparable harm if the application is not granted, and that the balance of convenience favours the applicant. In practice, this test is often difficult to satisfy in a patent case because in most instances any loss sustained prior to trial could likely be adequately compensated by an award of damages.\(^5\) Other interlocutory remedies which could be granted include an *Anton Piller order*\(^5\) or a Mareva injunction.\(^5\)

As a point of contrast, the remedies available to a successful patentee in the United States are generally similar with some significant differences. In that country, a successful patentee is not entitled to the remedy of the defendant’s profits nor typically entitled to its attorney fees. However, the U.S. *Patent Act* does grant the court discretion to “increase the damages up to three times the amount assessed.”\(^5\) The decision to increase damages is most often awarded in cases of willful infringement. There is no similar provision in the Canadian statute. In the United States, the prospect of an award of triple damages may serve...
as a disincentive to potential infringers in that it can lead to potentially large damage awards.\textsuperscript{58}

**TRADE-MARKS**

A trade-mark is a word, logo, a combination of the two, or some other element used to distinguish one trader’s wares and/or services from the wares and/or services of other traders. Historically, the main function of a trade-mark was to indicate the source from which the goods or services emanated. However, in light of modern commercial practices, such as the widespread use of trade-mark licensing and franchising, the more modern view is that trade-marks are not so much an indication of origin, but rather serve more as an indicia of the quality of the goods and/or services being offered or sold.\textsuperscript{59}

In this way, a trade-mark provides protection to the public by ensuring that the quality of the product being purchased in association with that trade-mark will be of a particular standard.

A trade-mark may be, amongst other things, a simple word (Blue), a slogan (“Don’t leave home without it”), a design (the Nike swish), a combination of a word and design (McDonald’s and the golden arches design) or the shape of a container or packaging of the wares (the Realemon lemon).\textsuperscript{60} The value of a trade-mark to a business cannot be overestimated. Of the top 10 global trade-marks in 1999, Coca-Cola ranked first with an estimated value of 83.8 billion dollars.\textsuperscript{62} Microsoft ranked second with an estimated value of 56.6 billion dollars. Given the actual or potential value of a party’s trade-mark rights, the ability to protect those rights is naturally of great importance to trade-mark owners.

Trade-mark law in Canada is governed by the federal *Trade-marks Act*\textsuperscript{63} and by the common law of passing off. The registration of a trade-mark in association with wares or services under the *Trade-marks Act* gives the owner the exclusive right to use the trade-mark in association with those wares or services throughout Canada.\textsuperscript{64} However, it is not essential that a trade-mark be registered in order to obtain some rights in the mark. The common law action of passing off can be used to protect unregistered trade-marks that have some level of reputation.\textsuperscript{65} Nevertheless, there are several advantages to registration, including the exclusive right to use the trade-mark anywhere in Canada, the right to institute causes of action for infringement (not available to unregistered trade-marks), and the right to register the trade-mark in foreign countries that adhere to the Paris Convention.\textsuperscript{66}
INFRINGEMENT OF TRADE-MARK RIGHTS

Registered Trade-marks

In Canada, a trade-mark application is filed with the Canadian Trademarks Office (part of CIPO, which is part of Industry Canada). The application is examined by a trade-marks examiner on behalf of the Registrar of Trademarks to ensure that it meets the preliminary requirements for registration. If the examiner objects to part or all of the application, he or she will set out the objection(s) in a letter to the applicant or the applicant’s agent, who is given a chance to respond. If the objections are not overcome by the response, the application will be refused. The applicant can appeal the refusal by right to the Trial Division of the Federal Court and, if necessary, subsequently to the Federal Court of Appeal. If there are no objections, or if the objections are overcome, the application will be advertised in due course in the Trade-marks Journal. The advertisement of the application acts as a notice to members of the public, who then have the opportunity to oppose the application. If the application is not opposed, or if opposition proceedings are ultimately decided in favour of the applicant, the application will proceed to registration.

Section 19 of Trade-marks Act provides that the registration of a trade-mark in respect of any wares or services, unless shown to be invalid, gives to the owner of the trade-mark the exclusive right to the use of the trade-mark in respect of those wares or services throughout Canada. The application of this section is generally limited to cases where the infringing trade-mark is identical to the registered mark, and is being used in association with the same wares and/or services as those listed in the registration. However, Section 20(1) of the Trade-marks Act will protect the owner of a registered trade-mark from use of a different mark or where the trade-mark is used in association with different wares and/or services. It provides that the rights of the owner of a registered trade-mark are deemed to be infringed by a person who sells, distributes or advertises wares or services in association with a “confusing” trade-mark or trade-name. Finally, Section 22 of the Trade-marks Act prevents the use of a trade-mark registered by another person in a manner that is likely to have the effect of depreciating the value of the goodwill attaching to the registered mark.

The Trade-marks Act provides that a trade-mark or trade-name is confusing with another trade-mark or trade-name if the use of both in the same area would be likely to lead to the inference that the wares or services associated with those trade-marks or trade-names are manufactured, sold, leased, hired or performed by the same person, whether or not the wares or services are of the
In determining whether trade-marks or trade-names are confusing, all surrounding circumstances can be considered, including:

- the inherent distinctiveness of the trade-marks or trade-names and the extent to which they have become known;
- the length of time the trade-marks or trade-names have been in use;
- the nature of the wares, services or business;
- the nature of the trade; and
- the degree of resemblance between the trade-marks or trade-names in appearance or sound or in the ideas suggested by them.

**Passing Off**

The common law action for passing off will protect the owner of an unregistered trade-mark from a trader misrepresenting its wares, services or business for those of the owner of the trade-mark. Overall, the scope of protection afforded the owner of a non-registered trade-mark is limited to the geographical area in which the owner of the trade-mark has established a reputation in respect of that mark.

The Supreme Court of Canada has set out three requirements that must be met in order to establish a case of passing off:

- a goodwill or reputation must attach to the plaintiff’s goods or services in the mind of the public such that the name in question is identified with the goods or services of the plaintiff;
- the defendant must have made a misrepresentation leading or likely to lead the public to believe that the goods or services are those of or authorized by the plaintiff; and
- the plaintiff must have or is likely to have suffered damage.

It is also possible to institute a similar action under Section 7(b) of the Trade-marks Act. This section provides that no person shall “direct public attention to his wares, services or business in such a way as to cause or be likely to cause confusion in Canada, at the time he commenced so to direct attention to them, between his wares, services or business and the wares, services or business of another”. Section 7(b) has been referred to as the codification of the common law action of passing off.
ROLE OF INSTITUTIONS IN ENFORCING TRADE-MARK RIGHTS

An action for infringement can only be brought in respect of a registered trade-mark. Such an action can be brought in the Federal Court of Canada or in any provincial Superior Court of competent jurisdiction. In practice, as with the case with patents, most actions for infringement are brought in the Federal Court. In the case of unregistered trade-marks, it is important to note that an action for passing off under the common law must be brought in a provincial court of competent jurisdiction. The Federal Court has no jurisdiction over such an action. However, an action pursuant to Section 7(b) of the Trade-marks Act can be brought in the Federal Court.

ROLE OF INSTITUTIONS IN CHALLENGING TRADE-MARK RIGHTS

As discussed above, members of the public have an opportunity to oppose an application for trade-mark once it has been advertised. Opposition proceedings can be commenced by anyone who files a statement of opposition with the Registrar of Trade-marks. The statement of opposition can be based on one of four grounds, namely:

- the application does not conform with the requirements of Section 30 of the Trade-marks Act,
- the trade-mark is not registrable,
- the applicant is not the person entitled to registration of the trade-mark, or
- the trade-mark is not distinctive.

In an opposition proceeding, evidence is provided by way of affidavits and cross-examinations on those affidavits. Parties submit written arguments to the Registrar in respect of the issues and evidence raised in the opposition, and there is also typically an oral hearing before a Trade-marks Office hearing officer. After considering the evidence and the submissions of the parties, the hearing officer, on behalf of the Registrar, will render a decision to either allow or reject the application. The decision of the Registrar can be appealed as of right to the Trial Division of the Federal Court and, subsequently, to the Federal Court of Appeal.

Once a trade-mark is registered, there are three possible ways for a party to challenge the validity of that registration. The Federal Court has the exclusive jurisdiction, on application by a person interested, to order that any entry on the Trade-mark Register be struck or amended where the entry does not accurately express or define the existing rights of the person appearing to be the registered owner of the trade-mark (referred to as an application for “expungement”).
Such an application may be commenced as a separate proceeding or may be brought by way of counterclaim in an action for trade-mark infringement. There can be no infringement if the registration is invalid, even though the two trade-marks may otherwise have been found to be confusing. An application for expungement may be based on a number of different grounds, including that the trade-mark was not registrable as of its date of registration or that the mark was not distinctive as of the date that proceedings were instituted in court.

Pursuant to Section 45 of the Trade-marks Act, a registration may also be expunged or varied for lack of use in Canada. This section provides a procedure under which any person can request that the Registrar give notice to the registered owner of a trade-mark to furnish evidence proving use of the trade-mark in association with the wares or services listed in the registration at any time during the three-year period preceding the date of the notice. If there has been no use of the trade-mark within the relevant time period, the owner must state the date the trade-mark was last in use and the reasons for the absence of use. If the Registrar is satisfied that the absence of use was due to special circumstances, the registration may be maintained or amended. In the absence of use or special circumstances, the registration will be expunged. The decision of the Registrar can again be appealed to the Trial Division of the Federal Court and, subsequently, to the Federal Court of Appeal. Section 45 has been referred to as a means for clearing deadwood from the Register.

A trade-mark registration can also be expunged pursuant to Section 32 of the Competition Act. Section 32(1) provides that when the exclusive rights that accompany a trade-mark registration are used in a manner that contravenes the section, an action can be commenced in the Federal Court on information exhibited by the Attorney General of Canada. Section 32(2) sets out the various forms of relief available, and includes, inter alia, an order directing that the registration be expunged or amended. However, to date, the authors are not aware of a single case where this section has been utilized to expunge a registered trade-mark.

**Remedies for Trade-mark Infringement**

There are numerous remedies available to a trade-mark owner who has been successful in an action for trade-mark infringement, including an order for a permanent injunction, an order for damages or an accounting of profits, or an order for the delivery up or destruction of any offending wares, packages, labels or advertising material, as well as the means to produce them. Similar remedies are available in actions for passing off. As in the case of patents, the issue of damages or accounting of profits is often the subject of a reference after trial.
The owner of a registered trade-mark might choose to bring an application for an interlocutory remedy in connection with the action for infringement, such as an interlocutory injunction, an Anton Piller order or a Mareva injunction, depending on the circumstances. However, with respect to interlocutory injunctions, and in particular the issue of irreparable harm, the Federal Court of Appeal has imposed an onerous burden on trade-mark owners. The Court has held that evidence of confusion will not automatically result in a loss of goodwill, and a loss of goodwill will not automatically establish irreparable harm; irreparable harm must be established by “clear evidence”. As such, an interlocutory injunction in a trade-mark case is now typically difficult to obtain in the Federal Court.

OTHER TRADE-MARK ISSUES

Dilution

DILUTION IS THE GRADUAL WHITTLING AWAY of the distinctiveness of a trade-mark by the use of the mark on unrelated wares or services. The harm that dilution can cause to a famous trade-mark cannot be overestimated:

Though subtle and gradual, dilution harm to a famous trade-mark, an intangible asset of often incalculable value, can be enormous.

Where a registered trade-mark is used by a third party on dissimilar wares or services, the trade-mark owner may not be able to demonstrate a likelihood of confusion. As a result, the trade-mark owner might not be able to succeed in a cause of action for infringement under Section 19 or 20 of the Canadian Trade-marks Act. In the United States, a trade-mark owner may still be protected in these circumstances.

The U.S. Trade-mark Dilution Act of 1995 was recently adopted to protect against the whittling away of the distinctiveness of famous trade-marks. In Canada, there is no equivalent protection. Although Section 22 of the Canadian Trade-marks Act precludes the use of a registered trade-mark in a manner that is likely to “depreciate the value of the goodwill in the mark”, the Federal Court of Appeal has recently made it clear that the doctrine of dilution does not apply. For example, in United Artists Corp. v. Pink Panther Beauty Corp., the owner of the registration for the famous trade-mark Pink Panther (registered for use in association with “phonographic records; motion picture films; film leasing and distribution services; entertainment services by means of motion picture films”) was opposing the registration of the trade-mark by a third party (for use in association with a wide variety of hair care and beauty product supplies, and in the operation of a business related to the distribution of those supplies). The Federal Court of Appeal rejected the opposition, finding that there
would be no likelihood of confusion since the wares of the impugned application were so different from those described in the registration. The Court commented that there should not be an automatic assumption of confusion based solely on the fact that the Pink Panther trade-mark is famous. In concluding, the Court essentially rejected the U.S. doctrine of dilution.

Counterfeit Wares

The owner of a well-known trade-mark in Canada may also have to face the possibility that unauthorized parties may be selling counterfeit wares bearing the trade-mark (also referred to as “knock-offs”). In the case of such goods, the trade-mark owner will not only suffer damages from lost sales, but may also suffer damage to the goodwill associated with the trade-mark, especially if the counterfeit goods are of inferior quality.

In the usual scenario, the party selling or manufacturing the counterfeit goods is difficult to identify and difficult to prosecute. It is common practice for the courts in such cases to issue Anton Piller orders to protect a trade-mark owner in these circumstances, including "John Doe" Anton Piller orders restraining unknown defendants from selling unauthorized merchandise.

It may also be possible for a trade-mark owner to initiate criminal proceedings in respect of counterfeit merchandise. The Canadian Criminal Code contains a number of provisions relating to the use of trade-marks, including inter alia, provisions that make it a criminal offence to forge or falsify a trade-mark, to pass-off wares as and for those ordered or required, to use a description that is false in a material respect regarding the origin, kind or manufacture of the wares or services, or to deface or remove a trade-mark with intent to deceive. If convicted, the counterfeiter could be sentenced to up to two years in prison and would be required to forfeit the goods in question. Depending on the circumstances, the Criminal Code could provide a trade-mark owner with a more cost-effective and expedient method for dealing with counterfeiters.

Trade-mark Rights vs. Domain Name Rights

An emerging issue with respect to the protection of IPRs is how trade-mark rights will affect the registration and use of Internet domain names and web sites. In the United States, the Anticybersquatting Consumer Protection Act has been enacted to grant trade-mark owners a cause of action against “cybersquatters”, individuals who register famous trade-marks or derivatives of famous trade-marks as domain names in the hope of selling those domain names to the trade-mark owner for a profit. At present, there is no comparable legislation in Canada. As a result, a Canadian litigant is relegated to bringing actions against cybersquatters under the traditional heads of trade-mark infringement, passing off, or unfair competition, or to proceeding under the dispute resolution policies.
implemented by the World Intellectual Property Organization (WIPO) or the Canadian Internet Registration Authority (CIRA), discussed below.

By way of a trade-mark infringement action, the Federal Court of Canada has granted interlocutory and interim injunctions to restrain cybersquatters. For example, in Tele-Direct v. Canadian Business Online Inc., the owner of the trade-marks Yellow Pages and Walking Fingers obtained an injunction against the registrant of a web site that used the expression “Canadian Yellow Pages on the Internet” alongside a representation of the Walking Fingers logo. In so holding, the Court commented as follows:

It may perhaps be said that the case before me is already one in which, notwithstanding the peregrinations of the Internet in terms of its seamless borders and its intrusive presence across whole continents, the basic principles of property ownership require continuing protection. In so doing, the current historical doctrines surrounding the concepts of use, of making known, of distinguishing, of acquiring or losing proprietary interests in trade-marks, may require jurisprudential and statutory revision.

Similarly, in Bell ActiMedia Inc. v. Puzo, on application by the owner of the registered trade-marks Yellow Pages and Pages jaunes, the Court granted an interlocutory injunction to restrict the defendant from using the domain name www.lespagesjaunes.com. In this case, the Court was influenced by the fact that the plaintiff’s business generated large annual sales and that the trade-marks had been used for over 50 years. Finally, in other cases, the courts have granted interim injunctions to restrain parties from selling or transferring domain names or web sites until the issue of infringement has been determined by the court.

Disputes relating to domain names and web sites often involve parties located in different countries. As a result, there may be some question as to the correct forum to hear those disputes. In a recent case in the United States, a Canadian company alleged that its trade-marks were being infringed by a Canadian who had registered two domain names with a company in Virginia. Pursuant to a unique provision in the U.S. Anticybersquatting Consumer Protection Act, the Canadian company was able to sue the domain names rather than the individual defendant. The Virginia Court held that it was a more appropriate forum than Canada to hear the dispute, noting that Canada lacked a body of law equivalent to the U.S. anticybersquatting statute. This case is a noteworthy example of how one country may extend its laws in respect of Internet-related disputes to parties located in a different country.

As an alternative to bringing an action for trade-mark infringement, a Canadian trade-mark owner might seek to take advantage of the recently adopted Uniform Domain Name Dispute Resolution Policy (UDRP), as implemented by the Internet Corporation for Assigned Names and Numbers (ICANN). The UDRP provides WIPO with the authority to arbitrate domestic
and international disputes involving cybersquatters. A trade-mark owner first submits a complaint to WIPO, after which time the domain name owner has 20 days to respond. A one- or three-person panel will then rule on the matter. The Canadian Internet Registration Authority (CIRA) is in the process of instituting its own dispute resolution policy similar to ICANN’s UDRP, which would also provide a forum for addressing cybersquatting complaints. It is expected that such a policy will be in place sometime in the near future.

COPYRIGHT

Copyright exists in the expression of ideas, but not the ideas themselves. Copyright law in Canada is a creature of statute and is solely governed by the Copyright Act. There is no common law of copyright, and no person is entitled to copyright other than under the Copyright Act or another Act of Parliament.

The Copyright Act protects two classes of subject matter:

1. original literary, dramatic, musical, or artistic works, and
2. “neighbouring rights.”

In Canada, an application to register copyright in a work is filed with the Canadian Copyright Office (part of CIPO, which is part of Industry Canada). However, unlike applications for patents or trade-marks, an application for copyright does not undergo a substantive examination prior to registration and a copy of the work is not filed with the Copyright Office. Copyright in the work will be registered if the application meets the basic requirements set out in the Act and is accompanied by the prescribed fee.

It should be pointed out that registration under the Act is not a prerequisite to obtaining copyright in Canada. In fact, copyright exists the moment an original literary, dramatic, musical, or artistic work is created. However, registration does confer certain benefits to the registered owner. For example, a certificate of registration creates a presumption that copyright subsists in the work and that the person registered is the owner of the copyright. Furthermore, registration of copyright serves as a constructive notice to third parties that copyright subsists in the work in question.

The author of a copyrighted work is also entitled to the protection of his or her “moral rights” in the work. This includes the right to protect the integrity of the work and the right, where reasonable, to be associated with the work as its author. The Copyright Act provides that the author of a work cannot assign his or her moral rights in the work. However, moral rights can be waived in whole or in part.
INFRINGEMENT OF COPYRIGHT

The owner of a copyright in a work is granted the sole right to produce or reproduce the work or any substantial part thereof in any material form, to perform the work or any substantial part thereof in public or, if the work is unpublished, to publish the work or any substantial part thereof. It is an infringement of copyright for any person to do, without the consent of the owner of the copyright, anything that, by virtue of the Copyright Act, only the owner of the copyright has the right to do.

In order to be successful in a claim for copyright infringement, the plaintiff must prove copying of the work or a substantial part thereof. However, a person need not be the party who did the actual copying of the work in order to be found to have infringed copyright. It is also an infringement to authorize anyone to do that which is the sole right of the copyright owner. In addition, it is an infringement of copyright for any person to sell or rent out, distribute to such an extent as to affect prejudicially the owner of the copyright, distribute, expose or offer for sale or rental, or exhibit in public, possess, or import into Canada any material that the person knows or should have known infringes copyright.

In the case of moral rights, any act or omission that is contrary to the moral rights of the author is an infringement of those moral rights, in the absence of consent by the author. The author’s right to the integrity of a work is infringed if it is distorted, mutilated, or otherwise modified, or used in association with a product, service, cause or institution, to the prejudice of the honour or reputation of the author.

The Copyright Act provides a series of statutory exemptions for activities which would otherwise constitute an infringement of copyright. The Act sets out the various exemptions, which include, inter alia, “fair dealing” for research or private study, criticism or review, or news reporting, and the reproduction of copyrighted works for instruction in an educational institution.

ROLE OF INSTITUTIONS IN CHALLENGING COPYRIGHT

Proceedings for infringement of copyright or moral rights can be brought in the Trial Division of the Federal Court of Canada or the Superior Court of a province. However, unlike actions for patent or trade-mark infringement, proceedings for the infringement of copyright or moral rights can be commenced by way of either action or application. Proceeding by way of application provides a copyright owner with a less expensive and more simplified means for dealing with alleged infringers. There are several other provisions in the Copyright Act that provide a unique means for dealing with infringement, including the possibility of electing for statutory damages and the
possibility of commencing criminal proceedings, both of which are discussed below.

Should a party wish to challenge a copyright registration, the Copyright Act provides that the Federal Court may, on application by the Registrar of Copyrights or by any interested person, order the rectification of the Register of Copyrights. Such an order could include the expungement of any entry made in or remaining on the Register. In addition, an action can again be brought in the Federal Court under Section 32 of the Competition Act where a copyrighted work is being used in contravention of that section. The Federal Court may grant any relief as necessary, including, presumably, expungement of the registration.

**Remedies for Copyright Infringement**

The Copyright Act provides that, where a copyright has been infringed, the owner of the copyright, subject to the Act, is entitled to all remedies by way of injunction, damages, accounts, delivery up and otherwise that may be conferred by law for the infringement of a right. Similar remedies are available where moral rights have been infringed. The Act also provides that where a person is found by the court to infringe, that person may be ordered to pay damages to the copyright owner as well as profits made from the infringement that were not taken into account in calculating the damages. Finally, a copyright owner may be entitled to exemplary or punitive damages, depending on the circumstances.

It is interesting to note that the Copyright Act limits the type of remedies available in some circumstances, for example:

- where copyright has not been registered, an injunction is the only remedy available where the defendant was not aware and had no reasonable grounds to suspect that copyright subsisted in the infringed work;
- an injunction is not available with respect to the construction of a building or other structure, which infringes or would infringe copyright, once construction has commenced (the copyright owner is also not entitled to an order for the demolition of the building or other structure).

Since October 1, 1999, a copyright owner may elect, at any time before final judgment is rendered, to recover, instead of damages and profits, statutory damages for all infringements involved in the proceeding. Such damages could range from $500 to $20,000 per work infringed. However, this amount
may be reduced where the defendant was unaware and had no reasonable grounds to believe he was infringing copyright, or as the court considers just.\textsuperscript{134} In addition to other remedies, the owner of copyright in a work may be entitled to seize all infringing copies of the work as well as all plates\textsuperscript{135} used or intended to be used to produce the infringing copies.\textsuperscript{136} A recent amendment to the Copyright Act provides that a proceeding for the seizure of infringing copies or plates may be brought before judgment.\textsuperscript{137} This provides a copyright owner with a potentially powerful new enforcement mechanism. In fact, it may be preferable for copyright owners to proceed in this manner rather than bringing a motion for an interlocutory injunction, in that the tripartite test for an injunction may not need to be satisfied.\textsuperscript{138} It would appear that all that the copyright owner may need to demonstrate is a \textit{prima facie} case of copyright infringement.\textsuperscript{139}

In addition to civil remedies, the Copyright Act also contains criminal provisions whereby certain activities may be considered summary or indictable offences.\textsuperscript{140} If convicted, the infringer could be subject to fines or imprisonment or both.\textsuperscript{141} In 1998, the Royal Canadian Mounted Police and the Department of Justice published an "Interim Copyright Enforcement Policy" which is presently subject to public consultation. In addition to the criminal provisions of the Copyright Act, the Criminal Code contains provisions which may be used to convict those who infringe a copyright.\textsuperscript{142}

**Canada Has Strong IPR Enforcement Regimes**

In addition to the various causes of action available to an IPR owner to protect his exclusive rights, there are other procedural advantages in Canada that contribute to the overall conclusion that the country has strong IPR enforcement mechanisms in place. Additionally, a review of available judicial statistics suggests that Canadian courts adopt a pro-IPR approach.

**Procedural/Practical Advantages to Enforcing IPRs in Canada**

In 1996, in a survey of patent owners, Canada was selected as the best country in the world in which to litigate a patent.\textsuperscript{143} This was likely due to a combination of substantive and procedural factors that make this country an attractive forum in which to litigate intellectual property rights, including the following:\textsuperscript{144}

- it can be far less expensive to litigate a patent in Canada than in many other jurisdictions, especially the United States;\textsuperscript{145}
- there is relatively broad documentary and oral discovery available to litigants in Canada;\textsuperscript{146}
anti-trust or anti-competitive issues are almost never part of the litigation of a dispute; as a result, a patentee with a strong market position is rarely required to defend its business practices;\(^{147}\)

- there are a variety of legal and equitable remedies available in Canada to a successful plaintiff, including an accounting of profits;\(^{148}\) and

- a successful litigant in Canada is routinely awarded its litigation costs, which can amount to between 30 and 50 percent of its legal fees, and all of its reasonable disbursements.

In addition, it is important to note that, in construing the claims of a patent, the courts in Canada are limited to considering the patent and cannot consider any extrinsic evidence.\(^{149}\) For example, the courts may not consider any submissions made by the patentee during the prosecution of the application. This is in contrast with the situation in the United States, where a patentee is estopped from taking a position with respect to the scope of the claims that is contrary to the one taken during prosecution (known as the doctrine of “file wrapper estoppel”). The fact that the doctrine of file wrapper estoppel does not apply in Canada provides a distinct advantage for patentees if the patent is subsequently litigated.

STATISTICS FROM THE COURTS

The courts and quasi-judicial tribunals referred to above play a key role in defining and protecting IPRs in Canada. In fact, it is the enforcement branch of the IP system which is entrusted with the everyday task of ensuring that the correct balance is achieved between the extent of the protection granted to the IPR holder and the interests of the general public. An analysis of statistics from the courts will help assist in determining the strength of the enforcement mechanisms in place.

Patents

i) Canada\(^{150}\)

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PATENT INFRINGEMENT TRIALS SINCE 1971</strong></td>
</tr>
<tr>
<td><strong>NUMBER OF DECISIONS</strong></td>
</tr>
<tr>
<td>105</td>
</tr>
</tbody>
</table>
The results of patent infringement trials in Canada since 1971 indicate that patentees have been successful in about 60 percent of the cases that went to trial, in that at least one claim of a patent was found to be valid and infringed. With respect to appeals, 35 percent of the appeals brought by patentees were allowed compared to only 17 percent of the appeals brought by defendants. In addition, where an appellate court has overturned a decision of a lower court, it has done so in favour of the patentee in 70 percent of the cases. Overall, a patentee has been successful in 64 percent of the final judgments in actions for infringement brought in Canada since 1971.
In the United States, the results show a similar trend in that the plaintiff in a patent trial has been successful in 56 percent of the cases in the District Courts between 1979 and 1996. With respect to appeals, where a decision of a lower court has been overturned, the appellate court in the United States has ruled in the patentee’s favour 49 percent of the time between 1985 and 1993.

Trade-marks

i) Canada

<table>
<thead>
<tr>
<th>TABLE 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRADE-MARK INFRINGEMENT TRIALS SINCE 1971</td>
</tr>
<tr>
<td>NUMBER OF DECISIONS</td>
</tr>
<tr>
<td>44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>APPEALS FROM TRADE-MARK INFRINGEMENT TRIALS SINCE 1971</td>
</tr>
<tr>
<td>NUMBER OF DECISIONS</td>
</tr>
<tr>
<td>14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUCCESS OF TRADE-MARKS OWNERS IN FINAL JUDGMENTS SINCE 1971</td>
</tr>
<tr>
<td>NUMBER OF DECISIONS</td>
</tr>
<tr>
<td>45</td>
</tr>
</tbody>
</table>

ii) United States

<table>
<thead>
<tr>
<th>TABLE 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRADE-MARK TRIALS IN THE U.S. FEDERAL DISTRICT COURTS FROM 1979 TO 1996</td>
</tr>
<tr>
<td>NUMBER OF DECISIONS</td>
</tr>
<tr>
<td>937</td>
</tr>
</tbody>
</table>
The results of trade-mark infringement actions in Canada reflect the same trend as that found in patent infringement actions, namely that the IPR holder has been successful in the majority of actions instituted since 1971, that is approximately 62 percent of the final judgments. The results from cases heard in the United States show a similar trend, in that the plaintiff in a trade-mark action was successful 67 percent of the time between 1979 and 1996.

Copyright

i) Canada

<table>
<thead>
<tr>
<th>TABLE 10</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COPYRIGHT INFRINGEMENT TRIALS SINCE 1971</strong></td>
</tr>
<tr>
<td><strong>NUMBER OF DECISIONS</strong></td>
</tr>
<tr>
<td>75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 11</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>APPEALS FROM COPYRIGHT INFRINGEMENT TRIALS SINCE 1971</strong></td>
</tr>
<tr>
<td><strong>NUMBER OF DECISIONS</strong></td>
</tr>
<tr>
<td>18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 12</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SUCCESS OF COPYRIGHT OWNERS IN FINAL JUDGMENTS SINCE 1971</strong></td>
</tr>
<tr>
<td><strong>NUMBER OF DECISIONS</strong></td>
</tr>
<tr>
<td>78</td>
</tr>
</tbody>
</table>

ii) United States

<table>
<thead>
<tr>
<th>TABLE 13</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COPYRIGHT TRIALS IN THE U.S. FEDERAL DISTRICT COURTS FROM 1979 TO 1996</strong></td>
</tr>
<tr>
<td><strong>NUMBER OF DECISIONS</strong></td>
</tr>
<tr>
<td>622</td>
</tr>
</tbody>
</table>
Again, in cases of copyright infringement, the IPR holder has been successful in the majority of cases in Canada. Overall, copyright owners have been successful in 69 percent of the final judgments in actions for infringement since 1971. With respect to appeals, 36 percent of the appeals brought by copyright owners have been allowed by the courts, compared to only 14 percent of the appeals brought by defendants.

**Conclusions**

As discussed above, the IP system in Canada is based on the underlying premise that innovation and creativity are positive elements of a strong, competitive Canadian economy and should therefore be fostered and encouraged. Canada has a full range of required statutory and common law provisions for granting various IPRs. However, the exclusive rights provided by the various IP statutes are only as strong as the means by which those rights can be enforced against infringers.

Canada is recognized internationally as a good place to litigate IPRs. As discussed above, this is likely due to a number of substantive and procedural advantages available to IPR holders in this country. In particular, in cases of patent infringement, the fact that the doctrine of *file wrapper estoppel* does not apply in Canada provides a distinct advantage for patentees in this country if the patent is subsequently litigated. In addition, the substantive law applied by enforcement bodies in Canada often favours the IPR holders. In the case of patents, this includes the initial approach taken by the courts toward the construction of a patent, as well as the law relating to the tests for invalidity due to obviousness or anticipation.

The statistics from patent, trade-mark and copyright infringement cases appear to corroborate the proposition that the Canadian system favours the holders of IPRs. In each of the three areas examined, the majority of actions for infringement brought since 1971 have been decided in favour of the IPR holder. The cases brought in the United States demonstrate a similar trend.

Overall, an analysis of the various provisions and enforcement mechanisms in place in Canada and of judicial statistics supports the view that, generally, Canada has a strong IP enforcement system. However, it is apparent that the Canadian system is not as aggressive as that found in other jurisdictions, most notably the United States. For example, the Canadian Patent Office and the Canadian courts do not take as progressive an approach toward patentable subject matter. Furthermore, the courts in this country have rejected a U.S.-style approach to the protection of famous trade-marks against dilution. These are two important examples where the holder of an IPR may be better protected in the United States than in Canada, and two important examples of where the Canadian system could be improved.
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INTRODUCTION: ISSUES IN POLICY ASSESSMENT

WITH THE ADVENT OF THE INTERNET, intellectual property policy has moved to the fore in public debates about new opportunities and threats faced by creators and users of intellectual goods. Clearly, the urgency and volume of the debate have heightened. Yet, in many ways, the abstract problem faced by policy-makers remains much the same as it has been for the last century: how to optimize investment in the creation and exchange of new information so as to maximize productivity growth. The present volume has surveyed a wide range of research addressed, in one way or another, to that question.

Though the Internet and related technology sector innovations have transformed global communications — and thus global relationships — and have challenged fundamental legal notions of jurisdiction and sovereignty, the underlying economic principles that define, constrain and predict economic behaviour remain the same. This continuity of economic laws offers stability even as legal and regulatory institutions must adapt to new technological realities. The good news is that Canadian intellectual property (IP) policy-makers can draw on the economic insights of studies such as those published in this volume as they take decisions in the new technological and regulatory environment. The bad news is that the relationship between policy variables and economic outcomes remains unpredictable, particularly as policy linkages among nations tighten and each country adjusts its policy environment to that of others. And though not news, it bears repeating that IP policy is not, in itself, the most important policy variable in the productivity growth equation.
In evaluating the policy recommendations below, the reader should keep in mind several underlying trade-offs that inform and constrain the debates over IP, as they do many other debates.

**The Trade-off Between Consumers and Producers**

Perhaps the most important of these is the basic division of the social surplus between consumers and producers. In the IP context, this division is complicated by the fact that many producers consume intellectual goods as well as produce them. It is well known that when one monopolist sells to another, the price of the final good is too high relative to the price that a single, vertically integrated monopolist would charge. Beyond the additional deadweight loss imposed on consumers of the final good, this pricing pattern also reduces the aggregate profits that the two monopolists earn. As a result, it is impossible ex ante to divide the expected profits between the parties in a way that provides each with the optimal incentive to create.

Even without conflicting interests among producers, the division of the social surplus between consumers and producers is difficult to measure or even articulate. Consumers are often said to pay higher prices in the short run in exchange for more rapid technological change in the long run. But this is really a misdescription. Since all technological change necessarily reduces the level of real prices (properly measured), the overall objective is to find the lowest real price path (which may well be reflected in higher nominal prices, improperly measured). The inability to measure real prices and the present value of the incremental investment incentive provided by these incrementally higher prices leads to wasteful public debates, as well as artificial political and legal divides between the alleged interests of consumers and producers.

**The Trade-off Between Present and Future Consumers**

A prime example of the inability to measure productivity growth accurately is found in the current debate over pharmaceutical prices. While there is no question that, as a percentage of national output, expenditures on pharmaceuticals are historically high, and rising, this observation says nothing about whether, in real terms, the price of the additional health provided by these pharmaceuticals is high or low. In addition to the supply-side problem of providing the right investment incentives through patent rights, one must also consider the demand side of market equilibrium. The unabated demand for pharmaceuticals, even in the face of rising nominal prices, indicates that, relative to other consumption and investment decisions, additional expenditures on pharmaceuticals provide large private benefits. In other words, health care is a good characterized by a low price elasticity and a high income elasticity. In a
market economy, it is hard to fault producers for charging high prices for goods on which consumers themselves place a high value, given their alternatives.

When the alternatives for consumers include the public domain (generic) health technology previously induced by the same policies currently under fire, available at a fraction of the cost of the current generation of technology, one can only conclude that the real cost of health care is falling over time, albeit at a poorly measured rate. This would mean that productivity is increasing, which is exactly the intended policy outcome.

Moreover, even if the real price of pharmaceuticals could be measured accurately (in terms of their contribution to consumers' health), today's allegedly high nominal prices would presumably attract additional investment that would result in greater competition and/or even greater health improvements in the future, just as yesterday's prices brought today's public domain technology. However, this analytic hypothesis suffers from the inability to measure and test it: there is simply no way to know whether the Canadian economy lies on the optimal price and investment path. Thus, the difficulty of a very real economic trade-off between present and future consumers is exacerbated by the technical deficiency of measurement, which might otherwise inform the current political debate and reassure both present consumers and policy-makers that welfare is maximized over the lifetime of the average consumer.

The Canadian government's recent innovation initiatives have re-oriented Canada's national policy toward investment in new knowledge. In part, this shift implies a re-orientation toward producers of new knowledge. Of course, the ultimate objective is to provide Canadian consumers with a better price path, as described above. But along the transition path, a tilt in IP policy toward Canadian producers over consumers may result in nominal (and even real) price increases. However justifiable and even desirable in the abstract, these two reallocations (from consumers to producers and from present to future consumers) may be difficult to sustain politically, especially when only nominal price levels are calculated and reported.

While the health care sector offers perhaps the most poignant example of both the inability to construct quality-adjusted prices and the political conflict to which that inability contributes, the problem is (so to speak) generic to the basic problem of selecting and sustaining IP policies that raise prices today in the hope of achieving better product quality tomorrow.

**The Trade-offs Among Consumers**

A third reallocation problem facing Canadian policy-makers might be termed the trade-off between consumer types. The question may be stated in this fashion: Holding the total division between IP producers and consumers
constant, are there social and/or legal norms regarding the access to and pricing of intellectual goods that favour one set of policies over another?

Many of the difficulties raised by addressing this question are not caused by the presence of knowledge-based goods or intellectual property per se. However, as such goods increasingly pervade the economy, and as the ability to produce and to consume these goods determines more and more economic welfare, intellectual property policies increasingly abut other policies that reflect even more fundamental objectives of the Canadian society than economic growth. As in the case of real property, the rights of intellectual property owners are likely to be circumscribed, or zoned, in the interests of a (perceived) greater public good. And, as in the case of real property, such restrictions may take the form of reduced contracting and enforcement rights. Alternatively, these restrictions may expand the scope of neighbouring rights.

To make this discussion more concrete: many goods protected by intellectual property are susceptible to price discrimination. Most consumers at most times exhibit a low willingness to pay for most of these goods. In a market economy, sellers use a variety of techniques to identify relatively high-value consumers and charge them higher prices. All of these techniques depend, in one way or another, on restrictions (legal or physical) that prevent one consumer from reselling the good to another, i.e. against pricing arbitrage. Intellectual property policy can facilitate price discrimination indirectly by restricting some circumstances of resale.

Price discrimination has some desirable properties, both privately and socially. In particular, it can extend access to consumers whose willingness (or ability) to pay falls below the (uniform) price charged by a seller who cannot price discriminate. For example, an IP owner might charge less for a pharmaceutical to consumers belonging to a certain age group, or living in a certain region, or having a certain diagnosis, than it does to others. Such a policy takes advantage of the seller’s incentive to maximize his profits and his generally superior knowledge of his prospective customers, relative to (say) a centralized bureaucracy set up to establish the correct price.

By definition, such pricing is unequal. The question is: Is it unfair? The answer to this question is not purely economic. Moreover, even on its own terms, the success of price discrimination depends on the seller’s ability to recognize the consumer’s willingness to pay, and to prevent a low-value consumer from reselling to a high-value consumer. That ability depends, in turn, on policies that give sellers access to personal information, both before and after the transaction, which obviously has important implications for the definition of privacy. These considerations extend far beyond the specific context of access to pharmaceuticals, and beyond patents, to software, to copyright in new digital media, and even to the pricing of trademarked goods.
For present purposes, the point is not to resolve this debate. In the context of intellectual property policy trade-offs, two conclusions follow:

1. There are important trade-offs between consumer groups. Policies that enable sellers to extend access to intellectual goods to low-income and low-value consumers, at low prices, generally allow sellers to charge higher prices to high-value consumers. In economic terms, these contracts are relatively efficient. To the extent that they raise the sellers’ profits, they also increase the incentive to create new intellectual goods. However, uniform pricing usually restricts inefficiently access for low-income consumers. Policy-makers who seek to satisfy oversimplified political demands for equal access must recognize the basic trade-off between equality and access.

2. Policies that promote price discrimination also favour increased seller access to, and control over, consumer purchase and resale decisions. This access-and-control implicates diverse social norms such as consumer privacy and freedom to contract. Depending on the nature of the good, some consumers may favour or oppose restrictions on privacy and contracting, while others will take the opposite stance.

INTERNATIONAL POLITICAL ECONOMY

The trade-offs described above also manifest themselves in Canada’s international trade policy. Rich in physical resources, Canada has lagged in public and private research investments that are thought to provide comparative advantage in a technology-based economy. As a consequence, Canada is a net importer in many technology sectors. For example, — again taking the pharmaceutical sector — Canada has historically focused on acquiring foreign-origin pharmaceuticals at low cost by adopting IP policies (such as compulsory licensing) that favour generic pharmaceutical firms over research-based firms. This policy orientation conforms to basic notions of comparative advantage in international trade, and benefits Canadian consumers. However, it lies at odds with the view that Canada should be able to compete with other nations at the highest technological levels of the new global economy. The reform of Canadian policies dealing with compulsory patent licensing evidences not only the intent to harmonize Canadian laws internationally, but also the intent to choose a new price and investment path, characterized both by higher consumer prices and (one must infer) a faster rate of technological change in Canadian health care. But in spite of this clear regime shift, the mechanics of developing coherent intellectual property policy in the context of other deeply felt domestic and international political concerns remain complex at best.
A second substantial trade-off for Canadian policy-makers lies in the decision to harmonize (or not) Canada’s IP laws with that of its major trading partner, the United States. In part, the decision to harmonize is driven by political, economic and strategic security considerations that transcend even such fundamental national objectives as economic growth. Despite (and partly because of) the norms established under the North American Free Trade Agreement (NAFTA), frictions between the world’s two largest trading partners continue to embroil various sectors. Just as it should be emphasized that harmonization does not intrinsically favour the interests of Canada’s trading partners over its own, it must be recognized that the same transitional considerations that complicate domestic reform may surface in an international trade setting, inextricably linked to other political and economic objectives. The international political calculations that determine the true cost of pursuing a given domestic IP reform go beyond the policy horizon addressed by the authors of studies published in this volume.¹

For convenience, the remaining discussion of policy recommendations follows the structure of the volume, beginning with an overview of the scope of Canadian intellectual property protection.

**Overview: Harmonization of Subject Matter and Other Issues**

In various contexts, beginning with David Vaver’s study, the present volume asks whether IP protection should be extended to historically unprotected technologies, such as software, living organisms, business and surgical methods, and databases. The justification for extending protection in these areas lies not so much in a deliberate policy response as in the evolving legal distinction between an invention (something made by humans) and a discovery (pre-existing in nature). Following its declaration that “anything under the sun made by man” is patentable subject matter, the U.S. Supreme Court has markedly reduced or eliminated most of the traditional subject-matter exemptions.

While the owners of newly created intellectual property rights have welcomed most of the resulting expansion, academics, for various reasons (including their dependence on intellectual property created by the private sector for their own research), have regarded it with some skepticism. Like their colleagues, academic participants at the Conference who are represented in this volume were not especially sanguine about these extensions. Although the reasons expressed vary, and not all of them are economic, the economic grounds may be divided into four general efficiency concerns:²

1. When the Patent Office interprets the Patent Act and rules in a manner that broadens the existing patentable subject matter, the quality
of its examination may initially be quite limited because it lacks prior examining expertise and a database of prior art against which to judge applications [e.g. the United States Patent and Trademark Office (USPTO) and business methods]. In turn, this may open the door to numerous patent challenges based on invalidity.

2. There is already substantial innovation in a new field, hence no obvious need to induce still more rapid innovation (software, databases). Overinvestment in research and development (R&D) is difficult to measure but not difficult to imagine, and it carries with it its own social costs.

3. For many complex technologies, the rights created overlap to such an extent that the proliferation of patents may eventually hinder rather than promote innovation (high technology). This argument is most often framed in terms of transaction costs, but it also raises a coordination problem: there may be no solution to the problem of how to provide optimal incentives to the owners of all the IP that must enter into a given output.

4. The amorphous and (it is sometimes alleged) shrinking role of fair use or fair dealing eliminates many IP transactions that increase social welfare without markedly improving investment incentives (copyright). Again, this argument is presented most often as a transaction costs problem, although certain institutions (such as copyright clearance centres) have developed to mitigate the problem by facilitating small payments for using parts of copyrighted works.

Conference participants sounded cautionary notes along each of these lines in considering whether Canada ought to expand its subject-matter protection. As in many other areas, the realpolitik question regarding the broadening of protectable subject matter is whether Canada would be better off harmonizing with an allegedly bad policy, or attempting to pursue alone a good policy. In the absence of trade pressures from the United States, there appears to be no immediate imperative to expand protectable subject matter or otherwise follow the general U.S. trend toward stronger intellectual property rights (IPRs).

At the same time, Canada's dependence on trade with the United States requires that it monitor the effects of its singular path. These effects were thought to have at least three manifestations. First, there may be sectors of innovative activity that grow more rapidly in the United States than in Canada (particularly in the financial services sector, where business methods were first given patent protection). Second, Canada may end up offering patent protection de facto if not de jure, as clever patent application drafters learn to embody software or business methods claims in ubiquitous and essential computer
hardware patent claims. Since Canada’s copyright law has already recognized the essential equivalence between software and its implementation in hardware, the presumption that such a bright line exists cannot be maintained. Third, the technology itself may force recognition of the choice of subject matter made in the United States. In a networked world, many new business methods must create products and services that are available for sale in any jurisdiction. If, as would be expected, the product of a patented business method could not be imported into the United States, nor (under U.S. law) offered for sale there, the costs of avoiding an infringement claim in the United States for business methods made available over the Internet may render certain inventions substantially less profitable, even if they were otherwise free for use in Canada.

In several areas investigated in the present volume — software and biotechnology (at least for multi-cellular inventions), as well as business and medical treatment methods — Canada may deny patent protection while the United States offers it. From a policy perspective, the current difference between Canadian and U.S. patentable subject matter offers a rare opportunity to conduct a valuable experiment. Given the proximity and similarity of the two economies, and their substantial interdependence, Canada and the United States both stand to gain from a comparison of the incremental effects of U.S. patent protection with respect to new knowledge investment and diffusion. While it is possible that policy differences will exacerbate the flow of research and human capital going from Canada to the United States, it is also conceivable that the absence of patent thickets in Canada will stimulate invention here and lead to higher rates of growth. In the end, this is an empirical question that demands an empirical answer.

**Recommendation 1** — For the time being, Canada should wait before following the United States in expanding patentable subject matter to new areas such as software and business methods. At the same time,

a) the Canadian Intellectual Property Office (CIPO) should monitor efforts to obtain patent protection for excluded subject matter by, for example, comparing the claims allowed in Canada with those allowed for parallel U.S. patents;

b) Industry Canada should undertake specific case studies to determine whether and to what extent the absence of patent protection has facilitated or inhibited the use of an invention in Canada; and

c) it should determine firm-level R&D responses to differences in patentable subject matter between Canada and the United States.
THE ROLE OF INTELLECTUAL PROPERTY INDUSTRIES IN THE CANADIAN ECONOMY

As the study by Charles, McDougall and Tran from Industry Canada makes clear, industries that depend on the creation of new intellectual property constitute a large and growing share of the Canadian economy. The study establishes an important new benchmark for tracking changes in the economic health of these industries. However, it does not quantify the share of total value added that arises specifically from intellectual property in the firm’s production function, nor does it attempt to distinguish Canadian-origin from foreign-origin intellectual property. As a next step, it will be important to determine the form and extent of linkages between these industries and Canada’s international trade pattern, both in goods and in their underlying intellectual property rights.

Canada’s proximity to, and close trading relationship with, the United States afford the opportunity to study easily and in detail the incentives offered to Canadian inventors, who, according to Petr Hanel’s innovation survey, routinely seek patents in the United States. In fact, larger and more frequent patenting firms may patent more in the United States than in Canada. If Canadian inventors are increasing their patenting activity in areas where the United States offers protection but Canada does not, the latter should re-assess its position with respect to new technologies and should be prepared to expand its patentable subject matter. In particular, if the availability of IP protection in the United States, but not in Canada, exacerbates the emigration of skilled inventors from Canada to the United States, the loss of human capital alone should be grounds for reconsidering the existing policy.

**Recommendation 2** – Canada should review retrospectively and monitor future investment by Canadians in the production of goods subject to intellectual property rights in the United States, but not in Canada. These reviews should include cross-sectional comparisons with technologies for which Canada offers similar protection, and temporal measurements of changes in goods and services trade and in the international movement of skilled labour.

FIRMS, INDUSTRIES AND OTHER TECHNOLOGY-SPECIFIC INITIATIVES

Several economic studies, such as that by Manuel Trajtenberg, have underlined the key role played by new information technology in fostering
productivity growth. While evidence presented in this volume (by Rafiquzzaman and Mahmud) shows that Canada is catching up in this area, its productivity growth has not increased to the same extent.

As Canada implements its new research initiatives, it is important that it actively innovates in its policy approach toward intellectual property, and toward productivity growth more generally. Thus, Canada’s uniform stance should not be to await the outcome of U.S. policy experiments and to adopt those that succeed. As part of a conscious decision not to adhere to U.S. standards and to tailor its intellectual property protection to its own strengths, Canada must seriously consider alternative arguments for not offering protection, determine whether this approach would, in fact, lead to greater innovation in the Canadian context, and adopt (and, if necessary, develop) related policies to facilitate growth by diffusion in addition to (or, in some cases, instead of) growth by creation.

For example, if it is true that software patents actually inhibit innovation in the aggregate, then Canada should offer an ideal platform for software development: close to the United States and tightly integrated with that country, but comparatively free of development restrictions. Canada also offers an ideal environment where unprotected inventions, such as business methods, can be transferred for use and adaptation.

Recommendation 3 – Industry Canada should extend policy-related research to selective, active study and promotion of technology fields where substantial innovation exists and where Canada does not offer patent protection. The purpose of this research would be to determine empirically whether Canadian economic objectives are better served by the presence or absence of patent protection in these fields. Particular attention should be paid to ancillary institutions (such as the availability of private financing) and market responses (such as the movement of human capital to and from the United States).

Recent studies have shown that intellectual property rights differentially affect small- and medium-size enterprises as compared to large firms. For example, a patent-free environment may be better suited to start-up firms than to established firms that already have large patent portfolios. Hanel’s study suggests that small- and medium-size firms are systematically less likely to use intellectual property rights to protect innovations, and that the enforcement of these rights may be more costly in their case. At the same time, these firms can be the source of the most innovative products and services: Hanel’s survey shows that firms that introduce a higher fraction of Canada-first innovations are more likely to receive R&D grants than less innovative firms. Of course, there may be a sample selection bias and firm-specific scale economies at work.
that could also explain the data. Nevertheless, there is sufficiently strong evidence of underemployment of IPRs by small firms to anticipate possible gains from policies directed specifically toward increasing small firms’ experience in creating and relying on IPRs (especially patents) to appropriate the returns to their R&D.8

As with all programs that subsidize economic activity (like R&D) with a high option component, the overall objective is not to create more IPRs as such, but to encourage the successful development of private research and licensing programs that foster economic growth. Thus, a concomitant component of a program aimed at encouraging the use of IPRs by small firms should be an ongoing preference for IPRs that have demonstrated a positive economic impact, particularly those that generate licence income from abroad.

In addition to cross-sectional comparisons with similarly situated firms in the United States, time-series comparisons may also offer significant insights into the stage of a firm’s or industry’s growth cycle at which IPRs assume greater importance. Just as economies (like the United States in the 19th century, and Japan and South Korea in the 20th century) mature and shift from a weak to a stronger IP regime, so may sectors of the domestic Canadian economy. In this context, there is a wealth of economic and organizational research available on the successful selection and financing of start-up firms, and the role played by IP in that process. It would be a mistake to think that strengthening or weakening IP policy, in the absence of complementary shifts in patent policy, will fundamentally shift the production and diffusion of new knowledge in the Canadian economy.

**Recommendation 4**

a) Canada’s patent regime should recognize that the fixed cost of learning about and effectively using patents falls disproportionately on small- and medium-sized firms. Policies should aim to reduce the costs to these firms through a combination of (but not limited to) tax credits, training programs and differential pricing of government services, such as for patent prosecution. The regime should reward investments that generate licence income or otherwise demonstrate positive economic impact;

b) simultaneously, Statistics Canada’s innovation survey should be expanded to determine whether the relatively low use of patent rights by small Canadian firms represents an actual source of economic inefficiency in these firms’ research and financing activities; and
c) Statistics Canada’s innovation survey should also seek to determine whether the expanded use of patent rights by Canadian firms would generally increase barriers to entry for small firms.

In addition to Hanel’s general innovation survey, three studies examine the role of IPRs in three high-technology industries: pharmaceuticals, biotechnology and software. While these industries are characterized by substantial R&D investments, they differ in market structure, regulatory oversight, barriers to entry and international trade patterns. Accordingly, the scope for policy intervention differs as well. Balancing the desirable goal of tailoring policies to particular industry contexts are the constraints imposed by Canada’s international trade obligations under NAFTA and the trade-related aspects of intellectual property rights (TRIPs), which generally require that a country’s patent protection regime not discriminate by field of technology. For that reason, intellectual property policy innovations targeted at particular sectors may have to use instruments that are, strictly speaking, outside the scope of intellectual property laws.

**PHARMACEUTICALS**

As Pazderka and Stegemann point out, Canada’s share of the world pharmaceutical market is small, measured either by its consumption or its production. That fact and the great importance placed on pharmaceutical patent protection by the research-based pharmaceutical industry and Canada’s international obligations under NAFTA and TRIPs constrain Canada’s ability to influence the economic research environment through IPR policy intervention.

Pazderka and Stegemann argue that none of the proposed policy interventions they examined — fuller and earlier disclosure of Canadian pharmaceutical patent applications; change in the patent examination deferment period; new grounds for pre- and post-granting patent opposition; and patent term restoration for new drugs to compensate for regulatory delay — would generally serve Canada’s interests, given the relative size of its research-based pharmaceutical industry and the fact that most Canadian pharmaceutical inventors patent first in the United States. While Canada must honour its international commitments, the authors see no point in going beyond them, given the country’s comparative advantage. Indeed, the presence of pharmaceutical price regulation in Canada means that broadening or lengthening patent protection may have even less effect on research incentives than if prices were determined in a purely competitive market.9

In the pharmaceutical industry, the analytical trade-off between the dynamic gains from innovation and the static loss from higher short-term prices is played out every day — with very high stakes — in the ongoing legal battles
between research-based pharmaceutical firms and their generic competitors. Both in Canada and the United States, the laws that regulate generic entry are complex. Research-based firms have developed creative mechanisms for delaying generic entry, such as obtaining multiple sequential patents on a single product, thereby benefiting from mandatory statutory stays after successive allegations of infringement. Generic firms have responded, in part, by either inventing around patents or by successfully challenging them. Under U.S. law, the existence of a 180-day generic marketing exclusivity provision has occasionally resulted in litigation settlements that had the effect of delaying the generic firm’s entry into the market in exchange for a payment from the patentee. This kind of settlement has drawn fire from U.S. competition authorities as a form of restraint of trade.

Since there is no apparent danger of patent duration becoming systematically longer in Canada than in the United States, and since generic firms enter the market at least as effectively in this country, the potential gains from trying to develop innovative policy toward generic entry appear to be limited. This is one area where Canada seems well-positioned to benefit from observing the U.S. struggle to balance the interests of research-based firms, generic firms and consumers.

**Recommendation 5** – At present, there do not appear to be grounds to favour additional protection of pharmaceutical inventions, beyond those required by current domestic and international law.

**Biotechnology**

There are few large biotechnology firms: most are early-stage ventures spun off from or staffed by current employees of university laboratories. A viable business model, at least in the early stages of the industry, has been to use a single promising scientific discovery to raise private capital, then hope to iterate on the discovery-followed-by-new-capital scenario until being bought out by a larger firm with a significant revenue stream from existing products. Unlike major pharmaceutical firms, most biotechnology firms are not capable of bringing a product to market on their own (lacking resources and expertise in clinical trials, marketing and distribution), and many are not even capable of exploiting their initial discovery without significant human capital and IP inputs from firms with complementary assets. Hence, joint ventures and alliances among firms in the same industry are ubiquitous.

A second important difference between IP policy toward biotechnology and toward pharmaceuticals is that the ethical concerns that once restricted the patenting of medicines have been replaced by ethical concerns that restrict the patenting of life. Hearkening back to its pre-reform period, Canada has
adopted a relatively restrictive policy on biotechnology patents by denying patent protection on higher life forms.

A third important difference between traditional pharmaceuticals and biotechnology has been that, while the canonical pharmaceutical product derives from a single patent on an active ingredient, biotechnology inventions potentially require many overlapping IPRs held by others, regardless of the scale of the firm. At the same time, it must be acknowledged that the pharmaceutical landscape is changing as manufacturers increasingly patent, for example, various formulations or polymorphs of the same active ingredients in a drug as well as multiple uses for it. In addition, firms have been known to copyright portions of their drug product monographs.

Similarly, large computer hardware manufacturers obtain annually hundreds of potentially overlapping patents. They have evolved a system of blanket cross-licences to their past and (for up to five years) future patents (accompanied by lump-sum balancing payments based on the relative strength of each firm’s patent portfolio and the size of its royalty base, proxied by current sales), with periodic renegotiation of licence terms.11 Again, the biotechnology sector, with many small start-up firms, few repeat negotiations, and a highly uncertain future revenue stream, does not offer conditions that are favourable to the evolution of such licensing practices.

Despite these obstacles, Lazarus’s study shows that Canadian firms have proved adept at negotiating bilateral alliances and joint ventures. Whether the actual level of such cooperation is optimal, however, is difficult to determine and, in any event, may not be known until the industry moves closer to large scale introduction of final products. At present, most firms are so small, and the impact of their current investments on future product markets is so speculative, that the Competition Bureau would not be justified to restrict horizontal cooperation among them. Moreover, the author sampled firms that have common interests beyond that of overlapping IP rights. There may still be significant resource misallocations whose only manifestation is the current absence of licensing or other form of cooperation. Such vacuums are inherently difficult to identify. Therefore, the absence of challenge from competition authorities and the apparent abundance of deals between firms should not be taken as proof that these firms are not hindered, by licensing- and competition-related concerns, in their efforts to combine IP assets.

An important component of negotiating access to overlapping property rights is to ensure that firms only expend resources to negotiate access to asserted rights that will survive judicial scrutiny. Canada’s Patent Act permits anyone to ask for the re-examination of a patent based, for example, on prior art that was not before the examiner during the examination process.
SOFTWARE

Since 1981, patenting of computer software in the United States has increased substantially as a result of the growth of the information technology (IT) sector and changes in patent policy. In response, U.S. and Japanese IT multinationals embarked on a practice of *patent farming* — consciously increasing their patent holdings to further strategic corporate goals, such as gaining leverage in cross-licensing negotiations. What have been the effects on competition and entry conditions for new entrepreneurs and firms? Is the large-scale acquisition of software patents by IT multinationals truly for defensive rather than offensive purposes? If it is primarily for cross-licensing among peers, what is the consequence for smaller players who are increasingly vulnerable to infringement claims? What is the impact on software innovation in the United States and other countries? These questions have not been addressed satisfactorily in existing studies, mainly because the counterfactual hypothesis — that innovation would occur more rapidly if software patenting were limited — cannot be tested.

In their most recent study of U.S. software patenting, Graham and Mowery (2003) focus on the role of *continuations* — procedural revisions of patent applications that remain out of the public view for long periods and then emerge as *submarines* when the use of the target technology has been established in the market. This strategy rewards the inventor disproportionately, relative to his degree of technical advance, because it induces rivals to sink costs in an infringing technology and then face the burden of switching when the patent surfaces. The authors’ analysis of software patent practices offers evidence of significant costs associated with the use of software patents. Given that U.S. software firms derive a significant fraction of their total profits from sales abroad, software patents may indeed represent a net benefit to the U.S. economy. However, the empirical evidence on the net benefit for software importers is weaker.

Japan’s software patent policy and practices are the most closely aligned with those of the United States. In the European Union, where assessment of a technological innovation has been more rigorous in awarding software patents, there has been much debate over the last year about the desirability of aligning European software patent policy with that of the United States to improve Europe’s competitiveness. Recent news reports indicate that the trans-Atlantic policy rift is closing toward the U.S. approach.

So far, Canada has resisted suggestions to revisit its software patent policy. Several observers of the U.S. patent scene have recommended to Industry Canada not to take that route. Furthermore, there is no explicit demand on the part of the Canadian software industry to change the policy. The general view in the country’s IT sector is that Canada has nothing to gain from emulating...
the U.S. software patent regime. Major holders of software patents will often concede publicly that there is no economic justification for the 20-year term of software patents. On the other hand, important societal benefits could be realized in Canada if the federal and provincial governments were to raise awareness about open-source software options for public administration, education, health services and the voluntary sector. For their part, Canadian software entrepreneurs can externalize much of their development costs to open-source software communities to which their employees participate; they can also bundle open-source software in their product offerings, or establish themselves as value-added distributors and integrators of open-source solutions.

**Recommendation 6** – Industry Canada should seek from the Organisation for Economic Co-operation and Development (OECD) a global assessment of the economic rationale for national software patent protection regimes, their duration and their impact on innovation. There should be a comparative study of the positive externalities associated with open software development and protection models and their impact on innovation.

**PRODUCTIVITY, GROWTH AND TRADE**

Economic growth arises from investment in new knowledge, which produces gains through productivity increases and comparative advantage in international trade. These gains enter the national income accounts as an increase in gross domestic product (GDP) per capita. Economic growth is, literally, the bottom line of intellectual property policy.

As the bottom line, however, economic growth is difficult to manipulate directly without focusing on the *intermediate* lines — the detailed policies that induce individual actors to behave in an efficient fashion. A mandate to increase economic growth begs the question: What causes it? Much of the present volume has been dedicated, directly or indirectly, to precisely that question.

Therefore, studies published in this volume that focus on trade and economic growth are more descriptive or diagnostic in nature — they tell us whether the bottom line, and proxies for it, are improving. They do not, by themselves, generate direct policy prescriptions.

Fortunately, each study published in this section offers some cause for optimism that Canada is heading down the right track. For example, the evidence indicates that strengthening patent protection increases the propensity to patent, and that Canadian patent quality is improving; moreover, increasing the level and quality of patent protection is associated with improvements in productivity growth. With an intermediate level of patent protection relative to its trading partners, Canada has the potential to improve its productivity ranking by tightening its patent laws (particularly through improved enforcement).
These productivity improvements can translate into significant gains in GDP per worker, at least in manufacturing.

However, there are many things about the bottom line that the present collection of studies do not tell us. They do not reveal, for example, whether and by how much programs like the government’s current research initiative (which increases direct government research spending rather than changing policies to induce greater private spending) raise the rate of economic growth, a question that may not be answerable for ten years or more. They do not tell us if any such increase will be permanent or temporary. Perhaps most importantly from a policy perspective, they cannot tell us whether the benefits are worth the costs, i.e. what is the return on the investment?

In the increasingly globalized world of the knowledge-based economy, the implications for international trade of changes in domestic innovation policy are also difficult to determine. The handwriting on the wall is there for all to see: many countries seek answers to the same questions examined in the present volume from Canada’s vantage point. Given stronger institutional and market linkages among countries, the response (particularly in the form of increased research investment) of many countries to these questions will determine the future efficacy of Canadian policy, in a way that extrapolations from past investments cannot. Such competition may potentially result in an inefficient overinvestment in public R&D, or in granting too much IP protection to the private sector. However, given the substantial competing demands on Canada’s public treasury, it is unlikely that Canada’s resource commitment to public and private research will be deemed excessive in the foreseeable future. At the same time, the upside potential from such investments, for both Canadian consumers and producers, remains high.

As the opening discussion of nominal price indexes made clear, the chief policy problem facing those who seek confirmation in the bottom line is that the bottom line is not measured accurately. The data are weak; as Sherlock Holmes observed, analysts cannot make bricks without straw. The cost of inadequate price indexes shows up not only in the GDP, but also in productivity and trade statistics, where the failure to incorporate quality adjustments may understate growth and overstate the trade deficit. At the micro-economic level, forecasts for future industrial and institutional reforms are clouded by the inability to measure the effects of past policy changes. For better or for worse, innovation in the real economy demands innovation in the government economy, here taking the form of improved information for government policy analysts and private sector agents alike.

**Recommendation 7** – In cooperation with Statistics Canada, Industry Canada should develop accurate, quality-adjusted, sector-specific price
indexes to improve the reliability of intertemporal policy decisions, as well as the quality of the policy debate surrounding those decisions.

Some of the best economic work on quality-adjusted prices has been directed at the pharmaceutical sector — a good starting point. Canada, which by some measures leads the world in the aggregate welfare of its citizens, could lead the world in the accurate measurement of changes in that welfare induced by innovation.

In an international trade context, one of the thorniest economic and political problems related to intellectual property is the role played by the so-called grey market, which comprises parallel imports of products that are sold by an intellectual property holder at a relatively low price in one country, then re-exported to another country (where the IP holder may also enjoy protection) to be sold at a higher price, usually in competition with the IP holder or one of its licensees. As the earlier discussion of Canadian resale of pharmaceuticals to the United States suggests, such exports can lead to private retaliation as well as to charges of unfair trading. While international price discrimination is a boon to lower-income countries, its efficacy depends on the ability of the price-discriminating IP holder to prevent resale. To the extent that Canada benefits from international price discrimination, it must be prepared to prevent re-importation from countries where IP holders charge even lower prices. This inconsistency of pricing across countries is not the only difficult policy issue: the legal tolerance of parallel imports varies by type of intellectual property and the degree to which the IP holder’s rights are exhausted by the first sale of the product. Canada must adopt a consistent legal and economic position with respect to parallel imports of knowledge-based products.

Recommendation 8 – In cooperation with the Department of Foreign Affairs and International Trade, Industry Canada should articulate international trade guidelines in respect of parallel imports that
a) meet Canada’s treaty obligations;
b) advance the economic interests of Canadian consumers;
c) demonstrate consistency between standards of import and standards of export; and
d) protect the interests of Canadian producers from trade retaliation.
COPYRIGHT AND INNOVATION

DIGITAL COPYRIGHT

With the exception of protection for databases (discussed below), copyright protection in the last quarter of the 20th century expanded steadily in length, breadth and subject-matter coverage. This de jure expansion has been systematically countered by a de facto increase in the ease of illegal copying. By and large, the expansion of rights did not stem from a coherent policy framework but from fortuitous interaction between new technologies that were themselves copyrightable (or facilitated the creation and reproduction of copyrighted works), and lobbying by copyright holders, content providers and distributors (in part, to control copyright in new technologies and the evolving use of copyrighted works). The tension between new technologies and uses, on one hand, and the efforts to control them, on the other, has produced sharp divisions among interest groups in the knowledge-based economy. Much of the impact of the resulting legal scramble has yet to be seen.

On the supply side, claims about the costs of software and content piracy run in the tens of billions of dollars. While no software or content provider is immune, on the political front most of the organized opposition to piracy exists in the United States. However, the claims made by the victims are suspect, at least if one defines cost as foregone revenue. However illegal it may be, much piracy comprises uses that would not have occurred if the seller had been able to insist on a take-it-or-leave-it offer at the uniform price. Therefore, it is hard to gauge the incremental effect that a reduction in piracy would have on producer incentives. As the political debate makes clear, the social costs of reducing piracy may rival the social benefits in magnitude.

If we divide copyright in the knowledge-based economy into software and content, then Canada appears to be in the following position. First, as a net importer from the United States over the foreseeable future, Canada’s economic interests are unlikely to coincide with those of major U.S. copyright holders. Even if they did, there does not seem to be a political consensus that would permit Canada to tilt the balance in favour of software and content copyright holders. In addition, software requires standards, which create network externalities, and these externalities are at least as important as copyright protection in the incentive calculations of software providers. Those standards — whether based in law, market behaviour or in the technology itself — are likely to be set outside of Canada.

Given the uncertain effects of piracy on supply, and the certain economic and political pressures from its trading partners, Canada would appear to gain nothing, economically, from unilaterally strengthening copyright protection.
However, Canada may gain from investments in the infrastructure with which the existing copyright incentives are implemented. When transaction costs are high, small payments to copyright holders are inefficient. High transaction costs lead to much de minimis piracy, which promote a culture of disrespect for the property rights of copyright holders. In an economy where intellectual property rights are supposed to play an increasingly important role, such a culture ought to be counterproductive.

Canada has implemented some interesting policy innovations to mitigate these effects. For example, it adopted a levy on blank recording media in anticipation of their being used for illegal copying. The proceeds of this levy are transferred to copyright holders as compensation. In exchange for the levy, people may copy music for private use.

There are many contexts (e.g. rides at an amusement park) where the private sector provides perfectly legal all you can eat consumption at a marginal cost of zero, in exchange for a fixed payment up front.

On the demand side, potential efficiency gains to consumers from enhanced price discrimination might be offset (at least in some social welfare calculations17) by a potential transfer of consumer surplus to producers. Moreover, enhanced price discrimination is made possible through improved producer access to consumer buying patterns, which may be politically unacceptable or otherwise require regulation under privacy laws. Finally, the increasingly common monitoring of post-purchase consumption behaviour has, aside from obvious privacy implications, an element of converting copyright users from final consumers to intermediate links in the copyright holder’s production and distribution chain. This phenomenon could redefine the meaning of consumption of copyrighted goods in the knowledge-based economy.

Given the potential efficiency gains from price discrimination, Canada may benefit from investing in both the market infrastructure and the social norms that draw into the economy transactions heretofore excluded by uniform pricing or conducted illegally at a price of zero (piracy). As matters stand, consumers fall into one of two groups: those against whom property rights may be asserted (and who are charged the uniform price), and those who are exempt under the fair-trading exemption (who pay a price of zero). A more nuanced approach to property rights and consumer segmentation would permit broader price discrimination than the current binary form.

DATABASES18

The evidence and analysis marshalled in this volume suggest that the same arguments against rushing to expand the scope of patent protection apply to the enactment of sui generis protection for databases. As in other IP areas, the incremental worldwide effect of the stimulus is likely to be small.
However, some market niches have been dominated by Canadian database producers, either because of Canada’s comparative advantage in the supply of certain information or because of Canadian demand for Canadian content. The competitive advantage of these firms should be monitored closely for evidence that systematic protection might strengthen their competitiveness and encourage similar investments by other Canadian firms. On balance, however, Canada is likely to remain a net importer of database services; as such, database protection is likely to raise costs for Canadian consumers more than it would benefit Canada’s database producers.

With respect to copyright, most works achieve the threshold level of originality, so there are fewer issues here. The one great exception, of course, is the protection of databases. We know that alphabetical telephone listings do not qualify. But since it is a trivial matter for a computer to sort a database by one or more fields, it is hard to argue that any other useful ordering of the data is original to the author, either. Even if it were, this ordering would not protect the database in its electronic form against misappropriation.

Traditional copyright criteria, which do not protect facts but the judgment and skill applied to the selection and arrangement of facts, are perversely unhelpful in the context of databases, which often strive to be both comprehensive (selecting everything in some universe, such as telephone subscribers in a geographic area, and allowing users to exercise judgment in selecting a subset) and intuitive (arranged to conform to user expectations, such as alphabetical ordering, rather than according to an original scheme of the author).

A quasi-intellectual property right — the tort of unfair competition — has been sometimes used in the United States to deal with the misappropriation of another’s investment in factual information. Yet, even then, there is a crucial ambiguity in the exact nature of the tort: does the misappropriator take the fruits of another’s investment, or merely misrepresent those fruits as his own?

Despite the lack of any overarching theory of protection, Canadian and foreign database creators have managed to use a variety of means — technological, contractual and legal — to guard against the kind of wholesale misappropriation and cut-rate imitation that would undermine their investment. As a net importer of database products, Canada seems to have established a workable database protection regime, at least on the supply side.

On the demand side, access to database products sometimes suffers from the inability of database providers to price-discriminate between different types of users and different types of uses. For example, the commercial value of a database may lie largely in its up-to-date provision of information; for many purposes, yesterday’s stock prices are absolutely useless, and command a market price of zero. But for research purposes, access to broad swaths of historical or cross-sectional data may be critical to understanding a phenomenon.
Obviously, the broader the extraction from the database, the more likely it is to substitute for the database as a whole, a fact that makes database owners particularly unwilling to encourage large extractions by reducing per-unit data prices. The result is that there may be considerable deadweight loss from the uniform pricing of database services for all classes of customers.

In keeping with Canada’s broader knowledge dissemination goals, fruitful research remains to be done on the social losses resulting from uniform database pricing. Depending on the outcome of such research, some policy interventions may assist both researchers and database providers in negotiating access to databases on terms that facilitate large-scale research while protecting the creator’s legitimate interest in preventing wholesale duplication.

Finally, many databases possess the attribute that their very existence discourages or eliminates the prospect of substantial competition: there is, for instance, only one multiple listing service for real property in most cities. As in other knowledge-based ventures, the fixed cost of setting up and marketing these databases is paid for by some form of monopoly pricing over time. Unlike intellectual property, however, this monopoly pricing is not temporary. On the contrary, the monopoly power of the database is likely to increase over time, as its very history and comprehensiveness become a barrier to entry. Moreover, because facts are not copyrightable, two databases with the same set of facts are perfect substitutes for one another. In that case, a second entrant faces the prospect of an unprofitable price war and the loss of his fixed investment in duplicating the incumbent’s database. As a result, no entry occurs. Since competition is unlikely, and price regulation is inefficient, other mechanisms may induce entry while reducing long-term pricing distortion.

**Recommendation 9**

a) At the present time, Industry Canada should not create a *sui generis* right to database protection;

b) Industry Canada should study means of ensuring access to commercial databases for research purposes by, for example, acting on behalf of all educational institutions to negotiate rates for non-commercial uses; and

c) when the market for a database is likely to support only one supplier, Canada should consider subsidizing the fixed costs of creating the database. Where it contributes substantial public funds, the Government of Canada should secure royalty-free licences to databases, and use these licences to facilitate access by researchers and others, both to increase the social value of the database and to discipline the seller’s pricing practices.
I N S T I T U T I O N S

S C O P E O F S E R V I C E S

A S P A Q U E T A N D R O Y M A K E C L E A R in their comprehensive discussion of the role of the Canadian Intellectual Property Office (CIPO), there are a number of initiatives that CIPO could examine or undertake immediately. Perhaps most important and sweeping is their recommendation that CIPO rethink its role in the Canadian economy, transforming itself from a passive gatekeeper into an active manager, coordinator and intermediary.

With respect to the specific services that CIPO offers, two concrete recommendations stand out:

Recommendation 10 – CIPO should:

a) as a bilingual national authority, undertake a detailed study of the costs and benefits of becoming an international search authority; and

b) expand from administrative gatekeeper to a partner, leader in demonstrating knowledge management techniques, and intermediary in the dissemination of new knowledge.

I P R E N F O R C E M E N T

O N E O F T H E G R E A T D I F F I C U L T I E S with investing in intellectual property rights is the inability to predict whether and in what circumstances the rights obtained are enforceable. Since the government does not guarantee these rights, they may be successfully challenged by a third party. Moreover, the interval between the time a right is asserted and the time it is adjudicated is so long relative to standard product cycles that vindicating the right is often commercially infeasible.

Intellectual property cases, particularly those involving complex technology, often demand much deeper knowledge of the technology than of the law. Partly for this reason, they are the bane of trial judges. Litigating parties, for their part, are understandably reluctant to place the decision regarding an interlocutory injunction (often the most important part of the case) in the hands of a technically unsophisticated judge. IP trials are usually expensive, time-consuming and tedious. They turn on the irreconcilable opinions of competing experts, which are offered in support of what the notional “person of ordinary skill in the art” would have believed about the state of the art, often at some point in the technologically remote past. Even copyright trials may depend on musical and other experts educating the tribunal as to how one work differs from another.
The difficulty in reaching a quick and just solution leads to still other undesirable behaviour. For example, the prospective challenger of a patent right may accumulate such great liability while waiting for judicial resolution that it risks bankruptcy. This situation does not favour the patentee, however, because securing a judgment against a bankrupt infringer is a pyrrhic victory at best. Both parties face an incentive to settle the litigation on terms that permit the patentee to enforce a potentially invalid patent right, thereby preserving its market position. While the settlement of litigation is generally considered efficient, in this case it can lead to anti-competitive outcomes.

The root cause of these problems is the use of federal trial courts to adjudicate intellectual property disputes. While there are good jurisprudential reasons for allocating IP litigations to federal tribunals, this practice bypasses the wealth of specialized technical and administrative expertise embodied in CIPO.

But the most important reason for reforming the present system is that it takes too long to get from start to finish. Justice delayed truly is justice denied, when the context of the dispute is the technological development of a rapidly changing industry.

In response to decades of calls for improvements in speed and consistency, and more recently to charges of patent infringement as a form of unfair trade, the United States has created two new institutions in an effort to provide additional speed and certainty in intellectual property litigations. On balance, it seems to have taken two steps forward and one back. In the case of U.S. patentees facing allegedly infringing competition from foreign importers, the International Trade Commission (ITC) has been empowered to hear and decide claims of patent infringement, and to issue injunctions that prevent further imports of the accused product if an infringement is found. By law, this process is required to take no more than one year from the time a complaint is filed. Unfortunately, it achieves that laudable objective by placing the accused foreign firm at a distinct tactical disadvantage. Moreover, the ITC does not possess technical expertise and its hearings are conducted before administrative law judges. For that reason, either party to an ITC decision may seek relief in federal trial courts, which are not bound by the ITC’s decision. It can and does happen that the ITC and the federal court reach opposite conclusions as to patent validity and infringement. Needless to say, this state of affairs does not reduce litigation uncertainty — but it does illustrate the perceived need for speed in (some types of) patent litigations.

The U.S. Court of Appeals for the Federal Circuit (CAFC) is a specialized tribunal that hears appeals of all patent cases. Its judges are not technically trained, but they do specialize in intellectual property. The CAFC has had the salutary effect of unifying appellate judicial opinion across the eleven Circuit Courts of Appeals, thereby markedly reducing forum shopping and (arguably)
strengthening the rights of patentees. However, as in Canada, U.S. IP cases are still heard in federal trial courts, which, with a few exceptions, do not provide anything like swift justice by technically-minded judges. Moreover, an appeal to the CAFC (which takes about a year after the trial court has rendered its verdict) results in the trial court’s decision reversal at a disturbingly high rate. Clearly, the United States has not solved the problem of how to provide quick and predictable resolution to intellectual property disputes.

There appears to be no immediate crisis in the enforcement of IP rights in Canada. Indeed, Garland and Want report that, in one survey, Canada was selected as the best country in the world in which to litigate a patent. Nonetheless, Canada has a real opportunity to create a North American trial court to adjudicate intellectual property cases. While located in the judicial branch, this tribunal could draw on the expertise resident in CIPO, with respect to both the technology and the administrative procedures involved in the creation of an IP right. By using streamlined discovery procedures and regulating the use of experts, the court could guarantee a decision within a predetermined interval, giving litigants an important landmark in their planning process. As an ancillary service, the CIPO might offer mediation or arbitration programs, having well-defined templates for predicting the court’s handling of issues like patentability, infringement and damages. Such an expansion of services is consistent with Paquet and Roy’s call for transformation of CIPO into an active intermediary in the knowledge-based economy.

ADDITIONAL REMARKS

The present volume surveys a wide range of theoretical and empirical issues that will inform Canadian policy toward intellectual property and innovation over the coming decade. However, it should be stated explicitly that there are at least five areas linked to Canada’s policies toward intellectual property rights and enforcement that have not been covered. The reader is cautioned to investigate these areas before reaching additional inferences about the role of Canadian policy in the knowledge-based economy.

These five areas are: competition policy; university technology transfer; public funding of private sector research; higher education; and taxes. While it is clearly impossible to draw all the links between the research topics investigated in this volume and these five broad areas, the following remarks are designed to point the reader in the right direction.

COMPETITION POLICY

The important role of competition policy in balancing the property rights granted to IP owners cannot be overstated, especially as the right to
exclude others approaches a market monopoly. Fortunately, Industry Canada had the foresight to commission a study of the relationship between intellectual property and competition policy even before sponsoring the research presented in this volume. *Competition Policy and Intellectual Property Rights in the Knowledge-Based Economy*\textsuperscript{23} surveys such important IP-related competition issues as tying, patent acquisitions, R&D joint ventures, network industries, and international and domestic antitrust enforcement. These issues remain fresh and, indeed, more in need of innovative policy management now than at the volume’s initial launch. The reader of the present volume would do well to consult the earlier research volume as an essential complement.

**University Technology Transfer**

Because a large part of the Canadian government’s research initiative is aimed at university research, no discussion of intellectual property policy toward universities and its impact on productivity would be complete without comprehensive reference to the processes by which university research results in commercial applications. In the United States, a wholesale regime change occurred in 1984 with the Bayh-Dole Act, which assigned to performing universities the patent rights to inventions resulting from federally funded research.

For their part, universities have awakened to the large and growing opportunities for private sector funding that arise from licensing their inventions.\textsuperscript{24} The ability of universities to privately license their research findings obviously presupposes their ownership of inventions developed with federal funds, an intellectual property issue that also implicates other policies toward universities and toward public access to publicly funded inventions.\textsuperscript{25} Public universities have also been called to account for their unusual practice of allowing their employees to profit from the creation and sale of their own intellectual property (e.g. textbooks and, with the advent of the Internet, distance-learning curricula), contrary to private-sector practices of requiring an assignment of rights.

While nearly everyone agrees that facilitating the efficient transfer of technology out of university laboratories is a good thing, some researchers are less sanguine about the incentive effects that the prospect of private-sector funding has on the choice of university research projects. To the extent that university researchers respond to market incentives, they may both improve productivity growth in the short term by generating marketable inventions, and reduce it in the long term by shrinking the pool of fundamental knowledge from which future inventors must draw their commercial applications.\textsuperscript{26} The net effect of these two offsetting trends may not be known for years or even decades.\textsuperscript{27} Encouragingly, Statistics Canada has begun a series of annual or biannual surveys to measure intellectual property commercialization in the Canadian higher education sector, and it has recently entered into a partnership
with the Association of University Technology Managers (AUTM) in an effort to harmonize the measurement of university technology transfers across Canada and the United States.\textsuperscript{28} Data from these surveys should prove valuable to policy-makers working on intellectual property and innovation policy toward universities in Canada over the coming years.

**PUBLIC FUNDING OF PRIVATE SECTOR RESEARCH**

Given the observation that much innovative research comes from small firms (which are more likely to engage in revolutionary innovation that leaps entry barriers than are large incumbent firms), and the claim that small firms holding new knowledge as their main asset may lack access to efficient capital markets, the U.S. National Science Foundation has, for years, targeted small firms with its Small Business Innovation Research (SBIR) Program. Though SBIR has funded a number of successful firms, critics have charged that the rate of return on the government’s investment is low and that the public subsidy crowds out R&D expenditures that the firm would have made anyway.\textsuperscript{29} Nevertheless, policy-makers continue to search for funding mechanisms to prime the private sector pump, in the process using a form of subsidy that does not violate international trade laws while giving national firms a competitive advantage. Canada may have to confront this form of aid to small businesses as a political reality, even if it does not pass rigorous economic scrutiny.

**EDUCATION AND TAXES**

Education and tax policies raise so many other social and legal issues that one cannot meaningfully discuss their relationship to intellectual property policy just in passing. From a strict economic perspective, it must be emphasized that these fundamental and pervasive policies influence, and sometimes determine, the outcome of investments in research and intellectual property, both by individuals and by large R&D-performing organizations. For better or for worse, these policies may have far greater implications for macro-economic patterns of productivity growth and trade than do micro-economic policies related to innovation — even in the context of the new economy.

**ENDNOTES**

1 As an example of how Canada’s intellectual property policies intersect with its health care, competition, international trade and human rights policies in allocating benefits among groups of consumers, consider the following scenario: Canadian pharmaceutical distributors resell pharmaceuticals to U.S. consumers over
the Internet at the substantially lower Canadian price. This practice may infringe a pharmaceutical manufacturer’s U.S. patent, which prohibits importation without consent. The response of the pharmaceutical manufacturer (typically not a Canadian firm, but not necessarily a U.S. firm either) is to refuse to sell to the Canadian distributor. (The manufacturer may cite concerns over the quality of the infringing imports, but because the pharmaceuticals in question are produced either directly by, or under licence from, the manufacturer, these concerns appear to be specious.) Both Canadian consumers and producers are made worse off by the refusal to deal, which may in turn subject the manufacturer to penalties under the Competition Act. Normally, the manufacturer’s second-best alternative would be not to price-discriminate, i.e. to charge the same price in Canada as in the United States, thereby removing the incentive for arbitrage. This response would, of course, make Canadians even worse off. But in this case, Canada’s Patented Medicine Prices Review Board (authorized under the Patent Act) may restrict the prices that can be charged in Canada. While distributors do not appear to violate any Canadian laws by reselling to Americans, the wholesale infringement of U.S. patents runs counter to the spirit, if not the letter, of the intellectual property provisions of NAFTA and of the TRIPs section of the World Trade Organization.

This scenario has been played out recently in Canada, as Canadian consumers attempted to organize a boycott of the U.K. pharmaceutical firm GlaxoSmithKline, which refused to sell pharmaceuticals to Internet distributors that resell to the U.S. market. See, for example, “Canadian drug vendor calls for Glaxo boycott,” Reuters, February 4, 2003.

To these may be added another — albeit legal — objection, the status of which has at least been temporarily clarified under Canadian law: According to the Supreme Court of Canada, the Patent Act does not contemplate the patenting of higher life forms. For the present, this decision places Canada at odds with the large majority of OECD member nations.


One should not understate the empirical difficulties involved in discriminating between these hypotheses. Among other factors, Canada’s dependence on trade with the United States might permit it to free-ride for an extended period of time on U.S. R&D investments. Conversely, a slowdown in U.S. R&D in response to bad patent policy might shift R&D to Canada only slowly and with uncertainty.

Obviously, re-exports of patented technology to the U.S. market remain prohibited. Whether the offer for sale in the United States of a service produced with the assistance of a patented business method infringes the patent remains untested in U.S. courts.

For an exposition of the view that relatively low Canadian pharmaceutical prices are based on Canada’s relatively lower per capita income, rather than on constraints imposed by the Patented Medicine Prices Review Board, see Graham, 2000.
13 The benefits of this strategy have recently been restricted by U.S. policy reforms, which (like elsewhere in the world) limit the term of a patent to 20 years from application, and require automatic publication of patent applications 18 months after the date of filing (unless the inventor promises not to file counterpart applications outside the United States and specifically requests secrecy).
14 For example, Russell McOrmond has made several recommendations to Industry Canada related to the overall negative impact of software patents, suggesting that more economic studies on the topic are required. See http://www.flora.ca/patent2003/software-patent2003.shtml.
15 See, for example, Berndt, Bir, Busch, Frank and Normand (2000), Berndt, Cutler, Frank, Griliches and Newhouse (1998), and Berndt, Cockburn, Cocks, Epstein and Griliches (1997).
16 Trade groups such as the Business Software Alliance, the Recording Industry Association of America, and the Motion Picture Association of America each produce calculations of the alleged losses to their members from copyright infringements.
17 The Competition Bureau calculates total welfare as the sum of consumer surplus and producer surplus, which implies that a transfer from consumers to producers should be welfare-neutral. However, for obvious reasons, the Competition Bureau’s guidelines do not universally reflect political calculations of welfare.
18 An excellent survey of current Canadian law and policy toward databases may be found in a study commissioned by the Department of Canadian Heritage; see Robert Howell, 2002.
19 See Feist Publications, Inc. v. Rural Telephone Service Company, Inc., 449 U.S. 340 (1991); in Canada, a comparable result was reached for the Yellow Pages in TeleDirect (Publication) Inc. v. American Business Information Inc. (1996), 74 C.P.R. (3d) 72 (F.C.T.D.) aff’d (1997), 76 C.P.R. (3d) 296 (F.C.A.). These decisions expressly rejected the so-called “sweat of the brow” doctrine, which justified copyright protection based on the investment required to produce the compilation, rather than the “labour, judgment or skill” exercised in its “selection or arrangement.” Since the utility of most databases rests not in their selection but in their comprehensiveness, many do not qualify under this standard. Recently, the Court of Appeal appears to have opened the door to “sweat of the brow” arguments in CCH Canadian Ltd. v. Law Society of Upper Canada, 2002 F.C.A. 187 (2002) by upholding the copyrightability of header notes for reported legal decisions.
20 Perhaps ironically, databases that are, on some original or creative dimension, incomplete or selected are more likely to qualify for copyright protection than those that strive for comprehensiveness. Thus, a simple telephone directory (which selects the subset of all Canadian citizens who reside in a certain geographic area) is not copyrightable, but other specialized directories (such as a directory that selects the subset of all Canadian citizens who reside in a certain geographic area and have Italian surnames) have been held to exhibit sufficient creativity to merit protection; see Ital-Press Ltd. v. Sicoli, 86 C.P.R. (4th) 129 (F.C.T.D.).
The classic case is *International News Service (INS) v. The Associated Press (AP)*, 248 U.S. 215 (1918), which enjoined (for a short period after initial transmission of the news) INS from copying the AP's so-called "hot news" directly off the news wire, despite its essentially factual nature.

In *INS v. AP*, the majority opinion found that INS had engaged in unfair competition by copying facts initially reported by AP. In a concurring opinion, Justice Holmes held that the source of the wrong lay in INS's representation that its reporting was based on its own efforts, rather than AP's. His remedy merely would have required that INS attribute the source accurately: "The Associated Press reports that...".

In the context of databases, the question is whether a database owner should be able to exclude others from transmitting facts contained in, or analyses derived from, the database without attribution, or whether the prohibition extends to the facts and analyses themselves.


According to the Association of Universities and Colleges of Canada, individuals "who are familiar with both the Canadian and U.S. systems believe that institutions in the United States give a higher priority to IP exploitation than their Canadian counterparts. This is partly because of U.S. legislation requiring that U.S. universities exploit IP resulting from federally funded research...". See ARA Consulting Group Inc., 1998.

For a recent study of university technology transfers and public-private joint ventures, see Darby, Zucker and Wang (2003). See also Zucker, Darby and Armstrong (2001).
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Session I
Intellectual Property in Canada: The Context

Canadian IP Law: Our Choice to Make?

Michael Geist
University of Ottawa and Goodmans LLP

Gilles MacDougall and Professor David Vaver have delivered two excellent studies that raise many interesting issues. I draw two main points from both. First, notwithstanding the presence of several international treaties on the protection of intellectual property (IP), IP laws differ at the national level. Second, there are frequently good reasons for these differences.

Professor Vaver’s starting point is to ask first whether Canada and the United States are truly far apart on their respective IP laws, and second, whether the differences can be bridged. Vaver responds to his own questions with a yes and no, respectively. Yes, Canadian and U.S. IP laws really are far apart, and no, it is unlikely that the differences can be bridged. Although the author is unquestionably correct in his assessment, I would like to suggest that these are actually the wrong questions to ask. Instead, I believe that the question about whether we can bridge our differences in pursuit of a global harmonized standard has been rendered moot. What is occurring now in the field of IP law is not the harmonization of IP law to which Vaver refers, but rather the americanization of IP law.

Unlike harmonization initiatives, the americanization of IP law is not achieved at the negotiating table but instead through the aggressive assertion of jurisdiction. To put a new spin on an old phrase, much like ‘if Mohamed does not come to the mountain, the mountain will come to Mohamed,’ in today’s
world of IP law, if the U.S. approach to IP law is not adopted by foreign jurisdictions, then the United States will bring its laws to those jurisdictions.

Please note that this is not to be viewed as U.S. bashing. In fact, quite to the contrary. The Industry Canada study provides a compelling case for the United States to act in a very rational manner by pursuing a policy that affords maximum IP protection. If Canada enjoyed a $3 billion trade surplus in the copyright industries, I’m sure it too would pursue a policy of extending highly protective IP laws around the globe.

However, as a net importer of copyright, the aggressive U.S. IP policies raise two questions from Canada’s perspective. First, is the U.S. approach well-suited to Canada and thus deserving of adoption as Canadian law? Second, is the current vision of an open Canadian policy discussion, itself premised on our ability to make our own choices in IP law, an outdated vision of IP policymaking in this new digital century?

I would argue that today, we increasingly find that IP policy around the world does indeed emanate from the United States, coming from U.S. courts, from the U.S. Congress and from national legal codes.

Let us begin with the courts and the iCraveTV case, a decision that is likely familiar to a Canadian audience. iCraveTV was a Toronto-based webcaster with no physical presence in the United States. Much like the cable television operators of yesteryear, iCraveTV took freely available television signals and, rather than retransmitting them over a cable system, retransmitted them over the Internet. Within days of launching its service in December 1999, iCraveTV faced lawsuits in both Canada and the United States. While the Canadian lawsuit was slow to develop, a U.S. court issued an injunction prohibiting iCraveTV’s webcasting activities and the service disappeared almost as quickly as it appeared.

In considering the iCraveTV case, the U.S. judge had the following to say about the applicability of Canadian copyright law to the issue:

> Defendants have submitted a declaration of a Canadian law professor…which argues that defendants’ activities are permissible under Canadian law. However, because plaintiffs seek relief under U.S. law for infringements of the U.S. Copyright Act, there is no need for this Court to address any issue of Canadian law.'

The court was telling iCraveTV that while it might have been a Canadian entity operating in Canada seeking to avail itself of Canadian law, for the purposes of a U.S. court, the Canadian connection is irrelevant. It is U.S. law that is applicable. It is U.S. law that would reach up into Canada and find itself applied to a Canadian-based entity.
A similar approach is unfolding in the U.S. Congress with regard to trademarks and domain names. Consider, for example, the Anticybersquatting Consumer Protection Act (ACPA). The ACPA features an in rem jurisdiction provision that has raised considerable controversy. The provision is designed to address those instances where traditional personal jurisdiction cannot be asserted since the foreign party has no ties to the jurisdiction. Rather, the statute grants trademark holders the right to sue the domain name, which is seen as based in the United States since the domain name root server resides there.

The application of the ACPA in rem jurisdiction provision arose in the Canadian context in the case Heathmount A.E. Corp. v. Technodome.com, a dispute over the Technodome.com domain name. Technodome was a Montreal-based company seeking to develop theme parks in both Canada and the United States. It owned trademarks over the name Technodome in both countries. The owner of the technodome.com domain was a small Toronto-based theatre company. Although there was nothing stopping the trademark holder from launching an infringement action in Canada, or a traditional ICANN/UDRP (Internet Corporation for Assigned Names and Numbers/Uniform Domain Name Dispute Resolution) action, it chose instead to launch an ACPA action in Virginia. Since the Toronto theatre company had absolutely no connection to the State of Virginia, the trademark owner was able to invoke the in rem jurisdiction clause by suing the domain name, rather than its owner.

The court considered the propriety of a U.S. court addressing a suit between two Canadian litigants and concluded:

Plaintiff may not be able to assert the same rights in Canada, which lacks a body of law equivalent to the ACPA and whose enforcement of its trademark laws cannot extend into the United States. Defendants suggest that Canadian intellectual property law, drawing upon recent English case law, might view the registration of a trademark-infringing domain name as an actionable trademark violation. This outcome is particularly likely, Defendants argue, in a case like the one at bar, involving both registration and use of the mark. However, Defendants' prediction of what the Canadian courts will do when presented with this issue is necessarily speculative and provides little support for the argument that Canada is a satisfactory alternative forum for this lawsuit.

Once again, we have a U.S. court determining that it is better suited to address a Canadian dispute by applying U.S. law since it is unsure whether Canadian law will provide an effective legal remedy. The supposed inability of Canadian courts to address cybersquatting cases will come as news to litigants in recent cases involving domains such as iTravel.ca or Saskatoonstar.com. In both of these cases, Canadian courts had little trouble applying Canadian trademark law to alleged instances of cybersquatting.
Much like the courts and Congress, the export of U.S. law also comes in codes such as the *Uniform Computer Information Transactions Act* (UCITA), the controversial model code referred to by Professor Vaver in the context of its alteration of traditional copyright protection through the use of contracts. My interest in UCITA is jurisdictional in nature. In particular, its export to other jurisdictions in the form of a provision granting parties the right to choose UCITA law without any tie to a particular jurisdiction. Maryland became the first U.S. state to implement the UCITA provisions into state law. By invoking the UCITA provisions, an Ontario-based software company could conceivably choose the State of Maryland as its governing law and, by doing so, import the UCITA into Canada.

As we consider reforms to the Canadian IP law framework, we must remain mindful of the helpful review of Canada’s place in the global IP law system that Professor Vaver provides, but also acknowledge that IP laws are no longer ours alone to make. Instead, IP laws co-exist in a complex global environment where the applicable law for those residing in Canada may not be Canadian law but rather the law of another jurisdiction, typically the United States. That reality presents us with a double challenge — first, identifying an appropriate IP policy framework for Canada, and second, ensuring that Canadian law and policy are the ones applied in Canada.

**ENDNOTES**

4. Ibid. at p. 2024.
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INTRODUCTION
In his very interesting study written for this conference, Keith Maskus reviews Canadian patent policy in the light of changes in the treatment of IP in the United States and the rest of the world and he makes a series of recommendations concerning its future evolution. In general, I find myself in complete agreement with his suggestions. In this discussion, I will provide some additional context for two of his suggestions, specifically the recommendations against shifting to the recognition of broader claims and toward the U.S. standard on burden of proof in re-examination and litigation. I will also present evidence on the operation of the post-grant challenge system drawn from the U.S. and European experiences. I begin with a brief review of the political economy of IP protection before giving a more detailed comparison of the U.S. and European legal and administrative systems for patent enforcement.

THE POLITICAL ECONOMY OF IP PROTECTION
The central IP problem for most countries today is that IP laws are largely country-based, whereas competition and innovation is global. The implication is that regulation is carried out one level below where it ought to be. In this respect, IP policy is similar to antitrust or competition policy. The Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs) pertaining to patent harmonization is an attempt to deal with the fact that competition in IP policies has something of a prisoner’s dilemma: strengthening IP protection for its own inventors may benefit a single country (because it will attract innovative activity), but if all countries do it, there could be lower social welfare overall (if the strength of protection is greater than what is needed to achieve the optimal level of invention).
At the national level, the benefits and costs of stronger IP protection are conceptually simple: stronger IP rights provide stronger incentives for innovators and increase the potential for local (within country) R&D (research and development) spillovers. Costs take the form of higher prices due to the monopoly power created and the increase in the cost of follow-on innovation, which may reduce local R&D because of increasing transaction and other costs of acquiring prior technology. Choosing an optimal national policy rests on weighing these costs and benefits.

The more difficult problem arises because the very externalities that lead a country to adopt an IP protection policy mean that the effects of the policy do not stop at the national border, nor are countries immune from the repercussions of other countries’ policies. A country with a strong IP policy has increased the global incentive for innovation and the potential for spillovers, while at the same time reducing the relative incentive for innovative activity elsewhere, both by inducing R&D to move within its borders and by raising the cost of follow-on inventions elsewhere.

Of course, the actual size of these cross-border effects varies enormously with a country’s size, capacity for innovation and R&D, education levels, trade position, and even commercial language, with countries conducting business in English being privileged due to the prominence of that language in international patenting and scientific publications. Such factors mean that countries like the United States will be less impacted by developments elsewhere than smaller economies like Canada. The optimal national policy that takes account of international considerations may thus be quite different in various countries. Nevertheless, the collective view expressed in the TRIPs Agreement is that the harmonization of IP protection is desirable.

Although desirable in general, the harmonization of patent laws has proved difficult, mostly for political reasons, and it can sometimes be costly in terms of social welfare, both because of extreme differences among countries in the costs and benefits of IP protection and because harmonization generally proceeds by raising all countries up to the level of the country that has the strongest IP laws.

As an illustration of the difficulty of achieving harmonization, consider the European patent system: for approximately 20 years (since 1978), the European Patent Office (EPO) has offered a one-stop patent application for up to 20 European countries. This provides considerable harmonization across European countries up to the point where a patent holder wishes to enforce his patent. At this point he or she must turn to one of the 20 national court systems for enforcement; there is little harmonization in the litigation process, which varies substantially across countries.

An effort to create a true European Union (EU) patent that could be enforced at the European level failed in March 2002 at the Stockholm Congress,
in spite of near-universal demand for such an instrument on the part of European businesses. The problems appear to lie in the very different national court systems of European countries: creating such a patent requires harmonization of enforcement, which effectively requires extensive changes to national systems of litigation. This type of change is more difficult to achieve than patent harmonization itself. Specifically, negotiations were reported to have broken down because Spain and Portugal, who have very different legal systems, felt that their languages and national traditions were being overlooked.

The tendency for harmonization to raise the level of protection is often observed: once a property right has been granted to a group of voters, it is extremely difficult to take it away, which means that it is far easier politically to strengthen that right in countries where it is weak than to weaken it in countries where it is strong. One example is the European database directive, an extremely strong piece of legislation that the U.S. federal government has been under some pressure to imitate. We have also seen the negative welfare effects that this levelling can have in its consequences for the marketing and sale of generic (lower cost) pharmaceuticals in developing countries when stronger patent protection is introduced.

POST-GRANT CHALLENGES IN THE U.S. AND EUROPEAN PATENT SYSTEMS

VARIOUS AUTHORS HAVE CRITICIZED several recent developments in the operation of the U.S. patent system, mostly on the grounds that these developments have increased the number of patents granted without a commensurate increase in social welfare. Controversies center on the following issues: 1) the expansion of patentable subject matter to include software, business methods, and gene fragments; 2) an apparent shrinking of the size of the inventive step required (especially in some new subject matter areas); 3) inadequate prior art search, again especially in new subject matter areas where there are no prior patents; 4) excessive claims breadth, and failure to supply enough information for someone skilled in the art to reproduce the patentable product or process.

Merges (1999) has argued that an improved post-grant opposition system in the United States, one that would look more like the EPO opposition system, could address some of these concerns. There is no doubt that competitors are often the best placed to supply prior art, especially in areas where there is little available in prior patents. In this section, I review the two systems and present some facts about their operation and outcomes.

Both the U.S. Patent and Trademark Office (USPTO) re-examination system and the EPO opposition system are designed to allow third parties to question the validity of a patent after it has been granted. In the United States, re-examination can be requested at any time during the life of the patent, whereas in the EPO system, the opposition must take place within 9 months of
the patent grant. The actual mean (median) lag between the date of the patent application and the date of the re-examination/opposition request is about 6(3.5) years in the United States and 5.9 (5.5) years in Europe; in the EPO’s case, most of the delay is due to the lag in granting the patent so the distribution is much tighter. The U.S. system is an ex parte administrative proceeding, whereas the EPO system is an adversarial administrative proceeding. This difference probably accounts for most of the real differences between the two systems in take-up and outcomes.

As mentioned, the current U.S. process is initiated by a third party, but the resultant administrative proceeding is ex parte. The requestor’s role is limited to an application for re-examination, as well as the right to receive a notice of the decision, a copy of the patentee’s response, and the right to file a rejoinder to that response. The only admissible evidence is prior patents and publications, and the burden of proof rests on the applicant. A claim or patent can only be overturned if there is a substantial question of patentability. Any questions raised (or which could have been raised) during re-examination cannot be used again in litigation, which is a substantial discouragement to third parties who truly believe a patent is invalid. There are thus significant limitations to the U.S. re-examination system, and as a result it is rarely used, with a total take-up rate roughly equal to 0.3 percent of patents granted.

In contrast, the European opposition system is adversarial, initiated by any third party, usually a competitor. A patent may be challenged on any patentability grounds: novelty, inventive step or industrial application, and there is no limit on the nature of admissible evidence. Patent examiners hear the challenge, and if there is an appeal, it is heard by a panel of administrative judges. The process can be very slow, and occasionally litigation is delayed in order to wait for the outcome of the opposition proceeding. The average length of time until a case is closed is around 2-3 years, compared to 1.6 years for re-examination. The take-up rate is between 4 and 8 percent, with the higher rate characteristic of patents in the biotechnology/pharmaceutical area.

Table 1 summarizes the differences in outcomes between the U.S. re-examination system and the EPO opposition system. A priori, if the systems were the same, we might expect the EPO system to have more favourable outcomes for the patent holder because it is used more often, while the initiator is the firm that does not hold the patent (and presumably, only the most obvious cases are brought in the United States). In spite of this, the outcomes of the two systems are fairly similar. The main difference seems to be that more patents are revoked than are amended in Europe, whereas in the United States, patents are more likely to be confirmed, and least likely to be revoked. Further exploration of the effectiveness of these systems awaits the completion of the Graham, Hall, Harhoff and Mowery (GHHM) 2001 study.
CONCLUSION

IT WOULD BE VERY USEFUL to have a model of the interactions of different IP regimes in different jurisdictions, incorporating the costs and benefits of an IP system and allowing for the migration of R&D in response to the rights offered by a jurisdiction. This would allow us to better assess the global optimality of the array of IP systems currently in use around the world and their interplay.

In setting Canadian patent policy, it is important to consider related events in the United States. There is considerable backlash in various quarters to the apparent subject matter expansion of the past 10-15 years and its consequences on the ability to search prior art. The U.S. Patent Office has responded by requiring an extra layer of examination for business method patents and the U.S. Congress has responded by legislating a specific prior use exception for these patents. It is likely that things will continue to evolve in this area.

A final thought: because it is sometimes difficult to get the genie back into the bottle, it may be advisable to move slowly in expanding and strengthening IP rights.

ENDNOTES


2 For evidence that this factor matters, see Bloom, Griffith and Van Reenen (1998), who show that changes in the relative tax-adjusted prices of R&D across countries induce cross-border movements in R&D spending. On this point, see also Hall and Van Reenen, 2000.

3 Countries currently covered are the 15 EU members plus Cyprus, Liechtenstein, Monaco, Switzerland and Turkey. The protection conferred by European patent applications and patents can also be extended to a number of central and eastern European states.
COMMENTS

4 See James, 2001. Currently, EPO applications may be submitted in one of three languages, English, French or German, and presumably there is also substantial resistance to changing that requirement to be more inclusive.
5 See Maurer and Scotchmer, 1999, for more information on this question.
6 See Lanjouw, 1998, for a discussion of this issue.
7 This section draws extensively on joint work with Stuart Graham, Dietmar Harhoff and David Mowery (see Graham, Hall, Harhoff and Mowery, 2001).
8 See Merges (1999), Hunt (2001), and Heller and Eisenberg (1998), among others. Some of these developments can be traced to recent and not-so-recent court decisions that have been incorporated into patent office practice. See Quillen, 2001.
9 See Graham, Hall, Harhoff and Mowery, 2001, for more information.
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My task is to comment on two econometric studies, by Park and by Gallini, Putnam and Tepperman (GPT), respectively, and on a survey study by Raffquzzaman and Ghosh (RG). The first part of the survey study covers recent empirical studies of IP and it links quite well with the two econometric studies. My discussion focuses on the empirical component of the survey study and the two econometric studies.

The RG study sets the tone for the session. In the view of these authors, there is a need among policy-makers for much more empirical work on the effects of IP rights on innovative and creative activity. It is apparent from these studies, however, that while empirical work on IP rights has come a long way since the early days of regressing patents on things, and things on patents, there are still formidable challenges to overcome in obtaining empirical results that are sufficiently precise and robust for policy purposes.

There are a number of common themes in the three studies on which I am commenting. One is the recognition that empirical work should be grounded in a formal optimizing model. A second is the recognition that disaggregation is essential. A third theme is the recognition of the potential interdependence between decisions to seek various forms of IP protection in various countries and decisions regarding R&D, exports, foreign direct investment and licensing.

IP RIGHTS IN OPTIMIZATION MODELS

Recent empirical work proceeds on the premise that the innovation and diffusion decisions and the decision regarding which IP rights, if any, to rely on are made on the basis of economic self-interest and are conditioned by the strength of IP rights.
As for the role of underlying optimizing models, the RG study cites insights on the relationship between various characteristics of IP rights (especially patents) and innovative behaviour derived from game theory models.

In Professor Park’s study, the profit-maximizing domestic R&D investment decision depends on the stock of R&D and the strength of domestic IP rights. Domestic R&D investment, together with investment in physical capital and the strength of national IP rights, then determines the national rate of growth in labour productivity. The implication of this formulation is that the strength of domestic IP rights influences national productivity both directly and indirectly by influencing domestic R&D investment. The channel of direct influence is not specified. It could be that stronger national IP rights encourage the diffusion of foreign innovations via imports, foreign direct investment or licensing.¹

The GPT study begins with an optimizing model where the number and quality of domestic R&D projects depends on the strength of domestic and foreign IP protection. The study does not test the model. Instead, it tests and accepts the hypothesis that the probability that an invention originating in country i will be patented in country j depends on the strength of IP protection in destination country j. The study leaves the nature of the resulting benefits to the patentee and the nature of the benefits, if any, to the destination country.

**Disaggregation**

It has long been understood that meaningful empirical work on IP rights requires disaggregation. The studies emphasize the number of dimensions over which disaggregation may be appropriate.

Of course, there are different forms of IP. While innovators sometimes have the choice of IP right or combination of IP rights to use, individual IP rights normally apply to different creative or innovative activities. What constitutes a stronger right and the response it evokes vary from right to right.

As both RG and Park emphasize, an IP right is itself a bundle of characteristics. Some characteristics such as the duration or term of the right are readily measurable and the consequences of changing them have been much studied. Other characteristics such as patent breadth are, as RG note, open to a variety of interpretations. The consequences of increased breadth depend on the other characteristics of the right (priority rule, disclosure requirement) and we are less sure about the behavioural consequences of changing them. While there appears to be a rough consensus on the directional effect on the strength of an IP right of changes in most of the characteristics of the right, there is much less agreement on the weights of these characteristics. As a consequence, when a reform package weakens an IP right in some respects and strengthens it in others, there may be some dispute as to its net effect. GPT provide an example of this (repeal of compulsory licensing with a reduction in the novelty requirement).
Indeed, the Park, RG and GPT studies disagree about the net effect of the 1989 patent reforms in Canada, with Park and RG saying that they were pro-patent and GPT remaining agnostic.

While the construction of summary indexes of the strength of national IP protection is problematic, the exercise is nevertheless instructive. It forces us to think about the many possible dimensions of an IP right. The discussion of the construction of such indexes is one of the most useful features of Park’s study.

The strength of national IP rights may depend on the quality of national legal institutions as well as on the characteristics of the rights themselves. It is well understood that the marginal effects of stronger IP rights can differ from country to country. The implication is that the characteristics of the ideal IP right or set of IP rights, viewed either from a national or a global perspective, can differ from country to country as well.

As RG note, innovation takes many forms and IP is used for different purposes in different industries. For example, in some industries there would be little innovation without IP protection. In others, the IP right is merely an added bonus. In still others, it may be completely irrelevant. It has been understood at least since the work of Nordhaus (1969) that the characteristics of the ideal IP right, or indeed the ideal set of IP rights, vary from industry to industry.

Both econometric studies recognize the need to disaggregate. Professor Park disaggregates both by type of IP right and by industry. GPT disaggregate by industry. GPT find that the propensity of foreigner patentees to patent in Canada is highest in the two-digit manufacturing industries where, in their view, Canada is strongest. This may imply either that Canada poses a greater threat of imitation or offers greater potential for ongoing collaboration, or both, in these industries. Their disaggregated analysis also leads them to recognize that the observed relationship between the propensity of foreigners to patent in a country and the strength of its patent right may be at least partly spurious. For example, the patent-intensive industries of a destination country with a stronger patent right may be larger and/or more successful or be more closely matched with source-country industries.

The aggregate analysis of IP rights can be misleading. The Park and GPT studies illustrate the potential pitfalls of using countries or two-digit industries as sample observations. RG find that the results of a theoretical analysis of IP rights are highly contextual. Empirical analysts should take heed. There is much to be said for the analysis of specific characteristics of individual IP rights within the context of a specific national legal and economic environment. While there is always a place for statistical analysis of big databases, inter-country or inter-industry cross-section data are unlikely to yield parameter estimates that are stable when disaggregated into smaller cross-sections.
JOINT DEPENDENCE

The strength of IP rights may both determine and be determined by economic conditions. Park notes that countries in the earlier stages of economic development tend to have weaker IP rights. Countries with strong and enforceable property rights in general may also have stronger IP rights. The strength of national IP rights may also depend on a country’s industrial composition. International differences in productivity growth may, in turn, be a function of the stage of economic development, the general strength of property rights and industry mix. The implication is that there is a danger in attributing productivity growth to strong IP rights when it is due, at least in part, to other national characteristics.

The decision by an innovating firm to seek IP protection may be made jointly with other investment and marketing decisions. GPT note that the decision to seek patent protection in a foreign country may both determine and be determined by the value of exports to that country. This joint dependence could extend to other decisions. The decision to seek IP protection in a foreign country could determine and be determined by the extent of foreign direct investment or licensing in that country. GPT reject the hypothesis of joint dependence between the propensity to patent and trade in the context of their model but the conceptual possibility remains.

CONCLUSION

Park’s study explores two links between the strength of national IP protection and national productivity growth. The first link is through domestic R&D. Park finds that countries with stronger IP rights are more R&D-intensive. This finding is not supported by the time-series results surveyed by RG. These authors conclude that, within individual countries, increases in the strength of IP rights are not accompanied by increases in R&D or, more broadly, innovative activity.

The second link explored by Park is said to be direct. The nature of the direct link is not specified but it may involve increased access to foreign technology. Whatever the channel through which the direct linkage operates, Park finds that it has no effect on aggregate productivity growth. It does have an effect on industry-level productivity growth, but it is not clear what this means. It could mean that countries with strong IP protection have more of the industries with the fastest productivity growth, or that productivity growth in a given industry is faster in countries with stronger IP rights.

The GPT study explores the effect of stronger patent rights in destination countries on the propensity of foreigners to patent in those countries. The study finds that stronger patent rights in destination countries do attract more foreign patentees. The consequences of this are not explored. The study hints that this might result in increased international technology transfer but it could conceivably result in less.
The RG study surveys existing empirical work on IP and calls for more. My impression after reading these studies and some of the studies they cite is that more insight might be gained from case studies properly grounded in theory than from cross-sectional econometric studies.

ENDNOTE

1. The direct effect of the strength of domestic IP rights could also be negative, implying that while stronger national IP protection stimulates domestic R&D, it also restricts diffusion.
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I will consider the three studies presented in this session in turn. Graham and Mowery’s (GM) Intellectual Property Protection in the U.S. Software Industry provides a crisp history of the development of the U.S. software industry and the evolution of IP rights for software since 1945. In this study, the authors make the important point that the evolution of the industry can itself affect IP policy, suggesting that the latter is endogenous. An implication of this point is that studies such as Walter Park’s Do Intellectual Property Rights Stimulate R&D and Productivity Growth?, presented at this conference, that show a relationship between the strength of IP protection and productivity growth cannot be interpreted as showing causality running from the former to the
latter if innovation-led growth might actually induce nations to strengthen their IP policies (or if some other variable drives productivity growth and IP policy).

GM’s study also quantitatively documents, for the first time, a shift among software producers from the use of copyright to the use of patents to protect software. While GM suggest that such a shift may strengthen markets for software technology, I think that is not apparent. Although it is true that patents are better at preventing ‘inventing around’ than copyright, and thus may offer better protection for licensing, patenting may also give rise to transaction costs that can act as a break on market exchange.

GM show rapid growth in software patenting as a percentage of all U.S. patents through 1997 in the 11 software-related IPC (International Patent Classification) classes that they examine. The patenting activity in these classes grew from 1.55 percent of all U.S. patents in 1984 to 3.85 percent in 1997 — which is impressive in light of the fact that annual patents issued almost doubled during the same period. They also find that large software firms’ patent propensity (patents divided by R&D) and share of software patents has grown through the same period. While posing the question of why this may be the case, the study does not provide an explanation for this growing prominence in large-firm software patenting.

Despite the rapid growth in patenting by software firms, large software firms in particular, we need to recognize a point that the study does not underscore sufficiently. The share of software patents represented by the 100 largest packaged software firms is small — 3.25 percent of software patents in 1997, and only 0.7 percent in 1996 if Microsoft is dropped. It is actually electronics firms, and particularly IBM, who are patenting the most in the 11 IPC categories examined by GM. And these 11 categories do not even include embedded software where one would expect electronics firms to dominate all the more. IBM alone accounted for 25 percent of software patents in these 11 categories, and major electronics firms together accounted for almost 50 percent. The study shows that while specialized packaged software firms have grown the fastest, they were late to the game, especially compared to IBM. These figures suggest an explanation for the growing prominence of large software firm patenting noted above, namely that it may reflect a defence against the attempts of large electronics firms to garner a greater share of rents from software.

GM also address the issue of the quality of software patents. One of the most vexing issues linked to software patents is the location of prior art. The problem is that prior art in software is often not documented in any publicly accessible form, either in earlier patents or in the literature. The question is whether the issue of the location of prior art — and its impact on patent quality — will be an enduring problem or a transitional one that will diminish once the U.S. Patent and Trademark Office gains more experience with software patents, and the cumulative record of previously patented software innovations grows. In the absence of an
explicit attempt to build a library of software art extending well beyond patented software, I suspect the problem will endure, and could perhaps be best remedied, as suggested in Mowery’s presentation of the study, by the creation of a post-grant opposition process. I suspect that software patents will yield an insufficient record of past innovation once one recognizes that not even half of all product innovations in the manufacturing sector are patented — and not even 40 percent of innovations in the computer industry, and far fewer process innovations (Cohen, Nelson and Walsh, 2000).

GM try to assess trends in the quality of software patents by examining the two-year forward citations to the patents of the top 100 software firms relative to the citations to all software patents in the 11 categories examined. They claim that this measure reflects, if anything, a slight uptrend. The trouble with such a measure, however (as noted by the authors), is that it does not reflect the quality of software patents as a whole. It only looks at the citations to the top firms’ patents relative to the citations to all software patents in the categories examined. However, there is a more fundamental problem with a citation-based measure of quality for a newly patentable subject matter such as software. During an adjustment period when firms are just learning how to patent, one would normally expect citations to increase as applicants become more adept at searching for prior art. Nonetheless, how could we explain the modest uptrend observed by the authors? One possibility is that firms may simply pay more attention to the past patents of larger firms — especially in light of the greater ability of these firms to sue.

As highlighted in GM’s study, the patentability of software has been controversial and the logical question is whether software poses unique challenges as patentable subject matter. Software features include dispersed development and use, modularity, cumulativeness, rapid change, the difficulty of locating prior art and the availability of other legal protection, namely copyright. While all these features have social welfare implications for the application of patent policy to software, it is not clear that software is different in kind from other patentable subject matter, though it may be different in the degree to which some of these features apply. In the end, the controversy surrounding the patenting of software, particularly the recent court affirmations of the patentability of software-enabled business methods, is that it comes closest to the patenting of disembodied ideas rather than either things or the way things might work.

Maurer’s study, entitled Across Two Worlds: Database Protection in the United States and Europe, considers the recent European Union (EU) directive to provide sui generis protection to database owners. The study provides useful taxonomies for different types of databases and providers (e.g. portals, gatherers and refiners). It also constructs the first systematic dataset on the subject, organizing databases by type and provider. A key question posed by the study is why is such sui generis protection needed, particularly in light of the numerous
existing alternative legal, technical and strategic mechanisms offering protection to databases? The impetus behind the directive is not clear. One rationale reported by the study is that government database budgets are politically un-supportable in the long run. However, this premise is tenuous and applies differentially across the OECD (Organisation for Economic Co-operation and Development). The key question posed by the study is: How will the directive impact the development and use of databases?

The study considers whether the directive has affected incentives to create new databases, which presumably is a key policy rationale for IP protection. The anecdotal evidence apparently suggests little or no effect — only the addition of an extra layer of protection. The study shows that the number of new European providers experienced only a one-year spike. The data marshalled by the study surely makes one wonder why we do not see more of an effect. One also wonders if there is a parallel with patents here, particularly in the light of findings by others that patents effectively protect inventions in only a small number of industries, while firms apparently rely more heavily on other mechanisms such as lead-time advantage, complementary manufacturing or marketing capabilities and secrecy. Perhaps in the numerous industries where patents are not central to the appropriability strategies of firms, they too may only represent an extra layer of protection.

Maurer considers the case against database protection, focusing especially on the prospects for distortions due to excessive monopolization (excessive charges leading to underuse) and interference with data aggregation, which affects a broad range of uses that are of particular interest to the scientific research community. While some evidence is offered to support both charges, it remains incomplete (which is unsurprising given the recent advent of database protection), though no more so than the evidence offered on behalf of such protection to begin with. The author has provided a wealth of well organized information on databases and their providers. To consider the welfare implications of database protection more fully, we also need a systematic evaluation of the impact of the directive on the use of databases in Europe. However, such data will be difficult to collect.

Maurer suggests that there is little reason for Canada and the United States to follow the European lead on database protection. I would agree. Rather, with little apparent cost, they can exploit the current European experiment in sui generis database protection by monitoring its impact on the generation and use of databases.

Lazarus’ study, entitled On the Role of Patenting in Innovation for the Biotechnology Industry in Canada, considers the straightforward though challenging question of whether patents stimulate innovation in biotechnology. In the empirical economics literature, there is no answer to this question for any industry, no less for the manufacturing sector as a whole. Indeed, the prior work of Scherer, Herstein, Dreyfous, Whitney, Bachmann, Pesek, Scott, Kelly and Galvin (1959),
Mansfield (1986) and Levin, Klevorick, Nelson and Winter (1987), along with recent findings of Cohen, Nelson and Walsh (2000), certainly provides a basis for skepticism. This work has found that in a preponderance of manufacturing industries, patents are not very effective for protecting inventions. Rather, firms tend to use other means to protect their inventions, including secrecy, lead-time advantage, and the exploitation of complementary marketing and manufacturing capabilities. However, the drug industry is a notable and robust exception to this finding. Patents are apparently effective in protecting the licensing and commercialization of innovations in the drug industry. While these prior findings suggest that patents are relatively ineffective, they do not show that patents do not stimulate innovation.

Lazarus’ selection of biotechnology for examining the impact of patents on innovation offers both a disadvantage and an advantage. As noted above, the drug industry, including biotechnology, is unique because patents work relatively well in that industry. As a consequence, any results from biotechnology cannot be generalized. On the other hand, if patents do not stimulate innovation there, then where? Thus, biotechnology can provide a possible ‘existence statement’ for the impact of patents on innovation.

Lazarus’ basic argument is that R&D and patenting are mutually determined, contrary to other models. It is simple to see that R&D generates inventions that are patented. Lazarus argues that, at least in biotechnology, patents allow firms, particularly small ones, to raise the capital necessary to finance their R&D. Thus, R&D and patents should be conceived as mutually determined. While I would agree with that broad suggestion, I would generalize Lazarus’ argument on the basis of the literature. As for the causal link running from patents to R&D, if patents increase the appropriability of profits from invention, they should indeed stimulate R&D. In circumstances where patents increase such appropriability, they can also be used to secure capital, but that is not the key to the story. The important question is whether patents effectively increase the appropriability of rents from protected inventions. Thus, I am suggesting a simultaneous system where R&D and patenting are jointly determined, and the key is the contribution of patents to appropriability.

Lazarus’ empirical results are rather mixed. Some are also subject to alternative interpretations. For example, in one specification, he finds that patent applications increase with R&D per employee. Rather than reflecting an effect of patenting on R&D, a modest reformulation of the result suggests that it is equivalent to the stylized fact of Scherer and others about decreasing average patent productivity (patents per R&D dollar) with firm size (employees). While some have interpreted this result as suggesting that smaller firms are more innovative than larger ones, it more likely reflects an appropriability advantage of large size in most industries (Cohen and Klepper, 1996). Some of Lazarus’ results are also interesting and sensible. For example, he finds that alliances substitute
for R&D, at least among large, publicly traded firms. I believe this. However, does Lazarus answer the main question, namely whether patents stimulate innovation in biotechnology? Alas, not. But, I would encourage a continuation of these efforts. They are on the right track.
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**Session V**

*Intellectual Property in Practice*

Ajay Agrawal
University of Toronto

The following remarks were prepared for the International Conference on Intellectual Property and Innovation in the Knowledge-Based Economy, held May 23-24, 2001 in Toronto, Canada. A version of the remarks was presented as part of a panel discussion entitled *Intellectual Property in Practice*, chaired by Maureen Dougan, Chief Operating Officer of the Canadian Intellectual Property Office (CIPO). The author of these remarks was the discussant of two studies: Current Intellectual Property Protection Practices of Manufacturing Firms in Canada by
Petr Hanel, of the University of Sherbrooke, and Managing Intellectual Property Rights from Public Research by Bénédicte Callan and Mario Cervantes, of the OECD. These studies are both interesting and provoke serious thought on a variety of issues concerning the use of IP. At the same time, they differ in terms of the questions they consider and the style of research they present. The objective of the former study is to test a series of hypotheses about the relationship between the characteristics of firms and their propensity to innovate and to use IP. The objective of the latter is to describe variations in IP policy at the institutional and national level and discuss ways in which these may result in variations in the propensity to commercialize. The first study focuses on Canadian manufacturing firms while the second focuses on OECD countries.

The authors use quite different sources of information and analytical techniques to address their respective objectives. Hanel uses data from Statistics Canada’s Survey of Innovation (1999) to test two sets of models. First, he tests an innovation model which uses a logit specification to predict whether a firm innovates as a function of its size, competitive conditions, reputation, R&D, government support, sector, and home province. The sample size (weighted N) is 8,509 firms. He finds no relationship between the likelihood that a firm will innovate and its size. However, he does find statistically significant relationships for the other dimensions. In summary, he reports that firms are more likely to innovate if: 1) they are in the core sector (technology-oriented), 2) they conduct R&D, 3) they use government assistance (e.g. R&D grants, R&D tax credits, etc.), 4) they develop new markets for their products (inside Canada and outside), and 5) they protect their IP through patents, trade-marks or trade secrets.

Next, Hanel tests an IP model based on a series of logit specifications to predict the use of IP rights. With data from the same sample, he shows that firms are more likely to use IP rights if: 1) they are large (more than 500 employees), 2) they perform R&D, 3) they have introduced world-first innovations, and 4) they are the beneficiaries of government financial assistance. In addition, the author reports that firms are more likely to use patents if they introduce product innovations, but to use secrecy, confidentiality and trademarks if they introduce a combination of product and process innovations.

Callan and Cervantes’ study takes the form of a descriptive essay that does not include an empirical analysis, and thus does not utilize quantitative data. Rather, the authors present a general overview of important issues concerning IP rights across OECD countries that specifically affect public research organizations (PROs) and may influence their incentive or ability to commercialize their research. In particular, they review the following: 1) significant changes in IP rights over the past three decades, 2) challenges faced by PROs as they move toward more aggressive commercialization strategies, 3) emerging best practices at both the national and institutional level for commercializing public IP, and 4) evaluation methods for measuring the success of IP commercialization strategies.
The authors identify several interesting trends in IP rights across OECD countries and draw some conclusions regarding the role of public policy in this area. Perhaps the most striking observation is the degree to which IP rights have harmonized and continue to do so. However, the authors note a significant variance across countries in national guidelines about title to publicly funded research results. They believe that central governments have a very important role to play in setting clear guidelines in this area. They suggest that central governments can provide incentives (and assistance) for the formation of technology licensing and transfer offices associated with PROs, since this is a long-term investment that may generate local spillovers.

At the institutional level, Callan and Cervantes argue that PROs must move from passive IP administration to strategic IP management in order to fully exploit the output of public research, but they are cautious to include caveats regarding the respect for the open scientific process and sensitivity toward potential conflicts of interests. Finally, the authors suggest that there may be a role for central governments to assist with the collection of data and the dissemination of best practices in parallel with organizations such as the Association of University Technology Managers.

It is clear from the brief summaries above that these are two very different studies, although they address issues related to the same general topic: intellectual property. Given this commonality at a very general level, the remainder of these remarks addresses common threads that run through both studies. Commonalities are found on five conceptual fronts: 1) performance optimization, 2) learning/bounded rationality issues, 3) efficiency impediments, 4) assumption caveats, and 5) policy implications.

Performance optimization issues ultimately motivate both studies. Hanel’s study examines manufacturing firms that are assumed to be profit maximizers. Callan and Cervantes’ study examines OECD countries and PROs. Countries are assumed to be welfare maximizers. PROs are, theoretically, more complex since their objective functions include multiple optimization parameters — research productivity, education, and arguably revenue in some cases. How is innovation specified in these objective functions? How are IP rights specified in these objective functions? Both studies offer valuable contributions to improve our understanding of these issues at the levels of the firm, the PRO and the central government.

In much of the economics literature, optimization refers to efficiency gains from sophisticated fine tuning. However, both studies suggest that this is not true in the case of IP rights. Instead, they indicate that firms, PROs, and governments are still very much learning how to effectively use IP rights such that, in most cases, first-order gains are possible simply by learning how to use IP. Hanel states that to innovate successfully, firms must not only learn how to conduct R&D, they also have to learn to use IP rights efficiently and combine them with other appropriation strategies. Similarly, Callan and
Cervantes state that the Association of University Technology Managers and the Association of European Science and Technology Transfer Professionals offer platforms for public research institutions to share best practices. The studies suggest that firms and governments may be greatly rewarded from strategies and policies that simply increase the rate of learning about mechanisms, costs and benefits associated with IP rights.

In addition to learning, both studies discuss efficiency impediments that limit the optimization potential. At the government level, the trend toward harmonization increases potential gains due to lower transaction costs associated with international trade, especially in some industries and countries. However, countries have different initial endowments and thus common policies benefit them to varying degrees such that the trend may, in some cases, reduce the overall optimization potential. At the PRO level, organizations face the difficult task of optimizing multiple objective functions that often conflict with each other. The temporary monopoly awarded to patent holders that is the basis of IP economics is in direct conflict with the notion of open communication that is the cornerstone of the scientific community.

At the firm level, some types of firms use IP rights more than others. This may be partly due to the limited nature of IP protection mechanisms. For example, patents are considered a rather blunt IP protection mechanism due to its one size fits all nature. Also, the product lifecycle of software is very short relative to the time required for patent examination and many software innovations are long obsolete before the 20-year patent protection period expires. Thus, very substantial efficiency gains remain possible from policy development in this area.

A few basic assumptions implied in these studies may be overlooked by the reader, but may have a significant impact on the analysis of central questions. Foremost is the assumption regarding incentives to innovate. The primary reasoning behind patents is that they offer a temporary monopoly to inventors that gives them with the incentive necessary to innovate. At the same time, it is recognized that such monopolies may have negative effects on overall welfare by stifling further innovation. This is why those monopolies are only temporary. However, is it true that inventors need the incentives from monopoly protection in order to innovate? Certainly, in the case of PROs studied by Callan and Cervantes, there is a long history of productive scientific research without such incentives. Of course, they focus on the commercialization of publicly funded inventions. While previous work has suggested that IP rights increased the propensity of PROs to patent in the United States, no conclusive evidence that IP rights increase the likelihood of successful commercialization has been published. So, this assumption must be viewed with caution.

The second assumption is that there is indeed a conflict between commercialization objectives (patenting) and scientific objectives (publishing), especially in the context of PROs. To the contrary, Agrawal and Henderson
A group of engineering professors at MIT over a 15-year period and find no evidence of a trade-off between patenting and publishing. This study does not present conclusive evidence, but does raise uncertainty regarding this controversial trade-off. Third, the assumption that stronger IP regimes stifle diffusion must be tempered by the consideration that a common alternative, particularly for private sector science, is secrecy. Although patented inventions receive a temporary monopoly, they are published such that their ideas are made available in the public domain. Policy debates will benefit from a questioning of these assumptions.

Finally, both of these studies inspire a number of policy questions regarding IP rights. Hanel examines the variation across firms in their propensity to innovate and their propensity to use various IP instruments, and he studies this variation as a function of characteristics of the firm and its environment. Important policy questions that are motivated by this work include: Why do some Canadian firms have a higher propensity to use IP than others? How do policy instruments influence this variation? Is the current distribution of IP use optimal from the perspective of the firm? Is it optimal from the perspective of society?

Callan and Cervantes report on variations in IP policies across OECD countries that affect PROs. This work motivates a number of interesting questions such as: Why might we observe variance in IP policies for publicly funded research across OECD countries? Why might we observe harmonization (lack of variation)? In what ways might countries benefit from a comparative advantage due to variations in their IP rights?

Finally, it is worthwhile to consider implications for Canadian IP policy. In general, the objective of IP policy is to optimize: 1) the incentive to innovate and 2) the diffusion of knowledge. However, the incentives for Canadian inventors to innovate are far greater from U.S. IP rights than from their Canadian counterparts, since the United States offers a much larger market. As a result, Canadian IP policy could afford to focus more on optimizing the diffusion of knowledge. If this is true, how might it result in conceptual differences between policies adopted by the two countries? Specifically, how might Canadian policy take advantage of this asymmetry?

The studies by Hanel and by Callan and Cervantes are interesting and important, especially since IP is an increasingly critical asset for firms and nations that compete in the knowledge-based economy.
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The degree of protection afforded IP has a direct effect on the value of innovation. Therefore, the policy decisions made by government and the enforcement decisions made by the courts act as an incentive or disincentive to innovation.

The studies reviewed illuminate some of the key factors that will determine Canada’s success in the global innovation economy.

Garland and Want cite several reports on the commercial importance of IP. Additional support can be obtained from financial publications, which regularly report on mergers and acquisitions driven largely by innovation and IP. But the direct value of IP rights simply scratches the surface. The IP system is a cornerstone of the innovation infrastructure that includes academic research and the manufacturing and services sectors. All sectors of the economy are affected. For example, Canada’s agriculture and natural resources industries — perhaps regarded by many as low-technology sectors of our economy — are world leaders in innovation and IP.

The usual justification of IP rights is that it is a social contract between the state and innovators intended to encourage innovation. Paquet and Roy state that IP rights represent a balancing of interests (society’s interest in innovation vs. the innovator’s interest in obtaining a monopoly on her or his work). The author would agree, but would add that the interests to be balanced are primarily commercial in nature. It is no coincidence that the Canadian Intellectual Property Office is part of Industry Canada and that the United States Patent and Trademark Office is part of the Commerce Department. When IP rights are treated as a tool of social or cultural policy, the results are rarely beneficial, from either a social or an economic perspective. IP rights are, and should remain, primarily a tool of commercial and competition policy.

Therefore, these comments will consider some points raised in the two studies primarily from a commercial perspective, and from the author’s personal perspective as a business lawyer.

Public Awareness

Paquet and Roy note a lack of understanding of the different forms of IP rights in Canada and other countries. A recent example may help illustrate the problem. The author happened to hear a broadcast of As It Happens on
CBC Radio on May 15, 2002 in which the presenter managed to demonstrate a hopeless confusion among patents, trade-marks and copyright in the course of a 30-second introduction. To those who know anything about IP, it may seem comical to hear someone talk about copyrighting human gene sequences or obtaining a trade-mark on an animal, when the issue under discussion was the patentability of higher life forms. But the resulting muddle completely undermined the credibility of the interview. Members of the public who heard the program would have left no wiser about the serious issues being discussed. In the author’s view, it is essential that innovators, researchers, the public, the media, and government all become more knowledgeable about all forms of IP in order to make meaningful policy decisions.

The author heartily agrees with Paquet and Roy’s recommendation that CIPO take a pro-active role in developing an environment and framework in which strategic relationships can flourish among government, business and research institutions. One would also encourage the involvement of industry and professional associations in that process. In addition to the groups referred to in the study, we would mention the Information Technology Association of Canada, representing the IT industry, and the Intellectual Property Institute of Canada (IPIC), representing the IP profession.

IP professionals and service providers also have a vested interest in fostering awareness of IP and an innovation environment. As Paquet and Roy correctly point out, this will increase the need for their specialized services. But beyond that, such an environment will foster a greater appreciation for these services. It will encourage academic institutions to devote more resources to training service providers. It will help to create a robust infrastructure, which, in turn, will generate more intellectual and financial resources to foster and encourage innovation.

IPIC has established partnerships with McGill University to deliver training programs to IP professionals. It works in co-operation with CIPO to train and qualify patent and trade-mark agents. More of such co-operative ventures are needed among government, academic institutions and the private sector to develop the innovation infrastructure in a knowledge-based economy.

In many ways, the development of a knowledge-based economy is like the introduction of a new technology. There must be a critical mass of innovators and users and a supporting infrastructure before real change can occur. One might consider the introduction of the fax machine as an example. At first, these machines were expensive, slow and without common standards, so very few people had one and their use was limited to specific point-to-point transmissions. As costs fell and performance improved, fax machines became more common, but they were still limited to business use. But the increase in number generated a network effect which quickly increased the utility of the technology at the same time as it continued to drive down prices. Fax machines have now
become ubiquitous and essential at the same time. In other words, when only a few people have a technology, there is little reason for others to invest in it, either as innovator or as user. But once everyone has the technology, then everyone needs it and (virtually) everyone can afford it.

**ADMINISTRATION OF IP RIGHTS**

**Patents**

While the speed of examination and the timely issuance of patents are important, we would argue that the quality of the issued patent is even more important. Innovators are asked to make a considerable investment to obtain a patent. They are willing to do so only if that investment is likely to produce long-term commercial benefits.

According to Paquet and Roy, patent portfolios are a key source of market credibility for emerging firms. This is true, but only if investors and business partners can rely on those patents. This means that there must be a consistently high level of examination.

The authors identify four related sets of forces that are driving the governance challenges faced by CIPO: globalization, commercialization, diffraction and e-linkage. These are explained in the study, but we would argue that globalization and competition are the two most persistent challenges affecting IP rights, in Canada and elsewhere. Other countries seem to be ahead of us in responding to these challenges.

Garland and Want state that Canada has lagged behind other countries, particularly the United States, in issuing patents for higher life forms, software and business methods. Many have argued that the USPTO has gone too far in the other direction by issuing patents of dubious validity and value. (For example, see U.S. Patent No. 6,368,227 issued April 9, 2002, for a ‘Method of swinging on a swing.’ The patent claims a method of swinging on a child’s swing in a side-to-side or elliptical motion. It is available on-line at the USPTO website at www.uspto.gov.) Nevertheless, this represents a clear policy choice by the United States in favour of innovation. The USPTO approach has been to give the benefit of the doubt to the inventor, issue the patent and leave it to the patent owner to enforce it. Canada, typically, has taken a much more conservative approach. This may mean that the patent owner can have greater confidence in the validity and enforceability of a patent issued in Canada. But it may also mean that many innovators are missing out on commercial opportunities or that their innovations have less commercial potential here. In turn, this may mean that more Canadian innovators turn to the United States or other external markets to Canada’s detriment.
Paquet and Roy recommend that CIPO follow the experience of patent offices in other countries. While Denmark and Australia are offered as models, there are significant differences to consider. Canada’s most important trading partner and largest competitor is obviously the United States, which is 10 times its size. In the Australia example, Canada’s position is closer to New Zealand, the junior partner in the relationship with Australia. In Europe, countries are much closer in size and economic importance. While Denmark may be quite small relative to the largest European countries, it is part of a group which recognizes that the smaller member countries have a role to play. The United States is often blind to any interests other than its own. It is thus difficult to see how Canada could play a meaningful role in the U.S. patent system. Nevertheless, it must avoid simply becoming a rubber stamp for U.S. IP rights.

Therefore, it is essential that Canada establish and maintain a meaningful international role for CIPO. The emergence of regional patents may provide an opportunity to do so. The United States may seek to balance strong European and Asian patents with a North American patent, as Paquet and Roy suggest. Canada may seek to temper U.S. dominance of such a system through the establishment of a hemispheric patent which would include Central and South America. Since such a system would require administration in four languages, and since CIPO has experience administering a bilingual system, our expertise would be very useful. This would be consistent with Canada’s traditional support of multilateral trade relations. This approach may also have some appeal for the United States if it greatly increases the market for U.S. innovations and reduces the costs of obtaining and enforcing IP rights throughout the region.

Paquet and Roy also recommend that Canada consider implementing a form of partial patent with a more limited scope of protection. They point to the innovation patent recently introduced in Australia. The innovation patent is issued for a period of up to eight years without examination. It requires only an innovative step, not an inventive step. However, the patent cannot be enforced unless it has been examined. One must question the value of such a patent. As discussed below, the main impediment for small and medium-sized enterprises in Canada is not the cost of obtaining a patent. It is the perceived cost and uncertainty of enforcing it. Introducing some lesser bundle of rights — and calling them a ‘patent’ in whatever guise — simply gives innovators a false sense of value. Similar criticisms have been made about the provisional patent system in the United States. However, the provisional application at least gives inventors the benefit of an early filing date and a year to raise money to commercialize the invention before incurring the full cost of a patent application. If Canada is to consider any means to make the patent system more welcoming to individual inventors and small businesses, the provisional application is one to consider.
Trade-marks

Trade-marks are perhaps the most valuable forms of IP in today's global consumer society. Garland and Want cite the enormous value of the COCA-COLA and MICROSOFT marks as examples. While it is difficult to accurately quantify these values, it is certainly true that they depend in large part on their international fame and recognition, and thus on their international protection. Due to its proximity to the U.S. market, Canada is bombarded with U.S. marketing. Many U.S. trade-marks are as familiar to Canadians as they are to Americans. As a result, there is greater pressure to harmonize Canadian trade-mark laws and policies with the United States than with other trading partners.

The Canadian Trade Marks Office has resisted the registration of innovative marks, such as sound marks, movements and three-dimensional marks. There may be practical problems in registering such marks — for example, it may be difficult to index sound marks under the current system — but these are not insurmountable. There does not seem to be any policy reason why any mark that serves to identify a product or service should not be registered. From a commercial perspective, there are many reasons why unconventional marks should be protected, including the increasing difficulty of finding word marks for global products. Even coined words are becoming difficult to find; those that are available may have a negative meaning or connotation in another country or may otherwise not be appropriate.

Garland and Want also note that Canada has lagged behind the United States with respect to the protection afforded trade-mark owners against dilution — the gradual whittling away of the distinctiveness of famous or well-known marks. They cite the Pink Panther case as an example of a situation where the Federal Court of Appeal has ruled that the use of a mark in one line of business (hair care and beauty products) does not diminish the value of the mark in another business (movies, audio and video recordings and entertainment). The court held that there should not be an automatic presumption of confusion just because the plaintiff's mark is famous. This runs directly counter to the U.S. dilution theory. However, one must also observe that dilution cases in the United States seem to have gone far beyond the original logic of the doctrine. Virtually every trade-mark owner in that country considers its mark to be famous no matter how obscure it may be. And virtually every new mark is challenged on the basis that it dilutes similar marks in other businesses or channels of trade. The result has been a proliferation of trade-mark litigation in the United States. The dilution theory has become even more strained when it comes to actions taken by trade-mark owners against domain name holders.
Copyright

Paquet and Roy point out that digital property and informational goods have challenged the basic assumptions of existing IP rights regimes based on protection against the reproduction of IP, such as copyright. Since copying in a digital world does not depend on location, traditional territory-based IP rights are much less effective. The authors advocate a redefinition of the moral contracts among producers, distributors and users. They recommend that CIPO shift its focus from administration and implementation of existing IP rights to active renegotiation of the nature of the respective rights of all stakeholders.

In our view, it seems much more likely that new technology will marginalize traditional notions of copyright. Recent examples illustrate the complex dynamics of digital copyright. Although existing commercial interests, led by the recording industry, were successful in shutting down the Napster peer-to-peer file sharing service, at least a dozen similar services (many with superior technology) have emerged to replace it. Recording artists and record companies must, therefore, protect their work with encryption technology or take other steps to protect their existing business model. This has proven to be ineffective, as every encryption method is quickly defeated. Therefore, creators must develop an entirely new business model where commercial success does not depend on copyright.

Creators have always had to adapt to changes in technology. In many cases, the new technology has had entirely unpredictable results. When the movie industry in the United States tried to block the initial commercial deployment of videocassette recorders in the Sony Betamax case, they argued that these machines would be used to record movies and television programs in violation of the producers’ copyright. Fortunately for the movie industry, it lost the case. The U.S. Supreme Court ruled that home copying for private use was a fair use under U.S. copyright law. In the event, the home video recorder vastly increased the value of the IP in question. In the years since the Sony case was decided, home video sales and rentals have become one of the most important sources of revenue for Hollywood studios and have rescued many films from financial disaster. This outcome was entirely unexpected — and quite possibly could not have been predicted — at the time the technology was first introduced and the legal case was decided.

ENFORCEMENT

GARLAND AND WANT STATE that Canada has strong IP rights enforcement regimes and has been cited in at least one survey as the best country in the world in which to litigate a patent. The statistics presented in their study seem to bear this out. Generally speaking, the majority of IP owners are at least partially successful in enforcing their patents, trade-marks or copyright in Canada.
Most strikingly, patent owners have been successful in almost 2/3 of reported cases in Canada over the last 30 years while the success rate in the United States is closer to 1/2 (Garland and Want, 2005). These are surprising statistics in view of the common perception that the United States is more patent-friendly; however, they may support the thesis that, while the number and scope of patents issued in Canada may be smaller, the general quality of the patents issued is stronger.

Nevertheless, there are ways in which the current enforcement system could be improved.

It has often been suggested that Canada follow the lead of other countries that have recognized the utility of a specialized patent or IP tribunal. Specialized courts can offer speed, predictability and consistency of decisions. The Northern District of Virginia and Federal Circuit Court of Appeals in the United States are often cited as models. The Federal Court of Canada has the potential to be such a specialized court, but one cannot view it as such today. It is true that some judges in the Trial Division and the Federal Court of Appeal are very knowledgeable about IP matters. However, they must also deal with a large number of immigration, tax and other matters, which precludes a truly specialized court. In addition, many IP matters are heard in the provinces' superior courts, which have no expertise in such matters.

Steps could be taken to enhance the role and to improve the level of expertise of the Federal Court. Administrators might consider whether it is possible to designate certain judges exclusively for IP matters, and whether such an approach would be advantageous both for the litigants and for the administration of the court. CIPO and IPIC could offer Federal Court judges more training in IP matters. New judges with IP experience could be appointed. This might encourage litigants to bring more cases before the Federal Court rather than the provincial court system. This approach has been adopted by the High Court in the United Kingdom with some success.

One of the more striking statistics cited in the Garland and Want study is the relatively small number of IP cases that have gone to trial in Canada in the last 30 years relative to the United States. For example, there were 105 patent infringement trials in Canada over the period. In the United States, there were 1,210 patent trial decisions during the 15-year period from 1979 to 1996. If these numbers are extrapolated so the time periods are the same, this would mean that the number of patent cases tried annually in the United States is about 23 times the number of cases in Canada. The number of patent appeal cases is similarly disproportionate. The statistics show a 40:1 ratio in the number of trade-mark trials. For copyright cases the ratio is about 17:1.

These numbers seem greatly disproportionate to the relative size of the two economies. Of course, they may simply reflect the greater propensity toward litigation in the United States. However, they may also demonstrate a
lack of awareness on the part of Canadian IP owners about the relative risks and rewards of enforcing their IP rights. If Canadian innovators are not fully aware of the advantages of enforcing IP rights in Canada, this is a serious impediment to the development of a knowledge-based economy. Negative perceptions about enforcement have a direct impact on the willingness of innovators to devote scarce resources to obtain IP protection in the first place. It is thus imperative that CIPO, IP practitioners and others involved in fostering innovation actively inform innovators of the advantages offered by the Canadian enforcement regime. It is also imperative that all stakeholders do what they can to make the system more efficient and effective than it already is.

CONCLUSION

ALL OF THE STUDIES AND SPEAKERS at this conference recognize that innovation is the driving force of the knowledge-based economy. All of the participants in the system have crucial interlocking roles to play. None will succeed without the others. CIPO can be an important catalyst by improving the efficiency and effectiveness of its administration of IP rights and by conducting broad-based public awareness campaigns. Steps can also be taken to make the court system move effective. Academic researchers, entrepreneurs and professional IP advisors can also continue to press for the government policies, funding and training required in support of a robust innovation infrastructure.
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Sandra Charles is a Senior Policy Advisor for e-business development in the Electronic Commerce Branch at Industry Canada. She received a Bachelor’s degree in Economics from the University of Montreal in 1993, and a Master’s degree in Economics from the University of Montreal in 1995.

Wesley M. Cohen is the Frederick C. Joerg Professor of Business Administration and Professor of Economics and Management in the Fuqua School of Business at Duke University. His research interests include strategy, technology and knowledge management, industrial organization economics and the economics of technological change. He is also a research associate of the National Bureau of Economic Research, and was a member of the National Academies’ Committee on Intellectual Property Rights in the Knowledge-Based Economy. Professor Cohen is the associate editor of Research Policy, and was main editor of this journal from 1995 to 1999. He is a widely published author and his research has appeared in scholarly periodicals such as the American Economic Review, the Economic Journal, the Review of Economics and Statistics, and Management Science. He is also co-editor of the recently published Patents in the Knowledge-Based Economy. Dr. Cohen received his Ph.D. from Yale University.

Michael Erdle is a founding member of the law firm Deeth Williams Wall, LLP. He practises primarily in the area of information technology law, with an emphasis on outsourcing, business transactions and licensing. He is a qualified mediator and arbitrator, specializing in technology and intellectual property matters. Mr. Erdle is an active member of many legal and technology industry associations, including the Canadian Bar Association, the Canadian IT Law Association and the Computer Law Association. He is a member of the Executive
of the Intellectual Property Institute of Canada (IPIC) and past chair of its Trademarks and Domain Names on the Internet Committee. He is a founding member of the Ontario Bar Association’s Information Technology and E-commerce Section, and a past chair of the Toronto Computer Lawyers Group. Mr. Erdle has written and spoken on many current issues in information technology and intellectual property law, including dispute resolution, outsourcing, the development and distribution of Internet and multimedia products and services, electronic commerce and software licensing. He is the author of several texts on electronic commerce and privacy law in Canada.

Nancy T. Gallini is a Professor of Economics and the chair of the Department of Economics at the University of Toronto. She currently serves on the editorial board of the Journal of Economic Literature. She has written numerous articles on resource economics, technology licensing, competition policy and the economics of intellectual property and has served on the editorial boards of the American Economic Review, the International Journal of Industrial Organization and the Journal of Industrial Economics. Dr. Gallini has co-edited an Industry Canada Research Series volume with Robert Anderson, entitled Competition Policy and Intellectual Property Rights in the Knowledge-Based Economy, and has served as academic advisor to the Competition Bureau in Ottawa on a variety of projects. She received her Ph.D. from the University of California at Berkeley.

Steven B. Garland is a lawyer whose practice focuses on intellectual property litigation in the areas of patents, trademarks, copyright, industrial designs, trade secrets and competition law. He is also an adjunct professor at the University of Ottawa Law School where he teaches the patent law course. Mr. Garland has appeared as trial and appellate counsel before the Ontario Supreme Court and Court of Appeal, the Federal Court of Canada and the Supreme Court of Canada. He is a registered patent and trade-mark agent, and a licensed professional engineer in Ontario. He is also a member and Vice-President of the Intellectual Property Institute of Canada (IPIC), and a member of the International Association for the Protection of Intellectual Property. Mr. Garland obtained a B.Eng. (chemical and biochemical engineering) in 1985, and a law degree in 1990.

Michael Geist is a Professor of Law and the Canada Research Chair of Internet and E-commerce Law at the University of Ottawa. He has written numerous academic articles and government reports on the Internet and the law, and is a columnist on technology law issues for the Toronto Star. Professor Geist is the creator and consulting editor of BNA’s Internet Law News, a daily Internet law news service. He is also the founder of the Ontario Research Network for
E-commerce, and serves on the advisory boards of several leading Internet law publications, including *Electronic Commerce & Law Report*, the *Journal of Internet Law* and *Internet Law and Business*. Dr. Geist obtained a Bachelor of Law (LL.B.) degree from Osgoode Hall Law School in Toronto, Master of Law (LL.M.) degrees from Cambridge University in the United Kingdom and Columbia Law School in New York, and a Doctorate in Law (J.S.D.) from Columbia Law School.

**Shubha Ghosh** is a Professor of Law at the University of Buffalo Law School and the State University of New York (SUNY), and a Visiting Professor at the SMU Dedman School of Law. His research focuses on understanding markets as social, political, and economic institutions, understanding the connections between legal methods and policy and science, especially social science, and understanding doctrinal and theoretical issues in intellectual property, anti-trust, and business torts. Professor Ghosh is a member of the Executive Committee of the Canadian Law and Economics Association, and is past Treasurer of the Section on Law and Economics of the American Association of Law Schools. He received a Ph.D. in Economics from the University of Michigan, and a J.D. from Stanford Law School. Dr. Ghosh is a widely published author and his research has appeared in academic periodicals such as the *Journal of the Copyright Society of the USA*, the *Harvard Journal of Law and Technology* and the *Florida Law Review*.

**Stuart J.H. Graham** is an Assistant Professor of Strategic Management in the College of Management at the Georgia Institute of Technology. Professor Graham teaches and conducts research on firm strategy, the management of innovation and technology, intellectual property strategies, and the legal environment of business. He received his Ph.D. in Business Administration from the University of California at Berkeley and he holds advanced degrees in Law (J.D.), Management (M.B.A., M.S.) and Geographical Information Systems (M.A). Dr. Graham is an attorney licensed to practice in New York State and a member of the American Bar Association and of the American Intellectual Property Law Association. He has written on intellectual property and litigation strategies in the software and biotechnology industries, comparative studies of the U.S. and European patent systems, and the use by companies of patenting and secrecy in their innovation strategies.
Bronwyn H. Hall is a Professor of Economics at the University of California at Berkeley and a Research Associate of the National Bureau of Economic Research, and the Institute for Fiscal Studies in London. She is also the founder and a partner of TSP International, an econometric software firm. She has published numerous articles on the economics and econometrics of technical change in such journals as *Econometrica*, the *American Economic Review*, the *Rand Journal of Economics* and *Research Policy*. Professor Hall is currently a member of the Science, Technology and Economic Policy (STEP) Board of the U.S. National Research Council, the International Advisory Board of the New Economic School, in Moscow, the editorial board of *International Finance*, and she is an associate editor of *Economics of Innovation and New Technology*. Dr. Hall received her Ph.D. in Economics from Stanford University.

Petr Hanel is a Professor of Economics at the University of Sherbrooke and a member of the Centre interuniversitaire de recherche sur la science et la technologie (CIRST), in Montreal. His previous work includes two books and numerous articles and studies on industrial and commercial policies and, more recently, studies of the economic aspects of technological change, innovation and technological policies. He is the co-author with John Baldwin of a book entitled *Innovation and Knowledge Creation in an Open Economy – Canadian Industry and International Implications*, published by Cambridge University Press in July 2003.

Gary Lazarus is an Economist in the Marketplace Policy Planning Group of Industry Canada. He has worked on policy issues related to copyright, patents, trade-marks and integrated circuit topographies. He holds a Master of Statistics degree from North Carolina State University and a Ph.D. in Economics from Carleton University.

Arif Mahmud is an Economist in the Micro-Economic Policy Analysis Branch of Industry Canada. His current duties include participation in the Skills Research Partnership, a joint venture between Industry Canada, Human Resources and Skills Development Canada, and the Social Sciences and Humanities Research Council. He is also the author of *Think Canada*, a presentation deck prepared monthly for the Department of International Trade and used extensively by Canadian embassies and consulates around the world. Prior to joining Industry Canada, he was a Pricing Analyst in the Insurance Risk and Actuarial Analysis Division of the Canada Mortgage and Housing Corporation (1999-2000) and a Professor of Economics and Finance at Algonquin College (1994-97), where he was awarded a Certificate of Teaching Excellence in 1996. Mr. Mahmud holds an M.A. in Economics from Carleton University.
Keith E. Maskus is a Professor of Economics at the University of Colorado at Boulder. He is also a Research Fellow at the Institute for International Economics. In 2001-02 he was a Lead Economist in the Development Research Group at the World Bank. He has been a Visiting Scholar at the Federal Reserve Bank of Kansas City, a Visiting Senior Economist at the U.S. Department of State and a Visiting Professor at the University of Adelaide. He serves as a consultant for the World Intellectual Property Organization and the United Nations Conference on Trade and Development. He was associate editor of the Review of International Economics and is currently the editor of The World Economy: the Americas. Dr. Maskus received his Ph.D. in Economics from the University of Michigan in 1981. He has written extensively on various aspects of international trade, including the empirical testing of trade models, the determinants of foreign direct investment and the political economy of trade. His current research focuses on the international economic aspects of protecting intellectual property rights. His latest book, entitled Intellectual Property Rights in the Global Economy, was published by the Institute for International Economics.

Stephen M. Maurer is a Lecturer at the University of California at Berkeley, where he presents graduate-level courses on Internet law and economics and technology. He is also an attorney specialized in intellectual property and high technology litigation. Mr. Maurer has published research on database policy, patent law, and academic/industry transactions. He recently completed an assignment with a U.S. National Academy of Sciences Committee studying licensing of geographic data and services. He has also performed sponsored research for the U.S. National Academy of Sciences on industrial research agreements and database protection legislation, and for Industry Canada on U.S. and European database policies. His research has been published in journals such as Nature, Economica, Research Policy and Science.

Gilles McDougall is the Director of Research at the Copyright Board of Canada. He holds a Master's degree and an ABD in Economics from the University of Montreal. He has worked for Industry Canada as a researcher and published two Industry Canada Working Papers dealing with the impact of mergers in Canada, and the business strategies of small and medium-size firms and of large firms in Canada. Mr. McDougall has managed the Industry Canada Research Publications Program, which publishes internal as well as external economic studies. He has also been Chief of the Economic Team in the Intellectual Property Directorate of Industry Canada.
Donald G. McFetridge is a Professor in the Department of Economics at Carleton University. He is a former chair of the Department of Economics, and held the T.D. MacDonald Chair in Industrial Economics of the Competition Bureau in Ottawa. He has also served as Research Coordinator, Economics of Industrial Structure, for the Royal Commission on the Economic Union and Development Prospects for Canada. Professor McFetridge has been teaching and writing in the fields of industrial economics, regulatory economics and competition policy for nearly 30 years. His research has been published in The Canadian Business Law Journal, the Canadian Journal of Economics and the Review of Economics and Statistics, as well as many other economic and business journals. He is a member of the editorial board of the Canadian Competition Record. Dr. McFetridge has advised both the Competition Bureau and numerous Canadian and international firms on such competition matters as horizontal restraints, predatory pricing, abuse of dominance, and mergers. He received his Ph.D. in Economics from the University of Toronto.

David C. Mowery is the William A. and Betty H. Hasler Professor of New Enterprise Development in the Walter A. Haas School of Business at the University of California, Berkeley, and a Research Associate of the National Bureau of Economic Research. During 2003-2004, he was the Marvin Bower Research Fellow at the Harvard Business School. His research deals with the economics of technological innovation and the effects of public policies on innovation. He has testified before Congressional committees and has served as an advisor to the OECD, various federal agencies and industrial firms. Dr. Mowery has published numerous academic papers and has written or edited a number of books, including Ivory Tower and Industrial Innovation: University-Industry Technology Transfer Before and After the Bayh-Dole Act, Paths of Innovation: Technological Change in 20th-Century America, The International Computer Software Industry: A Comparative Study of Industry Evolution and Structure, U.S. Industry in 2000, The Sources of Industrial Leadership and the Oxford Handbook of Innovation.

Gilles Paquet is Emeritus Professor and Senior Research Fellow at the University of Ottawa’s School of Political Studies. His research focuses on industrial economics, knowledge management, governance, and public policy and management. Professor Paquet is a member of the Order of Canada, Fellow of the Royal Society of Canada and of the Royal Society of Arts in London. He has authored or edited 35 books on such subjects as urban studies, multinational firms and governance. He has written more than 175 chapters in books and some 130 papers published in various academic periodicals such as the Journal of Cultural Economics, the Canadian Journal of Economics, La Revue d’économie politique, Science, Public Policy and La Revue générale de droit.
Walter G. Park is an Associate Professor in the Department of Economics at the American University in Washington, D.C. He has been a faculty member at the American University since 1991, where he specializes in the economics of patent systems. His research work has focused on international R&D and patenting activities and their impact on international trade, technology diffusion, and productivity growth. Professor Park has developed measures of patent strength and patenting cost. He also studied the phenomenon of international research spillovers (i.e. the influence national research and patenting activities have on other countries’ economic performance). He has conducted projects for the World Bank, the World Intellectual Property Organization, Industry Canada, the American Intellectual Property Law Association, the OECD and the U.S. Department of Energy. Dr. Park received his Ph.D. from Yale University.

Bohumir Pazderka is an Associate Professor in the School of Business at Queen’s University. He received his Ph.D. in Economics from Queen’s University. His current research focuses on research and development (R&D) and patent protection in the pharmaceutical industry, the analysis of the determinants of R&D expenditures, and the financing and valuation of knowledge-based high-technology firms. He has held visiting appointments at the École supérieure de commerce in Toulouse, France, at the University of Queensland in Brisbane, Australia, and at the Science Policy Research Unit, University of Sussex in Brighton, England. Dr. Pazderka is the author or co-author of numerous publications including a book on the economic and social benefits of the stock market, a textbook on micro-economics, and monographs on professional licensing, and on international comparisons of R&D expenditures. He has published research on professional licensing, the effectiveness of advertising, the economics of R&D, pharmaceutical industry R&D, the financial systems of the transition economies of Central and Eastern Europe, the evaluation of technology companies, and the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPS) and the pharmaceutical industry.

Jonathan D. Putnam is the Ontario Research and Development Challenge Fund Professor of the Law and Economics of Intellectual Property at the University of Toronto’s Centre for Innovation Law and Policy, where he teaches intellectual property law and the regulation of high-technology industries. He is also a Vice President at Charles River Associates, a litigation and management consulting firm headquartered in Boston. Professor Putnam is an expert in intellectual property, industrial organization, and technological change. He has authored several articles on the use of patent data and the valuation of patents.
He has provided intellectual property-related expert testimony before the Supreme Court of Canada, federal, state and bankruptcy courts in the United States, and the Federal Trade Commission. He has also provided econometric analyses of differentiated products mergers approved by U.S. antitrust authorities. His dissertation received a National Science Foundation Small Business Innovation Research Grant for methods of valuing the patent portfolios of firms. He attended Yale Law School on a Mellon Foundation Fellowship, and Columbia Law School on a Julius Silver Foundation Fellowship, and obtained his Ph.D. in Economics from Yale University.

Mohammed Rafiquzzaman is a Senior Economist and Coordinator of Innovation Analysis in the Micro-Economic Policy Analysis Branch of Industry Canada. During the 2001-2002 winter term, he was a visiting fellow in the Department of Economics and the Centre for Innovation Law and Policy at the University of Toronto. He also taught at Concordia University and York University. His research interests focus on law and economics, intellectual property, innovation and technology diffusion, and economic growth. His research has been published in journals such as the International Journal of Industrial Organization, Research in Law and Economics, the Canadian Journal of Economics, and Canadian Business Economics. Dr. Rafiquzzaman received an M.A. in Economics and an M.A. in Mathematics from the University of Western Ontario, and a Ph.D. in Economics from Carleton University.

Jeffrey Roy is an Associate Professor in the School of Management at the University of Ottawa, and is currently a visiting faculty member of the School of Public Administration at the University of Victoria. He specializes in models of democratic and multi-stakeholder governance within the realms of electronic government reforms, community and citizen engagement, and economic development. In addition to delivering graduate and undergraduate courses, he has designed a variety of professional development seminars for officials at the local, provincial and federal levels. Professor Roy served as Managing Director of the Centre on Governance at the University of Ottawa in 2001-2002. In 2002, he was a Canadian consultant to the OECD for an international study of e-government. In 2003, he was a visiting scholar in the School of Public Administration and Urban Planning at San Diego State University and at the World Foundation for Smart Communities. He is an associate editor of the International Journal of E-Government Research and a regular contributor to CIO Government Review, a Canadian publication devoted to a better understanding of the nexus between technology and government.
Klaus Stegemann is Professor Emeritus of Economics at Queen’s University. Educated in Germany, with two years of post-doctoral studies at the Massachusetts Institute of Technology, he came to Canada in 1967. He has published work in the areas of European economic integration, the theory of international trade, trade policy and industrial economics. He has written several books as well as numerous articles published in academic journals such as the Canadian Journal of Economics, Canadian Public Policy, the Cornell International Law Journal, the Journal of World Trade Law, International Organization, the World Economy and the Journal of World Intellectual Property.

Andrew Tepperman is a Senior Associate at Charles River Associates (CRA), a consulting company specializing in economics, finance and business strategy. His expertise is in industrial organization, intellectual property, and applied micro-economics. While at CRA, he has analyzed intellectual property, antitrust, regulatory, and contractual issues. In the intellectual property area, he has assisted in cases involving damages for patent infringement, trade secret misappropriation, and disputes related to licensing contracts. Before joining CRA, Dr. Tepperman lectured on managerial economics in the Faculty of Commerce at the University of Toronto. Dr. Tepperman obtained his Ph.D. in Economics from the University of Toronto.

Julie Tran is an Economist working in the area of trade policy at the Department of Fisheries and Oceans. Previously, she worked at Industry Canada in the Industrial Trade Policy Directorate and in the Intellectual Property Policy Directorate. In 1998, she received her Bachelor’s degree in Business Administration, and in 2000 she received her Master’s degree in Applied Economics from the École des hautes études commerciales in Montreal.

David Vaver is Professor of Intellectual Property and Information Technology Law at the University of Oxford, United Kingdom. He is also a Fellow and the Director of the Oxford Intellectual Property Research Centre at St. Peter’s College. Professor Vaver previously taught at Osgoode Hall Law School and at the University of British Columbia. He was the Editor of the Intellectual Property Journal from 1984 to 1998, and remains a consultant editor of this journal. He is currently a member of the U.K. Intellectual Property Advisory Committee. Professor Vaver’s published works include Intellectual Property Law: Copyright, Patents, Trademarks (Toronto: Irwin Law, 1997), Copyright Law (Toronto: Irwin Law, 2000), and he co-edited a volume, entitled Intellectual Property in the New Millennium: Essays in Honour of William R. Cornish (Cambridge: Cambridge University Press, 2004).
Jeremy E. Want is an Associate in the Ottawa law office of Smart & Biggar / Fetherstonhaugh, where his practice involves patent prosecution and litigation. Mr. Want holds an Honours B.Sc. in Chemistry from the University of Western Ontario and a law degree from the University of Manitoba. He was admitted to the Ontario Bar in 2000 and is a registered patent and trade-mark agent. Mr. Want is a member of the Canadian Bar Association, and of the Litigation Committee of the Intellectual Property Institute of Canada.
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Metro Toronto Convention Centre
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Wednesday, May 23, 2001

7:30 - 8:30: Registration and Breakfast

8:30 - 9:00: Introductory Remarks
Richard Owens, Executive Director, Centre for Innovation Law and Policy
Andreï Sulzenko, Assistant Deputy Minister, Industry and Science Policy, Industry Canada

9:00 - 10:30: Intellectual Property in Canada: The Context
Chair: Jonathan Putnam, University of Toronto

Canada’s Intellectual Property Framework
David Vaver, Oxford IP Research Centre
Oxford University
This paper examines the current state of IP laws in Canada, and highlights some of the main differences with those of the U.S.

Economic Profile of Intellectual Property Industries
Sandra Charles, Gilles Mcdougall, Julie Tran,
Industry Canada
This paper examines the importance to the Canadian economy of industries that are intensive users of different types of IP rights, namely patents, copyright, and trademarks.

Discussant: Michael Geist, University of Ottawa
10:30 - 11:00: Break

11:00 - 12:30: The Global Nature of Intellectual Property
Chair: Robert Main, Acting Director General, Corporate Governance Branch, Industry Canada

Canada's Patent Policy in a North American Context
Keith Maskus, University of Colorado
This paper examines the Canadian and U.S. patents system, and assesses Canada's policy options, from closer harmonization with the U.S. to distinct policies adapted to Canada's economic structure.

The Economics of Copyright
Jonathan Putnam, University of Toronto
This paper assesses the relevance of the copyright regime with respect to the digital economy and discusses how the Internet and new technologies affect the dynamics of copyright-related industries.

Discussant: Bronwyn Hall, University of California, Berkeley

12:30 - 14:00: Lunch

14:00 - 15:15: Intellectual Property Rights and Economic Performance
Chair: Renée St-Jacques, Director General, Micro-Economic Policy Analysis Branch, Industry Canada

The Impact of Intellectual Property Rights on Economic Performance: A Literature Survey
Mohammed Rafiuzzaman, Industry Canada
Shubha Ghosh, University at Buffalo, New York State University
This paper reviews the current economic literature, from both a theoretical and an empirical point of view, on the impact of IP rights on economic performance. It discusses patents, copyrights and trademarks.

The Determinants of Patenting in Canada
Nancy Gallini, Andrew Tepperman and Jonathan Putnam, University of Toronto
This research reviews the theory on determinants of patents and develops an empirical model of patenting activity.

Intellectual Property Rights and Economic Growth
Walter Park, American University
This research defines a quantitative measure of the strength of different types of IP rights and examines whether such a measure helps in assessing the impact of IP protection on economic growth in Canada.

Discussant: Donald McFetridge, Carleton University

15:15 - 15:45: Break

15:45 - 17:00: Intellectual Property Rights and Economic Performance (cont.)

Intellectual Property Policy and Diffusion: The Case of the Pharmaceutical Industry
Bohumir Pazderka and Klaus Stegemann, Queen's University
This paper explores the question: What are some of the key critical factors and instruments/levers within our existing statutory provisions that can promote innovation and diffusion and can be used to Canada's advantage?

*Foreign Intellectual Property Protection and the Effect on Canadian Trade*
Mohammed Rafiquzzaman, Industry Canada
This paper analyses the extent to which Canadian manufacturing trade flows are sensitive to international differences in IP protection.

Discussant: *Michel Patry, École des hautes études commerciales (Montréal)*

19:00 - 21:00: Dinner

Guest Speaker: Thomas Keefer, Assistant Director General, World Intellectual Property Organization

**Thursday, May 24, 2001**

8:30 - 10:15: **Emerging Intellectual Property Issues**
Chair: Jeanne Inch, Director, Marketplace Innovation, Innovation Policy Branch, Industry Canada

*Intellectual Property Rights, Software and Business Methods: The U.S. Experience*
Stuart Graham and David Mowery, University of California, Berkeley
This paper provides a descriptive profile of patenting business methods and computer softwares in the U.S., and assesses the private and social net costs and benefits of allowing patent in those areas.

*Intellectual Property Rights and Databases*
Stephen Maurer and Suzanne Scotchmer, University of California, Berkeley
This paper outlines the European and the U.S. experience with respect to copyright and sui generis protection for non-original databases, and examines the relevance of copyright protection for non-original databases.

*Intellectual Property Rights and Biotechnology*
Gary Lazarus, Industry Canada
This paper explores the patenting behaviour of the biotechnology sector in Canada and looks at the role of patents in innovation for this sector.

Discussant: *Wesley M. Cohen, Carnegie Mellon University*

10:15 - 10:45: Break

10:45 - 12:00: **Intellectual Property in Practice**
Chair: Maureen Dougan, Chief Operating Officer, Canadian Intellectual Property Office

*Current Intellectual Property Practices in Canada*
Petr Hanel, Université de Sherbrooke
This paper examines how the exercise of IP rights is related to whether the firm is innovative or non-innovative, to the firm's innovation activities (i.e. research and development), to size and the innovation performance.

The Management of Intellectual Property Rights from Public Research
Benedicte Callan and Mario Cervantes, Organisation for Economic Co-operation and Development (OECD)
This paper gives an overview of the IP management challenges facing public research organizations in OECD countries, and describes emerging best practices in IP management and commercialization across the OECD.

Discussant: Ajay K. Agrawal, Queen's University

12:00 - 13:30: Lunch

13:30 - 14:45: Intellectual Property in Practice (cont.)

Optimizing Canadian Intellectual Property Office Services for a Knowledge-Based Economy
Gilles Paquet and Jeffrey Roy, University of Ottawa
The paper assesses future directions for the Canadian Intellectual Property Office, and the ways in which it can nurture Canada's knowledge-based economy.

The Enforcement of Intellectual Property Rights in Canada
Steven B. Garland and Jeremy E. Want, Smart & Biggar
This paper looks at the Canadian jurisprudence with respect to IP with a view to analyzing the enforcement of IP. It also assesses whether the Canadian enforcement of IP is "balanced", i.e. whether it stimulates both innovation and diffusion of knowledge.

Discussant: Michael Erdle, Deeth Williams Wall L.L.P.

14:45 - 15:00: Break

15:00 - 17:00: Round Table - Intellectual Property Data Availability and Needs
Chair: Jonathan Putnam, University of Toronto

Participants:
Canadian Intellectual Property Office
U.S. Patent and Trademarks Office
U.S. Copyright Office
Statistics Canada
Organisation for Economic Co-operation and Development
CHI Research
Selected invited researchers

The objectives of this session were to examine:
researchers’ needs;
the type of information on patents, trademarks and copyright that researchers can obtain through IP offices in Canada, the United States, and in the European Community;
the kind of information that can be obtained through surveys conducted by Central Statistical Agencies, in industry associations and private statistical/consulting firms;
the major synergies and shortfalls; and
the best practices.

17:00 - 17:15: Closing Remarks

Jonathan Putnam, General Editor of Research on Intellectual Property and Innovation in the Knowledge-Based Economy